Note of the course on Web caching part of the course on Advance Computer Architecture
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In this course, we are going to continue our discussion on Web caching. In the previous courses we have pointed out some interesting facts related to the cache management and how they can impact the overall performance of the caching system. Today, we are going to investigate the idea of building a distributed collaborative Web caching. Remember that in the very first course, we said that standalone caching may just be not enough.
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In this course we are going to discuss the following points. We will first introduce the concept of collaborative caching, then we will go briefly through some examples of research work on the subject. We will spend some time also on developing the idea of building a collaboration based on workload similarity, and how to define and measure this similarity. Finally we will present some simulation results, and try to find out if collaborative caching can bring the expected improvement or not. Exactly in the same way we did for the local cache management.
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In the previous courses we have pointed out that caches are spread over the internet. We tried first to investigate some research issues on the management of Web caches. We have used the cache configuration to test many cache replacement strategies, as well as some intuitive cache coherence. There is certainly room to improve the cache performance by improving local cache management. Actually the rather fast increasing use of proxy web caches, which are nowadays omnipresent throughout the Internet, suggests that web caches need to collaborate to achieve the expected reduction of traffic over the Internet backbone.  Besides that, the Internet is becoming more and more used in our daily activities, and because human have the tendency to behave more or less in the same way it is likely that more similar requests can be find over a wider location through out the internet.
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This is how came the idea of considering Web caches not any more are standalone cache but rather as part of a large cooperative Web caching system. And within months there was a shift in the research community toward this new research issue. We have pointed out in the first course the two main approaches for collaborative cache: clusters of cache and hierarchy of cache.
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The collaborative Web caches have already implanted but in rather a simple version. Most of the cache administrative Web cache managements are still done manually via the administrator. A number of these decisions have a big impact of the Web cache performance. They have to be chosen carefully by the admin, which may require a lot of work.  Listed in this slide some of the questions, we think need to be asked when consider building a collaborative web caching system.
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The main subject of discussed in this course is related to the automation of a number of the cache management and especially those which may directly impact the performance.

A number of research groups have tried to develop and build new methods. This research activity has results in: new protocols (the most known is the Inter-cache protocol), new mechanisms and even products (CARP developed by Microsoft Inc.)
In the following part of the course we are going to discuss some of the methods proposed for collaborative Web caching
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CRISP is one of the mechanisms developed and deployed effectively by/at AT&T Labs for building a collaborative web caching system. It has a central mapping service with the complete directory of the content of the whole caching system. It has been design to serve the need of ISP. Due to the centralized aspect of the CRISP is does not seem to be scalable and thus a decentralized version of the CRISP has been developed in the context of the Digest project.
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In this slide, we present an overview of the CRISP architecture, as you may see most of the request authentication communications among the cache servers are done via the mapping service.
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The flexible Web caching project has a completely different approach. The approach cannot be applied to the Internet as it is right now. The proposed approach has been developed orthogonally to the current state of the Internet. However, it can be used for some specific applications as we will see later on. The approach is completely object oriented. The transactions are object oriented, the servers are object oriented and even the content of the cache is described as real object (object in the sense of programming languages). Cached objects provide a number of methods, and 3Wservers can invoke operations on these cached objects using some Remote Invocation System.
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 This approach as well as all the Object oriented approaches have not proposed to solve the Internet problem as it is right now, however, they can be progressively introduced to the current solution and by the time they will change the whole Internet architecture. These approaches are more concerned with the current state of the Internet; they constitute a radical solution to the Internet problem.
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As it is shown in this figure, 3WServer are proposed to be inserted not directly between the end-users and the origin servers. They are proposed to be used in a third level of caching. The idea behind this approach is with the time the standard servers throughout the Internet will be replaced by W3Servers.
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Self organizing cooperative www web caching is one of the first approaches that has proposed a method to allow building dynamic cooperative web caching. However, the join/leave operations of caches where only based on the quality of the connection to the cache ( by measuring for instance the round robin time)
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This approach defines two type of domains: Transit domain carries the transit traffic, and 

Stub domain through which only packets addressed to and from some nodes in the domain are carried. The path along with travels the packets has two main characteristics:

The path between nodes in one domain stays entirely in that domain. The shortest path connecting a node in a stub domain to another node in another stub domain has to go through one or more transition domain. 

The goal is that every node is able to make the decision of which object should be stored locally. They use “modulo caching” which insures that object are well distributed. They introduce a distance called “cache radius”. On the path form the server to the client the object should be cached at nodes that are “cache radius” apart. Thus an object ends up being distributed on concentric rings centered on the server where is resides.
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Adaptive Web caching  has extended the idea of dynamic collaboration of Web caching and it allowed all kind of possible reconfigurations: creates a new group of caches, extends existing groups, allows overlap of different groups, allows caches to join/leave a group, etc.
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The Relais protocol was developed by the INRIA in France; it is an example of a none-centralized approach.  It had a distributed index maintained by techniques which can optimize the number of update messages, for instance, updates are sent in a group instead of being sent separately. Also the Relais protocol can piggyback the update messages with the real data transfer.
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As stated in the beginning of the course the main reasons for building a collaborative web caching system is the fact that it is likely that the missed object can be retrieved from the partner cache and it is faster to get it from the cache than to get it form the origin server.  What we could not get from the studies described in the previous slides is how we can measure the similarity of the Internet traffic that cross the various caches, because at the end it is most important factor which pushed the development of collaborative Web caching.
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In our point of view caches should collaborate if they have good network characteristic and are servicing similar requests. In the first study we did not consider the network performance, we focused more on the studying the similarity of workload. 
Our idea was to find a way to measure periodically the similarity of the workloads of the requests crossing the web caches. Having done that, we could easily build a collaborative Web caching system, which can automatically extend an existing collaboration, creating a new one, and even stopping a well established collaboration. 
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To achieve our goals, we had to answer the following questions: What is the similarity of workloads, and how can we measure it. 
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We come up with the following definition: two workloads are similar, if a number of requests composing the workload match. We has considered two type of matching: the total matching and the partial matching. From the beginning total matching is not a realistic choice. Partial matching seemed to a more realistic approach, we had also to define the word “partial matching”, in some cases the only fact that object are coming from the same server is enough, in other cases a cross reference or similar requests are enough and some time only keywords can be used to establish the similarity between two objects.
Some of the information needed to establish this similarity can be found in the URL itself for instance the origin server.
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Let us now discuss the way to measure the similarity. This process is not appropriate to be done manually. We have already discussed in this course, a very simple method to measure the similarity, which is the classification, using the NNC classifier. In this case we have more or less the same problem. We have two sets of observations and we want to measure the overlap between the two sets.
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Hopefully we came cross of an interesting paper which tackled this issue in another context. In this paper it is demonstrated that DFT conserves the information related to the distance while reducing the size of the original set.
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The methodology is very simple. The users’ requests are projected in a multi-dimensional space. The dimensions of the space represent the coefficient of the DFT, which represent the feature one feature of the sequence. The points in the feature space represent a set of requests and not a unique request. This one of the reason we have chosen this method, it reduces considerably the number of points to be kept in memory.
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The figure represents a 2-D projection of the feature space. The trail of points is reduced to a few points representing the dashed rectangle. The similarity is given by the overlap between the two MBR.
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There is one problem with the method we have described is the fact that it might requires a lot of time. A real efficient and fast implementation is needed. Lucky enough, we have found in the literature a data structure which has been developed especially for comparing geometrical forms.

In our work we did not consider the exact matching, which is as I said not a realistic assumption, there is a little chance to find exactly the same sequence of requests. We have thus introduced a matching error, which translate the fact that we tolerate a certain error in the sequence matching process.

Spatial access method (a data structure to search for line, polygines, etc) which splits space with hierarchically and possible overlapping boxes
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The only thing left to complete our approach is to map the URL of each request into a number which will be used for all the calculation. The similarity of object we have aimed at is very simple. We want to find out if the requests were coming from the same origin servers, if the name of the requested documents have a similar consecutive sub-set of characters, or the path contained in the URL are the same. These are not the only parameter that could be considered for measuring the matching sequence, but we wanted just to give it a try to see if the whole idea works.
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Now, we need to do the simulation. First we had to extend the simulation model discussed in the previous courses to support multiple requests. The only new component we had to implement is the one that should implement the communication protocol between the caches. Each cache represents one instance of the simulation model discussed in the previous course.
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We have used a distributed index mechanism developed at the university of Bristol, and which used quite successfully in some research projects on Virtual shared memory machine (VSM). It is based on hashing the URL into a 64 bit wide number. Depending on the number of caches composing the collaboration only a specific sub-set of the 64 bits are used to split the object research space. If we have 2 cache only 1 bit is needed, if we have 4 caches 2 bit are needed (2 to the power 2), etc. In general we need …
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The experience gained in the design of the VSM at Bristol showed that this way of indexing is very effective, the cost of calculating the hash function is minimal, and the index could be kept in the memory of the system, which means that this kind of indexing is not memory intensive.
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Looking for cached in the collaborative caching system is very simple. Calculate the hash value on the given URL, consult the mapping table to find out which cache is in charge of saving the requested URL, and forwarding the request to the that cache. Using this approach there is only one forwarded message within a federation of caches, or any level of the federation of federation. 
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This index mechanism has a lot of interesting features, such as relatively short search time of the whole index. The search for a cached object in the proposed distributed index has two phases: bottom-up and top-down searches. If the requested object is stored somewhere in the federations only the bottom-up search is executed.
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The protocol used to build the targeted federation of caches allows caches to join leave the federation at any time depending on some matching criteria. We have considered only the criterion of the access log similarity. The protocol allows the creation of two types of relationships: one leading to tightly coupled caches these caches have passed successfully the matching test. The second allows the building of loosely coupled caches federations that’s what we call “Meta-federations” or federation of Federation. They are created when caches don’t completely satisfy the matching process. The request crosses these Meta-federation only of there is a miss in the lower level federation. The protocol promotes low level federation hits because they are faster. 
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These is one scenario, we had in mind when we stared the simulation. First the cache start as standalone caches or federation containing only one member. The list of existing federation is known to all the caches considered in our case. The caches compares the history of access log with one the existing ones, and based on the outcome a join request may sent to the appropriate caches. A new federation is created and immediately added to the list of existing federation. 
The sequence process matching is performed periodically (when traffic is low during the the night for instance). This way we make sure that the process of building federation is on going all the time, depending on the current needs of the internet traffic. What we have said for building new federation and Meta-federation of caches is also true for breaking down existing ones if the matching process says that there is no more reasons for continuing the collaboration.
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Still one last point before starting the simulation. We have to select the workload and the metrics. As we have seen in the previous course these two points are very important for the relevance of the outcome of the simulation process
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We have used real workloads extracted from access log files of the nine caches composing the NLAR Web caching system. Due to the huge traffic crossing the NLAR caching system, we had to select only a rather short access log files ( access log file for just a few days). The workload which result from this choice, did not show a strong locality of reference. They represent thus a very hard testing environment for the proposed approach. At least, if it work for this workload, it is likely to work when workload (internet traffic) exhibits a strong locality of reference.
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Finally the metrics, we wanted to monitor two main aspects of the cooperative caching system we have been building. On one hand, we wanted to see the impact of being involved in a federation on the local cache users, and how successful is the concept of the collaboration of cache based on the similarity of access logs. We have thus selected the User Hit Ratio (UHR) to measure the local user hits, and Federation Hit ratio to measure the amount of hits within a federation. To control the stability of the system we have chosen to record the number of join/leave transaction (a too large number of join/leave operation is a proof of bad matching process). We were also interested in the scalability of the whole concept; we have thus monitored the number of the request forwarded among the caches
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First let us look at if cache which started as a standalone can gather into groups of caches.

The figures show that after a certain time, the cache start indeed working as groups, the number of elements composing the federation increases from 1 to 4 ( 4 is the maximum number of caches we have allowed within each group). The join transaction seems to work besides we did not notice any instable aspect the groups continue working after fro the rest of the simulation. However, the fact that not a single leave transaction is recorded is a bit worrying, it may say also that once a federation has been created it can no more break down.
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We have thus repeated the simulation, and we have made matching process a bit harder, longer sequence matching have been used, and less error is tolerated. This hard condition have forced some caches to leave a federation, we see the number of members in certain federation drops which is the sign of leave transaction. It seems also that new join transactions were successful after that.

These samples of the simulation have given a good sign on the stability of the federation of caches. But how about the impact on the local users of each cache?
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The figures presented in this slide show the evolution of three hit ration UHR, FHR, and the hit ratio when the caches where acting as a standalone caches. Our expectation is that the UHR and the standalone hit ratio remains as close as possible to each other, and in the best the UHR is a lot better that the standalone one. In the shown simulation the best cache could be recorded, however, the two hits ratio remains in the same order of magnitude which is a rather positive result in itself, remember that we did not do any optimization on the matching parameter, the proposed method is applied here in its simplest form. Let us look now at the FHR, a large number of hits have been recorded on within the federation of cache, of course there some exception, such cache 6, which have recorded only a few hits for the federations it was involved in. On the other hand cache 9 worked successful for the federation, and this did not have a very bad impact on its local users, however, cache9 could increase the hits on its local storage for its own users.
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There are also situation where the collaborative concept, we have proposed didn’t work out correctly. The FHR is rather low in this case. That is life we cannot always win.
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How about the scalability? Looking at the number of the traffic forwarded comparing to the overall traffic, it seems that the cooperative web caching can generate up to 70% of forward messages hopefully, this was recorded only for one cache. The rest of the caches did not go beyond the 40%.  

Actually, the leave transactions were introduced to avoid this kind extreme situation. We were expecting a cache should leave the federation rather than supporting heavy load. 

Slide 45:

We have zoomed in the federation that contains the cache 8, and we have notice that cache 8 has been working a lot more than any other cache composing the federation. Hopefully this time we have recorded what we could see in the previous figure. Cache 8 has indeed left the federation after a certain. Good we have proven that building a cooperative web caching system on the similarity of access log files can work indeed as we expected. 

A lot more simulations are needed, but at least the whole concept works.
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The whole ideas behind this course is not to go into the details of Web caching but it was to use web caching as a use case to show how idea can be migrated from one context to another, and still be very successful. And they can be extended or reformulated to fit the new context. In this course we have seen a lot of examples starting from the concept of caching itself, passing by the cache replacement based on classification methods, to finish by the sequence matching mechanism based on time series analysis.   

