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The information service is a considered a core service of the Grid infrastructure. Without the information service or information component, there is no Grid at all. The information service can be regarded as the memory of the Grid architecture. This component of the Grid architecture is needed by all the other components/services of the Grid infrastructure. For the simple reason that the Information service/component provides the fundamental mechanisms for discovery and monitoring, and thus for planning and adapting application behavior
The discovery, characterization, and monitoring of resources, services, and computations can be challenging due to the considerable diversity, large numbers, dynamic behavior, and geographical distribution of the entities in which a user might be interested
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The answer to the question “Why the information component/service is needed?” is quite obvious. Here I have listed other components/services either part of the core Grid components/services or high level components/services that make extensive use of the information component/service. 

The listed examples of applications illustrate but do not exhaust the range of applications that rely on information services, and the variety of information sources and information access and management methods that are associated with these applications.

I hope this list give an idea about the important of the information component in the Grid architecture. This is main reason why, information services designed to support the initial discovery and ongoing monitoring of the existence and characteristics of resources, services, computations, and other entities are a vital part of a Grid system
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Let now describe the environment in which the information system is going to work. Actually, the information system is not used as a standalone component/service, it is mainly designed to support other components in the Grid architecture. The requirements of any Grid-based information system are driven by properties of the Grid environment. Here I’m listing two main characteristics of the Grid environment, which may have a direct impact on the design of the Information system.

· Information sources are necessarily distributed and individual sources are subject to failure. 

· The total of number of information providers can be large, and both the types of information sources and the ways in which information is used can be highly varied. 
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The two characteristics we have just listed have direct consequences on the features of the information system

Since information to which a Grid information service provides access is, at some timescale, dynamic, the state of the system component on which information is being provided may have changed, potentially rendering the information invalid. 

Because of the local policy aspect of Grid environments, it can be expensive if not impossible to delay changes in distributed system state until the information has been delivered and processed by remote requestors. This approach allows users and delivery components to manage data in a manner that is appropriate for its degree of dynamism. 

The above discussion illustrates that the distribution of information sources places restrictions on the types of information that are both meaningful and feasible to collect. A further ramification results in an important requirement on the types of behavior an information service should not have. The Grid designers argue that GIS should not in general provide users with a consistent view of global state. Even when accurate information could be guaranteed by the use of transaction mechanisms and distributed snapshots, they believe that it is inappropriate to provide such mechanisms as information service primitives. Such mechanisms do not scale well to large numbers of providers. 

According to them the Grid information service should focus only on efficient delivery of state information from a single source. If applications require accurate local state or consistent global state, this functionality can be achieved via other control functions that provide necessary atomic operations at a higher cost.
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Because we assume that both individual entities and network may fail, actually it is a valid assumption. The information system need to have robust behavior, which means that the failure of any one component should not prevent obtaining information about other components of the system. Users should have as much partial or even inconsistent information as is available. This means not only making sure that unavailable or unreachable services and resources do not interfere with other functions, but also providing a means to gain a timely awareness of when failures have occurred. It is this second aspect of system behavior that motivates our use of soft-state registration protocols.

This strong requirement can be translated in term of design issues in two points: first the information service should distributed and decentralized, with providers located near the entities they describe. 
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Let us look now at the design issues at our hand at this moment:

When designing an information services that satisfy the requirements discussed in the previously we are facing a number of challenges:

· the diversity of resources involved, 

· the range of queries required, 

· and the dynamic nature of VO membership and resource status.

Unfortunately, 
Existing technologies do not address these requirements.

· Directory services such as X.500, LDAP, and UDDI do not address explicitly the dynamic addition and deletion information sources;
In the case of X.500 and LDAP, there is also an assumption of a well-defined hierarchical organization, and current implementations tend not to support dynamic data well
· Meta-directory services permit coupling multiple information sources, but otherwise inherit quality of their database engine. Discovery services in meta-directory rely on multicast to scope requests, which is inappropriate when virtual and physical organizational structures do not correspond.
8. -------------------------------Next Slide------------------------------------------------------

We knowing the basic requirements, and challenges; let us talk now about the desirable features of GIS. When I say desirable features, I’m looking at it from the designer point of view. I’m looking for the features, which will make my design and implementation easy and robust.

What are the functionalities of the GIS: Information discovery, Information retrieval, and monitoring of the state of the information.

A desirable design feature is to separate the three functionalities. Another desirable feature is to use a protocol, which make the system fault tolerant.  For instance, the soft-state registration makes the system highly fault tolerant: a component failure or network partition affects only those components that fail or are separated from the observer
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From the design point of view, the GIS is composed of two types of components: information providers, Higher-level services, collect, manage, index, and/or respond to information provided by one or more information providers. 

· Distributed collection of generic information providers provides access to information about individual entities, via local operations or gateways to other information sources (e.g., SNMP queries). 

· Higher-level services, collect, manage, index, and/or respond to information provided by one or more information providers. 

We distinguish in particular aggregate directory services, which facilitate resource discovery and monitoring for VOs by implementing both generic and specialized views and search methods for a collection of resources. 
SNMP: Simple Network Management Protocol
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The two components that compose the GIS need to be coordinated which is done via the definition of a specific protocols. Because we have two types of interactions between the components: Querying the information (high-level service ( information provider) and registration (information provider ( high-level service). We need two distinct protocols

· The registration protocol: a provider uses the registration protocol to notify higher-level services of its existence

· Enquiry protocol:  higher-level service uses the enquiry protocol obtain information about the entities known to a provider, which it merges into its aggregate view

Both protocol need to be Integration with the Grid Security Infrastructure (GSI). Which provides authentication and access control to information
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For example, consider an information provider that maintains information on a set of workstations. A broker might then perform a search on that provider to obtain a set of results that roughly match a given criteria

In this case the information provider possesses information on more than one entity, we need also to coordinate and organize the information on the information provider side. This is done via the GRid Information Protocol (GRIP) . The GRIP supports both discovery and enquiry. 

· Discovery is supported via a search capability
From the set of discovered resources, enquiry can be used to refine the set of resources upon which a broker may schedule. 

· Enquiry corresponds to a direct lookup of information: the enquiry supplies the resource name and the provider returns the resource description. 

· Subscription (i.e., a request that results in the subsequent delivery of a sequence of updates) can be an important enquiry mode, and should be supported.

We adopt the standard Lightweight Directory Access
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We are going now to discuss the Grid registration protocol. The GRRP defines a notification mechanism that one service component can use to “push” simple information about its existence to another element of the information services architecture. 

· it is soft-state protocol, and thus have the advantages of being:

· Resilient to failure (a single lost message does not cause irretrievable harm)

· Simple (no reliable “de-notify” protocol message is required).
Soft-state protocol (meaning in our context that state established at a remote location by a notification (e.g., an index entry for an information provider) may eventually be discarded unless refreshed by a stream of subsequent notifications. Such protocols have the advantages of being both resilient to failure (a single lost message does not cause irretrievable harm).

· The GRRP message contains:

· The name of the service that is being described (i.e., a URL to which GRIP messages can be directed), 

· The type of notification message, 
· and timestamps that determine the interval over which the notification should be considered to hold
For example, an information provider to notify an aggregate directory of its availability for indexing; or by an aggregate directory to invite an information provider to join a VO can use GRRP.

The GRRP definition does not specify the underlying transport: it is designed to run over an unreliable transport, but a reliable transport can also be used. 
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The use of GRRP in constructing resilient aggregate directories is depicted in Figure. Under the direction of local and VO-specific policies, an information provider determines the directory(s) with which it will register. The provider then sustains a stream of registration messages to each directory. After some time without a refresh, the directory can assume the provider has become unavailable, and purge knowledge of it from its directory.

 As long as a directory has fresh knowledge of a provider, it might include that provider in results for relevant discovery queries. Conversely, when its knowledge of a provider becomes stale, the discoverer might omit that provider from results.

GRRP provides a discoverer with an unreliable failure detector. A discoverer can decide at a certain point (e.g., after a certain amount of time has passed without a registration message being received from a producer) that the producer has failed or become inaccessible. 
(Discriminating between resource and network failure is fundamentally difficult for any remote monitoring approach.) Any such decision can be erroneous, as the missing registration messages may have been sent but discarded by a lossy network connection.

There is thus a tradeoff to be made, when choosing the criteria used to decide that a producer has failed, between likelihood of an erroneous decision and timeliness of failure detection. An experimental study of a failure detection service provided in earlier versions of the Globus Toolkit, the Globus Heartbeat Monitor (now superseded by GRRP), showed that in typical wide area networks, failure detectors can operate effectively
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Having defined GRIP and GRRP, we turn to the question of how to create aggregate directory services. As we indicated before, one can define any directory that he wants— there are no technical limitations on what sorts of indices or naming, search, and monitoring strategies directories may maintain, or on what data models, query languages, and protocols they may support 

The Aggregate Director services have the very simple role to make available to others information obtained from information providers there are significant benefits to adopting 

· Standard data models, 

· Query languages, 

· And protocols within aggregate directories, 

In practice a Grid information system will see a small number of standard aggregate directory structures.
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In the Figure, we explain how GRIP and GRRP can be used to construct a standard hierarchical discovery service and then briefly discuss some alternatives.

Figure shows how a hierarchical discovery service can be structured as a network of aggregate directories. Each directory uses the GRIP data model, query language, and protocol, and acts as an information provider that contains information about all of the resources beneath it in the hierarchy. Directories use GRRP to register with higher-level directories to construct the hierarchy. Such aggregate directories could also use lossy aggregation techniques, as in the Discovery Service, which hashes descriptions and summarizes hashes via Bloom filtering. 

This hierarchical discovery structure conveniently mirrors the typical decomposition of VO administration, with multiple site administrators coordinating with the VO service administrator(s). Each site administrator can maintain their local aggregate directory and register it with directories maintained by the VOs in which the site participates. We note that such hierarchical directories can easily be created using GRRP. Local aggregate directories can use GRRP to register with VO directories just as information
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The Hierarchical discovery service we have just discussed can be used primarily as a name-based location service allowing users to: discover what resources are available within a VO but not supporting sophisticated queries on those resources.

However, based on this service, it is possible for the users to construct more specialized service based on aggregate directories.

In effect, the result is that the specialized directories have defined an alternative organization or namespace for the information, creating a view that is optimized towards specific usage patterns

A specialized aggregate directory may choose to adopt specialized update strategies to improve its ability to perform its specialized functions. For example, a directory designed to locate “idle multi-computers” might maintain an index of only these resources, and then keep careful track of changing patterns of multi-computer load so as to maximize accuracy while minimizing query traffic. 

A directory designed to monitor network resources for unacceptable load conditions might use historical information to direct its queries (whether using push or pull models) to expected trouble spots. In constructing such specialized services, one can of course use any appropriate database technology to maintain the necessary indices.

17. -------------------------------Next Slide------------------------------------------------------

The last feature of a GIS system is the ability to monitor the characteristics of a given entity. This feature is very important for number of applications such ad application adaptation, troubleshooting, performance diagnosis. 

I want to make a clear distinction between monitoring and discovering, which are indeed very close to each other.  While discovery, is concerned with the characteristics of an entity at a specific point in time. Monitoring, is concerned on how characteristics vary over time, and so may prefer that the information be delivered asynchronously. GRIP is designed to support both delivery models and hence to support both discovery and monitoring. In pull mode, in push mode

In the preceding section we described how GRIP and GRRP could be used to construct a variety of information service components called, collectively, aggregate directories. These same protocols, and many of the same strategies, can be used to construct a variety of other services and applications, concerned, as we noted in the introduction, with such things as
 if and when specified conditions are met: for example, when an information value changes by a specified amount 
Pull mode a query-response exchange supports on-demand access to information; in push mode, an initial subscription request requests subsequent asynchronous delivery
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However, even given this flexibility, there are information delivery roles for which GRIP is ill suited. The retrieval of archival information can require the support of more powerful database query interfaces, to reduce search costs over a continuously growing mountain of data. Similarly, various flavors of event delivery system can provide specialized synchronization and reliability properties (e.g., source-ordered delivery to multiple recipients, or exactly-once delivery).

 Nevertheless, we believe that GRIP supports the discovery and characterization needs of a large proportion of remote observers—and we emphasize that the adoption of this standard approach has tremendous advantages in terms of interoperability. For those exceptional situations where GRIP is not adequate, our architecture allows for extensions in two ways:

GRIP extension. Resources may offer additional information delivery capabilities beyond those provided by GRIP. For example, an information provider that interfaces to a large archive might implement protocol extensions to support richer relational queries.
  

 Service publication. GRRP and GRIP are designed to permit discovery of other Grid resources and services. For example, a high data rate network monitor may deliver information via a specialized, binary encoded push protocol. The information provider for this monitor can indicate that this protocol is supported, and provide the information needed to subscribe to it. 

We emphasize that such capabilities should be viewed as extensions, not replacements, for GRIP and GRRP, which must be universally deployed to ensure interoperability. Extensions permit more specialized behaviors in specialized situations, and their use should be circumscribed. For example, the network monitor might push its information to a network profiler that publishes summary information for general distribution using standard GRIP and GRRP.
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The last issue we will discuss in this part of the course is related to the security aspects of the GIS transactions. Actually, security issues arise with both GRIP and GRRP. The security approach is intended to support a wide range of access control policies.

Because Physical and virtual organizations typically define policies controlling who can access information about their resources. This is why 
any Grid information service must incorporate security mechanisms so that it can comply with these policies. 

An information provider may specify, for each piece of information that it maintains, the credentials that must be presented to access that information. GSI public-key security mechanisms are used 
. These credentials may be identity credentials, in which case the access control policy is essentially an access control list, or a capability issued by some authority, in the case of policies based, for example, on group membership.

This distribution of information must be performed in a fashion consistent with the policy of the underlying provider(s). Fortunately, our architecture can support a number of alternatives

We note here that Aggregate directories pose interesting security issues, as these services make available to others information obtained from information providers. 
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In the case of Aggregate directories, many policy accesses may be considered. Starting using the same access policy as the service provider, or limiting the information provided, or hiding completely the given information, or finally placing no restriction on the information.

Here, the provider can respond to any authenticated query from the directory, which it trusts to apply its policy on its behalf.

 We note that this case may be common, as VOs often link together institutions and people with common policy concerns. For example, provider policy may make operating system type known to a directory, but demand that load averages can only be given to specific users. A query for machines running RedHat Linux 6.2 with a load of less than 1.0 would thus require a first query to the directory to identify Linux platforms and a second set of queries (perhaps subscriptions) to each machine enquiring as to their load. The second query would require re-authentication and then application of the local access control based on the requestor’s identity.

In this situation, the directory can only enumerate the known resources, with no attribute-based indexing possible.  

In this case, authenticated queries are not required.
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Other security issues arise with the registration protocol. For instance registration must be authenticated. And control which registration events are accepted and which are denied.

Authenticity of GRRP messages can be determined by two alternative means. 

· First the delivery of the GRRP messages can be done over a secure channel, such as that provided by globus io using GSI.
· Or, the messages can be cryptographically signed with the credentials of the registering entity. 
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We have discussed the protocols needed for the GIS, and also the security issues, but we still did not say any thing about the uniqueness of the name used in the Aggregate directories.  Actually, it is desirable to be able to assign entities names that are guaranteed to be unique within some scope. The unique name for entities allow to  refer to the same entity repeatedly, or so we can determine whether or not the results of two searches refer to the same entity.

Obtaining unique names is not straightforward. Some resources have DNS names, but certainly not all. We touch briefly upon the tangential, but related and important, topic of naming, 
so some other mechanisms are also required. To address this problem, we describe two possible approaches, one based on naming authorities and one on probabilistic techniques
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Briefly generating unique name can be done via naming services, which may guarantee that the entity name is unique within a specific scope. Or use names form large name space, which increase the probability to get a unique name.

Naming service: could be operated by individual VOs for their own private purposes; alternatively, an international standards body could be chartered with operating the service so as to provide globally unique names. (The Domain Name Registry that manages Internet domain names is an example of such a service.) Particularly in the latter case, a hierarchical organization of this service will be important, scalability. 

In a hierarchical organization, each aggregate directory effectively serves as a local naming authority. Note that in this case, administrative overheads are low but names are only relatively unique: different entries can have the same name, and a single entry multiple different names, within different hierarchies.
A Globally Unique Identifier (GUID) an example of such a system. But we can use other techniques, for that purpose. This may be the preferred approach.
 It can also be desirable to be able to enforce standard formats for entity descriptions, so that entities that share major characteristics have comparable descriptions. This implies need for both a convenient and extensible mechanism for defining information types, and a mechanism for assigning and discovering) type names. If required, this capability can be provided via type authorities.

 It is important to note that neither naming nor typing is universal requirement: one can construct useful discovery and monitoring systems that provide neither unique names nor consistent naming of types. (For example, the Condor

Matchmaker does not enforce a type system, relying instead on informal procedures for achieving reasonably consistent descriptions.) Hence, we argue that a Grid information service should support naming and typing but not force systems that do not require these capabilities to pay for them.
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 GIS as any other system, need to be configured. So far both manual and automated configuration are possible. 

· Manual configuration. Users or system administrators can configure information providers with the addresses of directories, or directories with the names of providers. 

· Automated discovery based on a hierarchical discovery service. This approach has obvious scalability problems, but is practical in the case of small and/or long-lived VOs. Note that in hierarchical organizations, an entire organization’s resources can be added to a VO by registering the appropriate directory, thus overcoming scalability issues.
· Automated discovery based on other information services. We can use services such as SLP (Service Location Protocol, DNS, or UDDI (Universal Description Discovery and Integration)  to assist with configuration. 
· New discovery services can potentially be configured via searches of a hierarchical discovery service, if one exists. 
· For example, clients can use SLP to locate a default local directory from which initiate VO resource discovery. Multicast techniques may sometimes be appropriate.
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