
S.O.S. Team DesriptionShahab Javanmardy, Arash Rahimi, Hamideh Vosoughpor,Vahid Ghafarpour, Haamed Gheibi, Mohsen IzadiJavan Robotis Club,Javan Farhangsara, Khavaran Ave., Tehran, Iranfshahab, arahimi, hvosough, vghafarpour,hgheibi, mizadig�Javanrobolub.omhttp://www.javanrobolub.om/SOS/index.htmlAbstrat. In RoboupResue Simulation, Huge environment, wide vari-ety of parameters a�eting the deision proess and limitations applied tointer-agent ommuniation are important problems that a team's agentsshould overome to perform well during the simulation proess. In thispaper, we desribed some of our solutions to these problems whih areour speial agent design, knowledge reasoning methods, low-level skillsand ooperation methods1 IntrodutionIn Roboup Resue Simulation environment, ahieving the main goal (whihis preventing �re from spreading over the ity and saving as many ivilians'lives as possible.) requires high-performane ooperation of several heterogeneousAgents.We believe that a high-performae ooperation, �rst requires eah agent tohave well-designed low-level skills and then a good strategy based on these low-level skills for ooperating together. So during the Agent design proess wefoussed on designing :1. A suitable and exible agent arhiteture apable of de�ning high-level strate-gies easily.2. EÆient methods for reasoning about world model data in the best waypossible and designing powerfull and fast low-level skills and omplex ations.3. Cooperation methods and algorithms optimized for Resue Simulation envi-ronment.In this paper, we'll have a short overview on eah of the subjets above.2 Agent ArhitetureThe arhiteture we've designed and implemented for our agents is a \State-based" arhiteture, whih means that several states have been de�ned for eah
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Without MemoryFig. 1. State Classi�ation Diagramagent of a spei� type, due to possible onditions of that agent and the tasksthat it should perform during the simulation.An agent performs a spei�ed task while being in a state and also listens for\Events" whih may our during the simulation. An event auses the agent toperform a ertain job and sometimes hanges the state of the agent.We've lassi�ed \Agent States" due to several riteria into ertain groups. Forexample in a ertain lassi�ation, we've divided states into Normal, Conditionaland Cloked States. A normal state is only hanged by an external event buta onditional state is hanged if a ertain ondition is satis�ed and at last aloked state is a state that automatially hanges itself after a ertain periodof time.There are also many other lassi�ations shown in �gure 1.In addition to the state-based agent arhiteture for de�ning deterministibehaviour for our agents we also added an additional deision thread in whihwe apply high-level algorithms, statistial analysis, online learning algorithmsand generating unexpeted events for State Mahine layer.Layers of the arhiteture and relations between these layers are shown in�gure 2.3 Path�ndingPath�nding is an example of agent low-level skills whih is of remarkable impor-tane as it is inevitable for agents to move to several plaes during the simulationand it is important for the agent to move to these plaes along an eÆient andminimum-ost path.
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Fig. 2. Agent Arhiteture DiagramFor path�nding we use two seperate methods. One method we are urrentlyusing is based on \Foussed D* Algorithm"[1℄. D*(Dynami A*) algorithm plansoptimal paths in real-time by inermentally repairing paths to the agent stateas new information is disovered. Foussed D* is a speial extension of D* thatfouses the repairs to signi�antly redue the total time required for the initialpath alulation and subsequent replanning operations.The other method we are urrently working on, and is not ompleted yetis based on a method alled \Radar Path Planning"[2℄. In this method a pathis built in the following way : In regular intervals the target point sends out awave front traversing the work spae with onstant speed. The neighbor pointof the starting point that is �rst reahed by the wave front must be part of anoptimal path. This neighbor point beomes now the new starting point and theproedure is repated until the target point is reahed.When the soure point, the target point or an obstale moves, a new optimalpath is dynamially build. The path is ut and rebuild when an obstale movesinto the path. When a path beomes sub-optimal by a moving target point orobstale, a new optimal path is found by the path length limitation and uttingnoise.Here, we're working on an implementation of this method using \SpikingNeural Networks".We'll have a seperate paper about this method if we an �nishit and gain suessfull results.



4 S.O.S. Team Desription4 Cooperation between AgentsOne we've ompleted designing agents with powerful and exible behavior, themain problem is an eÆient way of ooperation between agents. Here as thenumber of messages eah agent an say or hear in a step is limited to a smallnumber, this problem beomes more omplex. Due to this problem, we've dividedthe task of optimizing inter-agent ooperation into two parts:1. Optimizing ommuniation method2. Designing ooperation algoritms whih are less dependent or independent ofommuniation.The �rst solution, itself is divided into two parts. One part is designing ahigh performane ommuniatoin protool. So in designing proess we fousedhighly on \Message Content EÆieny" whih means that higher rate of meaninglengthof messages was important to us. We also made the ommuniation protool insuh a way that in many ertain situations, our agents an predit ontents of amessage just by knowing the ID of the sender.The other part of this solution is \Agent Grouping" and making use ofindiret ommuniation. In agent Grouping our agents are divided into sev-eral groups, eah of whih is onsisted of at least four agents. Eah group hasone or two \Group Leaders" whih are responsible of ex-group ommunia-tion. These agents gather and manage data reeived from other group mem-bers and transmit useful data to ex-group agents. Grouping dereases the num-ber of messages transmitted to important agents and dramatially inreases themeaningnumber of messages rate.In the seond solution our fous was on designing and implementing methodsfor automating the proess of inter-agent ooperation using prede�ned senariosand strategies. For instane one idea is making parties of heterogeneous agentsand de�ning eah agent in a party, a set of tasks to do, in order to ahieve aprede�ned goal assigned to the party.For example one onsiderable party is a party of two �re brigades and apolie fore in whih �re brigades deide on a building to extinguish and say itto polie fore. Then the polie fore �nds and lears a route to that buildingwhile �re brigades follow it.Referenes1. Antony Stentz. The Foussed D* Algorithm for Real-Time Replanning. In Inter-national Joint Conferene of Arti�ial Intelligene, 1995.2. Ulrih Roth, Mar Walker, Arne Hilmann, and Heinrih Klar. Dynami PathPlanning with Spiking neural Networks. In International Work-onferene on Ar-ti�ial and Natural Neural Networks, 1997.


