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Scenario: Translation of TED talks ⇒ large topic diversity
Problem: Not enough in-domain data to ensure good coverage.
Large out-of-domain data (news) improves coverage but alters style

Approach: Map infrequent (= topic-specific) words to Part-of-Speech
Train LM on mapped in-domain data ⇒ word/POS-level hybrid LM
Integrate into decoding to boost the style of the talks
Result: Better n-gram coverage, more discriminative than POS-level LM
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