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Abstract— Prevalent large CNN models pose a significant challenge in terms of computing resources for resource-constrained devices at the Edge. Distributing the computations and coefficients over multiple edge devices collaboratively has been well studied but these works generally do not consider the presence of device failures (e.g., due to temporary connectivity issues, overload, discharged battery, etc. of edge devices). Such unpredictable failures can compromise the reliability of edge devices, inhibiting the proper operation of distributed CNN inference. In this paper, we present a novel partitioning method, called RobustDiCE, for robust distribution and inference of CNN models over multiple edge devices. Our method can tolerate intermittent and permanent device failures in a distributed system at the Edge, offering a tunable trade-off between robustness (i.e., retaining model accuracy after failures) and resource utilization. We evaluate RobustDiCE using the ImageNet-1K dataset on several representative CNN models under various device failure scenarios and compare it with several state-of-the-art partitioning methods as well as an optimal robustness approach (i.e., full neuron replication). In addition, we demonstrate RobustDiCE’s advantages in terms of memory usage and energy consumption per device, and system throughput for various system set-ups with different device counts.

I. INTRODUCTION

As Artificial Intelligence (AI) continues its rapid evolution, convolutional neural networks (CNNs) are becoming increasingly prevalent across a variety of applications [1]. And the surge of Internet-of-Things (IoT) devices has also elevated the deployment requirements of CNNs at the Edge. However, the growing complexity and size of CNN models, such as VGG-16 [2], and CoAtNet-6 [3], pose a significant challenge in terms of computing resources for resource-constrained edge devices. One approach to address this challenge is to construct a lightweight CNN model from a large CNN model utilizing model compression [4] or neural architecture search [5] which may decrease accuracy. Another approach is to distribute inference models between edge devices and cloud servers [6], but this approach introduces unpredictable inference latency and raises trustworthiness, security, and privacy concerns.

To address these issues, studies on fully distributing the CNN inference over multiple edge devices have been proposed without the need for model compression and cloud servers. In such a horizontal CNN distribution paradigm, model partitioning [7], [8] and data partitioning [9], [10] methods are typically applied to alleviate the discrepancy between the constrained resources of edge devices and the huge requirements of deploying large CNN models. However, these partitioning methods assume continuous availability of all involved edge devices that cannot be always guaranteed because an edge device could be temporarily unreachable (especially when edge devices are mobile and use low-power short distance radios for communication) or a device could experience a temporary failure (e.g., due to a discharged battery). Therefore, it is imperative to devise and utilize partitioning methods for distributed CNN inference with robustness in mind.

In this paper, we present a novel partitioning method, called RobustDiCE, for robust distribution and inference of CNN models over multiple edge devices. RobustDiCE features both system robustness, i.e., CNN inference can continue execution even if one or more edge devices fail to function properly, and model robustness, i.e. preserving the inference accuracy of the CNN model as much as possible when some of the intermediate CNN inference results are lost due to failed devices. In this paper, however, we solely focus on RobustDiCE’s model robustness. We address this model robustness challenge by evaluating the relative importance of each neuron in the CNN model and then partitioning these different neurons of each CNN layer into different groups (to be mapped to the various edge devices) as ’evenly’ as possible. Our main novel contributions can be summarized as follows:

- Based on the importance criterion of different neurons in each CNN layer, a new partitioning method is proposed to preserve the model accuracy as much as possible against device failures. This new method combines partial neuron replication and importance-aware neuron clustering to achieve CNN model robustness. It also provides a tunable trade-off between robustness (i.e., retaining model accuracy after failures) and resource utilization.
- We evaluate our novel partitioning method using the ImageNet-1K dataset on several representative CNN models under pessimistic device failure scenarios. We compare it with a number of state-of-the-art (partitioning) approaches, including the CDC method [11] leveraging neuron replication to increase robustness and an ideal robustness approach utilizing full neuron replication.
- We demonstrate our method’s superiority in terms of memory usage and energy consumption per device, and system throughput under different system configurations.
II. RELATED WORK

Model and data partitioning methods [7], [12] can be exploited to distribute the workload of a large CNN model inference along the edge-cloud continuum or fully among multiple edge devices, thus reducing the required computation resources of edge devices [8]. However, these partitioning methods assume that the involved computing devices/servers (and communication links) between them are always available and work properly. Our partitioning method is designed to be robust against temporary or permanent failures of devices.

The robustness of distributed CNN inference concerns the property of a model of being resilient in terms of inference accuracy to the failure of physical computing nodes due to power outages, unstable inter-node connections, other hardware/software failures, etc. In distributed CNN inference, the missing neurons on those failed nodes may result in a significant accuracy drop of a CNN model [11]. The code distributed computing (CDC) method in [11] utilizes one additional, presumed functional device to back up the summation of partitioned neurons of other distributed devices and use that to recover the output of missing neurons in the event of a single node failure. Our method, on the other hand, can cope with multiple node failures without integrating additional devices and computations.

To minimize the influence of node failures on the CNN inference accuracy, several failure-aware retraining methods [13], [14] for CNNs also have been developed. For example, DeepFogGuard [13] utilizes retraining to add hyperconnections that can skip certain failed physical nodes in a pipe-lined distributed inference. These retrained models are designed to be aware of only specific failures such as communication failures between two CNN layers, certain node failures in a pipeline multi-node inference, etc. Moreover, CNN retraining requires a large amount of data that may not be always accessible for an end user of a pre-trained CNN model to perform retraining before the deployment in an unreliable environment. As most pre-trained models directly accessible to an end user for deployment are not failure-aware, our RobustDiCE method can be easily applied to partition these pre-trained models to achieve model robustness without any retraining, without assuming specific types of failures, and without suffering from model accuracy degradation due to parameter changes (e.g., by retraining). Moreover, RobustDiCE can be seen as complementary to these retraining approaches, i.e., if we would apply our method to the aforementioned retrained models, we can further improve their robustness against node failures.

To summarize, performing robust inference on distributed edge devices is vital. Existing robustness methods suffer from extra computing resource requirements, time-consuming retraining, etc. In contrast, our method RobustDiCE is designed to guarantee robustness against device failures while accounting for the limited resources of edge devices.

III. BACKGROUND AND MOTIVATION

In this section, we provide some background information and a motivational example to understand our novel CNN partitioning method for robustness.

Generally, state-of-the-art partitioning methods, such as discussed in [7], do not consider robustness as they do not consider the fact that different neurons/filters in CNN layers have different importance, thereby causing various effects on the inference accuracy of a CNN model, particularly those neurons with larger values [15]. The relative importance of a neuron in a CNN layer can be measured by calculating metrics such as the $l_1$-norm [16], $l_2$-norm [17], etc. To partition a CNN layer with robustness in mind, it is essential to find an effective way to group and distribute its neurons/filters over computing nodes as evenly as possible in terms of importance.

Fig. 1: Typical vs. Robust Partitioning

As shown in Figure 1, a partitioning method without robustness in mind (i.e., no consideration of the neurons’ importance $s_j$) splits the five neurons into three groups (visualized by the three colors in Figure 1) and the groups are distributed over the three nodes. Such distribution reduces computational resources per node because the layer workload is split over the nodes. However, this distribution is not robust at all because if, for example, the third node fails, which runs the most important neuron $n_5$, then the inference accuracy will decrease significantly.

To maximize the robustness, well-known modular redundancy methods can be applied as shown in Figure 1(b). Here, we replicate all neurons over the three nodes, thereby achieving maximum robustness against failures because even if one or two nodes fail then the remaining available node will run all the neurons without a decrease in inference accuracy. However, this significantly increases the resource...
requirements (e.g., memory and energy consumption) for each node. Moreover, this full replication approach might be infeasible for resource-constrained nodes due to the limitations with respect to their computational/memory resources and the possible energy budget of an edge device.

The two example scenarios, illustrated in Figure 1(a) and (b), clearly show that using existing, robustness-unaware partitioning methods or modular redundancy methods in isolation cannot provide efficient, robust distributed CNN inference on multiple resource-constrained edge devices. Therefore, in this paper, we propose a novel method, explained in detail in Section IV, which combines replication and importance-aware partitioning to achieve high and tunable robustness in an efficient way for distributed CNN inference. The result of applying our method to our simple example is illustrated in Figure 1(c). The basic idea is that some (not all) neurons in a CNN layer are replicated and all neurons (initial and replicas) are partitioned into groups and distributed evenly over the nodes based on their importance.

The advantage of this partitioning method is that if either the first or third node fails, the remaining nodes can still run all the neurons, preserving inference accuracy. Therefore, we can achieve comparable accuracy degradation. Therefore, we can achieve comparable

IV. THE ROBUSTDICE METHOD

In this section, we present our new partitioning method which achieves CNN model robustness by combining importance-aware neuron grouping and clustering with partial neuron replication in order to evenly distribute the neurons in a CNN model over multiple nodes. The partitioning method is applied layer-wise on every layer until the whole CNN model is partitioned. The general layer-wise partitioning procedure is outlined in Algorithm 1. It accepts as inputs a set of computational layers $L$ from the CNN model and their coefficients $W$ as well as the total number of computing nodes $ND$ across which the CNN model will be distributed. Additionally, a set $T$ of threshold values corresponding to layers in $L$ is partitioned. The general layer-wise partitioning procedure is applied layer-wise on every layer until the whole CNN model is partitioned.

The output of Algorithm 1 is a set $P$ of neuron partitions. Every partition $P_i = \{p_1, ..., p_{ND}\} \in P$ determines how the neurons in layer $l_i \in L$ are distributed across the specified number of computing nodes $ND$.

The goal of Algorithm 1 is to evenly distribute the neurons $n_j$ of every layer $l_i \in L$ over $ND$ nodes (i.e., devices) in terms of importance. For example, applying Algorithm 1 (Lines 3–29) to the convolution layer with the five neurons $n_1$ to $n_5$ shown in Figure 1 and setting $ND = 3$, the output $P$ of the algorithm is the partition illustrated in Figure 1(c). Algorithm 1 consists of three main steps performed on each layer $l_i \in L$.

In Step 1 (Lines 3–9), we first include each neuron $n_j \in l_i$ into a separate group $G_j$ which is stored in the set of groups $G$ (Line 5). Then, we calculate three importance scores for $n_j$ from three different perspectives. The first score $s_j^1$ (Line 7) is the $l_1$-norm [16] which is a magnitude-based approach, widely used in CNN pruning techniques, to compute neuron importance based on the sum of its absolute weights and bias. The second importance score $s_j^2$ (Line 8) of $n_j$ is computed by summing the sensitivity scores of all its connections with other neurons in the same layer.

Algorithm 1: Robust Partitioning

Input: Set of layers $L$; Number of nodes $ND$; Set of layer coefficients $W = \{W_1, ..., W|L|\}$; Set of threshold values $T = \{t_1, ..., t_l\}$;
Output: Set of neuron partitions $P = \{P_1, ..., P|L|\}$;

1. $P \leftarrow \emptyset$
2. for $l_i \in L$ do
   // Step 1: neuron importance scores
   for $n_j \in l_i$ do
     Create $G_j$; $G_j \leftarrow n_j$; $G \leftarrow G + G_j$
     Create $S_j$; $S_j = \{s_j^1, s_j^2, s_j^3\}$
     $s_j^1 = \sum_{h=1}^{k} \sum_{w=1}^{w} \sum_{c=1}^{C} |W_{j}^{h,w,c}| + |b_j|$  
     $s_j^2 = \sum_{h=1}^{k} \sum_{w=1}^{w} \sum_{c=1}^{C} |\partial y / \partial W_{j}^{h,w,c}| + |\partial y / \partial b_j|$
     $s_j^3 = \text{JSD}(\text{complete} \ | \text{removing neuron } n_j)$
   // Step 2: neuron clustering
   for $G_k \in G$ do
     $d_{max} = 0$
     for $n_o \in G_k$ do
       $d(n_j, n_o) = \sqrt{\sum_{j=1}^{3} (s_j^a - s_o^a)^2}$
       if $d(n_j, n_o) > d_{max}$ then
         $d_{max} = d(n_j, n_o)$
       if $d_{max} < t$ then
         $G_k \leftarrow G_k + n_j$
         $G \leftarrow G - G_k$
   // Step 3: round-robin distribution
   Create $P_i = \{p_1, ..., p_{ND}\}$; $p_r \leftarrow (r, r \mod ND) \notin P$
   if $|G_o| \mod ND \neq 0$ then
     for $j \in \{1, ND - |G_o| \mod ND\}$ do
       Create $n_j^{G_o+j} = \text{REPLICA}(n_j \in G_o)$
     $G_o \leftarrow G_o + n_j^{G_o+j}$
   for $n_j \in G_o$ do
     $r = (j \mod ND) + 1$; $p_r \leftarrow p_r + n_j$
   $P \leftarrow P + P_i$
80 return $P$. 

Authorized licensed use limited to: Universiteit van Amsterdam. Downloaded on April 01,2024 at 16:38:23 UTC from IEEE Xplore. Restrictions apply.
multiple neurons with similar importance. To this end, the following two actions are performed iteratively for every two groups $G_z \in G$ and $G_q \in G - G_z$. First, the largest distance $d_{max}$ between the neurons in $G_z$ and $G_q$ is determined in Lines 12–17. Initially, $d_{max}$ is set to zero. Then, for every pair of neurons $n_j \in G_z$ and $n_o \in G_q$, the Euclidean distance $d(n_j, n_o)$ between $n_j$ and $n_o$ in the three-dimensional importance score space ($s^1, s^2, s^3$) is computed in Line 15. If $d(n_j, n_o)$ is greater than $d_{max}$, then $d_{max}$ is updated with $d(n_j, n_o)$ in Line 17.

Second, if $d_{max}$ is below a given threshold value $t_i \in T$ then the neurons in $G_z$ and $G_q$ are merged (Line 19) into one group $G_z$ because they are considered similar in terms of importance, and group $G_q$ is removed from set $G$ in Line 20. The threshold value $t_i$ affects the result of the neurons clustering in Step 2. For example, a small $t_i$ would result in set $G$ having many groups with a few neurons per group. If $t_i$ is too small then every group in $G$ will contain only one neuron, thereby “forcing” the following Step 3 in Algorithm 1 to perform full replication of all neurons, thus maximizing the robustness at the expense of high resource requirements per node in the distributed system. In contrast, a large $t_i$ would result in a few groups with many neurons per group. If $t_i$ is too large then all neurons would be clustered into one group, thereby “forcing” Step 3 to perform very limited or no replication of neurons which could lead to a significant reduction of the robustness. Recall that a set $T$ of threshold values $t_i$ is given as an input to Algorithm 1, thus an optimal set of such values could be determined by integrating Algorithm 1 in a design space exploration (DSE) procedure with multiple optimization objectives including distributed CNN inference accuracy, energy and resource requirements per node in the distributed system, and system performance.

Finally, in Step 3 (Lines 21–29), Algorithm 1 distributes all neurons $n_j$ in every group $G_o \in G$ across a number of nodes $ND$ in a round-robin fashion (Lines 27–28). If the number of neurons in group $G_o$ is not a multiple of the number of nodes $ND$ then some neurons in the group are replicated (Lines 23–26) in order to increase the neuron number to the closest multiple of the number of nodes before the round-robin distribution. Such round-robin distribution can guarantee that every node runs the same number of similarly important neurons from a group, thereby providing CNN model robustness by reducing the CNN inference accuracy degradation in the event of failures in the distributed system.

V. EVALUATION OF THE ROBUSTDiCE METHOD

In this section, we present a range of experiments demonstrating the merits of RobustDiCE in terms of achieved robustness and resource utilization per node/device in a distributed system performing CNN inference.

A. Experimental Setup

We implement RobustDiCE and apply it to the following distributed system configurations and real-world CNNs, and considering the following device failure scenarios.

CNNs and System Configurations: We experimented with three CNNs, namely AlexNet [21], VGG16-BN [2], and ConvNext-Tiny [22], taken from the TorchVision library. Given their widespread use in image classification and their diversity in layer types, operation counts, and memory requirements for weights, we consider these CNNs to be representative targets to demonstrate the merits of our method. By applying RobustDiCE, every CNN is distributed for inference on three system configurations: one with four edge devices (SysConf4D), one with three devices (SysConf3D), and one with two devices (SysConf2D). All devices in a system configuration are NVIDIA Jetson Xavier NX boards connected over a Gigabit network switch. Each device has an embedded MPSoC featuring a 6-core Carmel ARMv8.2 CPU, an NVIDIA Volta GPU with 384 CUDA cores, 48 Tensor cores, and 8 GB of LPDDR4x memory.

Device Failure Scenarios: For each of the aforementioned CNNs, we consider three scenarios.

Scenario A: The CNN is distributed for inference on system configuration SysConf4D where 1 device fails (1D-Fail), 2 devices fail (2D-Fail), or 3 devices fail (3D-Fail).

Scenario B: CNN on SysConf3D where 1D-Fail or 2D-Fail.

Scenario C: CNN on SysConf2D where 1D-Fail.

Under every scenario with a different number of failing devices, we evaluate the preserved Top-1 accuracy on the ImageNet-1K test dataset when the CNN is distributed using our RobustDiCE method. We compare RobustDiCE to state-of-the-art robustness-unaware partitioning that performs filter and layer output partitioning, referred to as LOP [7], as well as the robustness-aware CDC method from [11]. In addition, we also show the Top-1 CNN accuracy results under an ideal scenario, called Optimal. This Optimal scenario assumes that in system configurations SysConf4D, SysConf3D, and SysConf2D no devices fail or all CNN neurons are replicated on every device in order to have quadruple (QMR), triple (TMR), and dual (DMR) modular redundancy, thus achieving maximum robustness.

By continuously providing 1000 images as an input data stream for the distributed CNN inference, we measure the system performance in images (frames) per second (FPS), memory usage per device in megabytes (MB), and energy consumption per device in joules per image (J/img) of the distributed CNN inference for the different system configurations. We measure the overall latency in processing the 1000 images and compute averaged FPS as throughput. The energy consumption per device, including CPUs, GPU, communication cost, etc., is obtained through a sampling thread reading power values from the INA3221 monitor on the NVIDIA Jetson Xavier NX board. The memory usage per device is reported directly by the executed CNN code itself during the CNN inference.

<table>
<thead>
<tr>
<th>Importance Scores</th>
<th>AlexNet (%)</th>
<th>VGG16_BN (%)</th>
<th>ConvNext_Tiny (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1$</td>
<td>43.718</td>
<td>60.426</td>
<td>76.618</td>
</tr>
<tr>
<td>$s_2$</td>
<td>43.642</td>
<td>58.920</td>
<td>75.904</td>
</tr>
<tr>
<td>$s_3$</td>
<td>43.432</td>
<td>59.942</td>
<td>76.134</td>
</tr>
<tr>
<td>$s_1 + s_2$</td>
<td>51.268</td>
<td>69.152</td>
<td>76.678</td>
</tr>
<tr>
<td>$s_1 + s_3$</td>
<td>51.658</td>
<td>71.736</td>
<td>76.572</td>
</tr>
<tr>
<td>$s_2 + s_3$</td>
<td>51.250</td>
<td>67.360</td>
<td>76.572</td>
</tr>
<tr>
<td>$s_1 + s_2 + s_3$</td>
<td>52.396</td>
<td>72.500</td>
<td>76.820</td>
</tr>
</tbody>
</table>
of our method in terms of CNN model robustness. Taking Figure 2(a) as an example, the Top-1 accuracy of AlexNet under the Optimal scenario is 56.55%, which is our reference point. When a system configuration experiences device failures as in Scenario A, our RobustDiCE method delivers a Top-1 accuracy of 52.40%, 45.28%, and 28.93% for cases 1D-Fail, 2D-Fail, and 3D-Fail, respectively. In contrast, the LOP method exhibits more significant drop in accuracy, namely 41.07%, 23.50%, and 6.42% for the same device failure cases. A similar trend can be observed for VGG-16BN and ConvNext-Tiny in Figure 2(b) and (c), respectively. Here, we have used an optimistic device failure scenario for LOP, i.e., devices with the least important groups of neurons fail.

Comparing our RobustDiCE method (orange bars) with the CDC method (green bars), we see that CDC is capable of perfectly handling a single device failure due to its approach of using actor replication and a spare node. However, the CDC method cannot handle multiple device failures, resulting in very low accuracy (much lower than RobustDiCE) or even complete failure (0% accuracy) when all but one devices fail.

Looking at Figure 2 and comparing the Top-1 accuracy delivered by RobustDiCE with the reference accuracy under the Optimal scenario, we observe that our method does not maintain the reference accuracy level in the event of device failures. The reason is that, in this experiment, we set threshold values $t_i \in T$ discussed in Section IV to be greater than 0. Because of this, our method does not replicate all CNN neurons on every device, thereby trading off CNN model robustness (loss of Top-1 accuracy) for reduced system resource utilization. This tradeoff could be tuned by changing the $t_i$ values. Moreover, if all $t_i$ values are set to 0 then our method will maintain Top-1 accuracy at the same level as under the Optimal scenario. Under this scenario, all CNN neurons are replicated on every device in order to have quadruple (QMR), triple (TMR), or dual (DMR) modular redundancy, thus achieving maximum robustness. However, achieving this maximum robustness is at the expense of higher memory usage and energy consumption per device compared to the resource utilization, imposed by our method, when trading off robustness against utilization. This statement is supported by the resource utilization results in Table II. In this table, for every CNN, we show the maximum per-device memory usage (Column 5), the maximum per device energy consumption (Column 3), and the overall system throughput (Column 4) for the three system configurations SysConf4D, SysConf3D, and SysConf2D. Here, we observe that the CDC method (green bars) is capable of achieving the highest throughput for the same device failure scenario, whereas our method (orange bars) is capable of achieving a similar throughput and lower memory usage compared to CDC.

B. Experimental Results

Ablation Study of Importance Scores: To substantiate the efficacy of using multi-dimensional importance evaluation for neuron clustering, we carried out an ablation study with various combinations of importance scores ($s_1$, $s_2$, $s_3$). We only list the top-1 accuracy of the 1D-Fail case for the SysConf4D system configuration in Table I due to paper page limitations but the other failure scenarios show similar results. It is clear that the combination of all three scores preserves top-1 accuracy (model robustness) the best under the 1D-fail scenario for all three models: 52.396% (AlexNet), 72.500% (VGG16-BN), and 76.820% (ConvNext-Tiny). These findings confirm the potential for enhancing model robustness in distributed CNN inference using the combination of multiple importance scores.

Model Robustness Comparison: The results, obtained with the experimental setup described in Section V-A, are presented in Figure 2 and Table II. For every CNN model, we show a graph where the X-axis represents the considered scenarios with a different number of failing devices, and the Y-axis indicates the evaluated Top-1 CNN model accuracy. For every scenario and number of failing devices, we plot a bar for the RobustDiCE results (blue bar), LOP results (orange bar), and CDC results (green bar). In addition, the horizontal dashed (red) line shows the accuracy under the Optimal scenario.

Looking at the blue and orange bars in Figure 2, we observe that RobustDiCE consistently delivers higher Top-1 accuracy compared to the state-of-the-art but robustness-unaware LOP partitioning method. This clearly demonstrates the superiority of our method in terms of CNN model robustness. Taking Figure 2(a) as an example, the Top-1 accuracy of AlexNet under the Optimal scenario is 56.55%, which is our reference point. When a system configuration experiences device failures as in Scenario A, our RobustDiCE method delivers a Top-1 accuracy of 52.40%, 45.28%, and 28.93% for cases 1D-Fail, 2D-Fail, and 3D-Fail, respectively. In contrast, the LOP method exhibits more significant drop in accuracy, namely 41.07%, 23.50%, and 6.42% for the same device failure cases. A similar trend can be observed for VGG-16BN and ConvNext-Tiny in Figure 2(b) and (c), respectively. Here, we have used an optimistic device failure scenario for LOP, i.e., devices with the least important groups of neurons fail.

Comparing our RobustDiCE method (orange bars) with the CDC method (green bars), we see that CDC is capable of perfectly handling a single device failure due to its approach of using actor replication and a spare node. However, the CDC method cannot handle multiple device failures, resulting in very low accuracy (much lower than RobustDiCE) or even complete failure (0% accuracy) when all but one devices fail.

Looking at Figure 2 and comparing the Top-1 accuracy delivered by RobustDiCE with the reference accuracy under the Optimal scenario, we observe that our method does not maintain the reference accuracy level in the event of device failures. The reason is that, in this experiment, we set threshold values $t_i \in T$ discussed in Section IV to be greater than 0. Because of this, our method does not replicate all CNN neurons on every device, thereby trading off CNN model robustness (loss of Top-1 accuracy) for reduced system resource utilization. This tradeoff could be tuned by changing the $t_i$ values. Moreover, if all $t_i$ values are set to 0 then our method will maintain Top-1 accuracy at the same level as under the Optimal scenario. Under this scenario, all CNN neurons are replicated on every device in order to have quadruple (QMR), triple (TMR), or dual (DMR) modular redundancy, thus achieving maximum robustness. However, achieving this maximum robustness is at the expense of higher memory usage and energy consumption per device compared to the resource utilization, imposed by our method, when trading off robustness against utilization. This statement is supported by the resource utilization results in Table II. In this table, for every CNN, we show the maximum per-device memory usage (Column 5), the maximum per device energy consumption (Column 3), and the overall system throughput (Column 4) for the three system configurations SysConf4D,
SysConf3D, and SysConf2D with our RobustDiCE method and the CDC method as well as for the QMR/TMR/DMR configuration associated with the optimal scenario.

System Performance: Considering the memory usage numbers for AlexNet, shown in Column 5, we see that the replication of all neurons on every device in system configuration QMR/TMR/DMR requires about 150 MB of memory per device. In contrast, our RobustDiCE method significantly reduces the required memory per device, i.e., with 51.76% for system configuration SysConf4D, with 46.47% for SysConf3D, and with 34.23% for SysConf2D. Significant memory reduction trends can be observed in Column 5 for VGG16-BN and ConvNext-Tiny as well. The memory usage numbers for CDC show that this method reduces the memory footprint in comparison to the all-neuron replication method (QMR/TMR/DMR) but still has higher memory usage compared to RobustDiCE.

The energy consumption per device is also reduced by RobustDiCE as compared to applying all-neuron replication to achieve CNN model robustness. For example, Column 3 in Table II shows that our method applied on SysConf4D achieves an effective energy reduction over the all-neuron replication method (QMR/TMR/DMR), i.e., 20.67% reduction for AlexNet, 8.35% for VGG16-BN, and 6.49% for ConvNext-Tiny. The CDC energy results again show an improved behavior compared to QMR/TMR/DMR but are inferior to the results from RobustDiCE.

Finally, as shown in Column 4 of Table II, RobustDiCE slightly improves the system throughput for almost all CNNs and system configurations as compared to QMR/TMR/DMR (except for SysConf2D on ConvNext-Tiny). For CDC, on the other hand, the system throughput is generally lower than QMR/TMR/DMR and RobustDiCE.

We note, however, that the system throughput of distributed CNN inference is highly dependent on the quality of the network interconnecting the devices in the system. In our experiments, we have used a Gigabit network switch. Evidently, in other edge/IoT settings, the connectivity between devices may have a lower bandwidth, e.g., using WiFi or other wireless protocols. Thus, our RobustDiCE method cannot always guarantee system throughput improvements but it can guarantee memory usage and energy consumption reductions.

VI. CONCLUSIONS
This paper presented RobustDiCE, a robust partitioning method for distributed CNN inference at the edge that preserves the model accuracy as much as possible against device/link failures. Several CNN experiments demonstrated that RobustDiCE can retain the CNN model accuracy after failures much better as compared to the state-of-the-art partitioning methods. We have also shown the advantages of our RobustDiCE method over the optimal robustness approach and CDC method in terms of memory usage per device, energy consumption per device, and system throughput.
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