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Abstract Real-time embedded systems are often specified as a collection of independent
tasks, each generating a sequence of event-triggered code blocks. The goal of scheduling
tasks in this domain is to find an execution order which satisfies all real-time constraints.
Within the context of recurring real-time tasks, all previous work either allowed preemptions,
or only considered dynamic scheduling, and generally had exponential complexity. However,
for many embedded systems running on limited resources, preemptive scheduling may be
very costly due to high context switching and memory overheads, and dynamic scheduling
can be less desirable due to high CPU overhead. In this paper, we study static priority
scheduling of recurring real-time tasks. We focus on and obtain schedule-theoretic results
for the non-preemptive uniprocessor case. To achieve this, we derive a sufficient (albeit
not necessary) condition for schedulability under static priority scheduling and show that
this condition can be efficiently tested in practice. The latter technique is demonstrated
with examples, where in each case, an optimal solution for a given problem specification is
obtained within reasonable time, by first detecting good candidates using meta-heuristics,
and then by testing them for schedulability.

Keywords Real-time embedded systems - Static priority scheduling - Simulated annealing
search framework

1. Introduction

Real-time embedded systems must run continuously and with limited resources. The goal
of scheduling in this domain is to find a set of rules for scheduling independent tasks
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given limited resources. There exists a trade-off between the generality of the task model
(a measure of accuracy) and the analyzability of the system modeled. The result is that
many task models have been proposed in the past which differ in their expressive power
and the complexity of their analysis. In general, a real-time system may be represented
as a collection of independent tasks, each generating a sequence of subtasks defined by a
ready-time, an execution requirement, and a deadline. Different task models may specify
different constraints on these parameters. For example, the multiframe model [14] permits
task cycling but ignores deadlines while the generalized multiframe model [4] adds explicit
deadlines to the multiframe model. Furthermore, the system may execute on one or more
processors, and the task execution may be preemptive or non-preemptive. The objective of
a schedulability analysis of a real-time system is to determine whether each task may be
guaranteed a processor time which starts at the task ready time, satisfies the task execution
requirement, and concludes by the task deadline.

For many embedded systems running on limited resources, preemptive scheduling may be

very costly and the designers of such systems may prefer non-preemptive scheduling despite
its relatively poor theoretical results. This is mainly due to the large runtime overhead incurred
by the expensive context switching and the memory overhead due to the necessity of storing
preempted task states. There is also a trade-off between static scheduling policies, which
give tasks unique priorities offline, and dynamic scheduling policies, where tasks are given
priorities online. While static scheduling has very low CPU overhead, dynamic scheduling
may be necessary for better processor utilization.
Conditional real-time code. Embedded real-time processes are typically implemented as
event-driven code blocks residing in an infinite loop. The first step in the schedulability
analysis of such real-time code is to obtain an equivalent task model which reveals the control
flow information. In the following conditional real-time code, the execution requirement and
deadline of a subtask v; (which represents a code block) are denoted as e; and d;, respectively.
This means that whenever a subtask v; is triggered by an external event, the code block
corresponding to that subtask must be executed on the shared processing resources for e;
units of time within the next d; units of time from its triggering time to satisfy its real-time
constraints. In many event-triggered real-time systems the action to be taken at a specific
time depends on factors which can only be determined at run-time, such as the current state
of the system, the time the external event occurs, the values of some external variables. In
the following code, this phenomenon is captured by the system state variable X, whose value
cannot be evaluated at compile-time.

while (external_event)

execute v / * with (eg,dy) x /
if (X) then / * depends on system state * /
execute v, / *x with (ep, dp) * /
else
execute v3 / * with (e3,d3) % /
end if
end while

The traditional analysis of such conditional code, which depends on identifying the branch
with the worst case behavior, does not work in this case. The branch with the worst case
behavior depends on the system conditions that are external to the task. Consider the situation
(ep =2,dr, =2) and (e3 = 4, d; = 5). If a subtask with (¢ = 1,d = 1) from another task
is to be executed simultaneously, then the branch (e,, d>) is the worst case, whereas if the
other subtask is with (e = 2, d = 5), then the branch (e3, d3) corresponds to the worst case.
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Hence the worst-case behavior of a task cannot be resolved reclusively, without considering
the other tasks present in the system.

Previous work. There has been a large body of research on real-time scheduling, even if we
restrict ourselves to the uniprocessor case, whose history goes back to 1973 [12]. While the
objective of some research in real-time scheduling is to improve modeling accuracy, in one
way or another generalizing the restrictions in [12] which produce very desirable theoretical
results, the objective of other research is to address schedule-theoretic questions arising in the
generalized models. Most task models assume event-triggered independent tasks. However,
there are also heterogeneous models considering mixed time/event-triggered systems [16]
and systems with data and control dependencies [15]. The recurring real-time task model
[2], the focus of this article, is a generalization of the previously introduced models, such
as the recurring branching model [1], the generalized multiframe model [4], the multiframe
model [14] and the sporadic [5, 13] model. It can be shown that any of these task models
corresponds to a special instance of the recurring task model, which in turn implies that it
supersedes all previous models in terms of its expressive power. With respect to dynamic
scheduling, it has been proved for both preemptive [12] and non-preemptive uniprocessor
cases [7] that Earliest Deadline First (EDF) scheduling (among the ready tasks, a task with an
earlier deadline is given a higher priority online) is optimal. The latter means that if a task is
schedulable by any scheduling algorithm, then it is also schedulable under EDF. Hence, the
online scheduling problem on uniprocessors is completely solved, we can always schedule
using EDF. On the other hand, in static priority scheduling, there are two issues [3]:

— Priority testing. Given a hard real-time task system and a unique priority assignment to
these tasks, can the system be scheduled by a static-priority scheduler such that all subtasks
will always meet their deadlines?

— Priority assignment. Given a hard real-time task system, what is the unique priority
assignment to these tasks (if one exists) which can be used by a static-priority run-time
scheduler to schedule these tasks such that all subtasks will always meet their deadlines?

However, at present, neither issue has been resolved within the context of the recurring

real-time task model (for either preemptive and non-preemptive cases), and no optimal
solution is known.
Our contributions. The priority assignment problem can be attacked by simply assigning a
priority to each task in the system, and then checking if the assignment is feasible. However,
for a system of n tasks, this approach has a complexity of n! which grows too fast. Therefore,
it does not provide a polynomial reduction from priority assignment to priority testing. In
this paper, we study static priority scheduling of recurring real-time tasks. We focus on the
non-preemptive uniprocessor case and obtain schedule-theoretic results for this case. To this
end, we derive a sufficient (albeit not necessary) condition for schedulability under static
priority scheduling, and show that this condition can be efficiently tested provided that task
parameters have integer values. In other words, a testing condition is derived for the general
priority testing problem, and efficient algorithms with run-times that are pseudo-polynomial
with respect to the problem input size are given for the integer-valued case. In addition, we
show that these results are not too pessimistic, on the contrary, they exhibit practical value
as they can be utilized within a search framework to solve the priority assignment problem.
We demonstrate this with examples, where in each case, an optimal priority assignment for
a given problem is obtained within reasonable time, by first detecting good candidates using
simulated annealing and then by testing them with the pseudo-polynomial time algorithm
developed for priority testing.
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The paper is organized as follows: Section 2 formally introduces the recurring real-time
task model. Section 3 presents the schedulability condition for static priority schedulers. Sec-
tion 4 presents a simulated annealing based priority assignment search framework. Section
5 presents experimental results. Finally, Section 6 presents some concluding remarks.

2. Recurring real-time task model

A recurring real-time task 7 is represented by a directed acyclic graph (DAG) and a period
P(T) with a unique source vertex with no incoming edges and a unique sink vertex with no
outgoing edges. Each vertex of the task graph represents a subtask and is assigned with an
execution requirement e(v) and a deadline d(v) of real numbers. Each directed edge in the
task graph represents a possible control flow. Whenever vertex v is triggered, the subtask
corresponding to it is generated with ready time equal to the triggering time, and it must
be executed for e(v) units of time within the next d(v) units of time. In the non-preemptive
case which we consider, once a vertex starts being executed, it cannot be preempted. Hence,
it is executed until its execution time is completed. Only when its execution is complete,
can another vertex, which has been triggered possibly from another task, be scheduled for
execution. In addition, each edge (u, v) of a task graph is assigned with a real number
p(u, v) > d(u) called inter-triggering separation which denotes the minimum amount of
time which must elapse after the triggering of vertex u, before the vertex v can be triggered.

The execution semantics of a recurring real-time task state that initially the source vertex
can be triggered at any time. When a vertex u is triggered, then the next vertex v can only
be triggered if there is an edge (u, v) and after at least p(u, v) units of time has passed since
the vertex u is triggered. If the sink vertex of a task T is triggered, then the next vertex of
T to be triggered is the source vertex. It can be triggered at any time after P(T) units of
time from its last triggering.! If there are multiple edges from vertex u which represents a
conditional branch, among the possible vertices only one vertex can be triggered. Therefore,
a sequence of vertex triggerings v, v, ..., Uy at time instants 7y, t5, ... # is legal if and
only if there are directed edges (v;, vi+1) and p(vi, viy1) <ty —t; fori =1,..., k. The
real-time constraints require that the execution of v; should be completed during the time
interval [¢;, t; + d(v;)].

More informally, the following rules apply for the execution semantics of a recurring
real-time task:

— Whenever a vertex u (representing a subtask) from a task 7 is triggered it needs to be
executed on the shared processor for e(u) units of time within the next d(«) units of time
(starting from its triggering time).

— Initially the source vertex of a task may be triggered at any time.

— Assume that some vertex u is triggered at time .

— If u is not the sink vertex, then the next vertex to be triggered is some vertex v such that
(u, v ) is an edge of the task graph. The vertex v can be triggered at time ¢+ p(u, v ) or
later.

— If u is the sink vertex, then the next vertex to be triggered is the source vertex. The source
vertex can be triggered at any time after ¢ provided that at least P(T) units of time has
passed from its previous triggering.

LIf P(T) is a constant interval, then the task is called periodic; if P(T) specifies a minimal interval, then the
task is called sporadic. Therefore, recurring real-time task is closer to sporadic task [5, 13].
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Schedulability analysis of a task system. A task system 7 = {T}, ..., T} is a collection
of task graphs, the vertices of which are triggered independently. A triggering sequence
for 7 is obtained by merging together (ordered by triggering times, with ties broken ar-
bitrarily) triggering sequences of the constituting tasks. Therefore, a triggering sequence
for such a task system 7 is legal if and only if for every task graph T;, the subsequence
formed by combining only the vertices belonging to T; constitutes a legal triggering se-
quence for T;. In other words, the following principles govern a recurring real-time task
system:

— Tasks are triggered independently.

— In order to form a triggering sequence for a task system, the triggering sequences from its
constituting tasks are merged into one by reordering all triggered subtasks with respect to
their triggering times.

— A triggering sequence of a task system is legal, if and only if the triggering sequences of
its constituting tasks are legal.

The schedulability analysis of a task system 7 determines whether under all possible legal
triggering sequences of 7, the subtasks corresponding to the vertices of the tasks can be
scheduled such that all their deadlines are met. Particularly, we are interested in the non-
preemptive uniprocessor case.

2.1. Request bound function (T.rbf(t ))

The results on schedulability analysis in this paper are based on the abstraction of a task
T by its request bound function T.rbf(¢) which is defined as follows [3]: T.rbf(¢) takes a
non-negative real number ¢ > 0 and returns the maximum cumulative execution requirement
by the subtasks of T that have their triggering times within any time interval of duration ¢. In
other words, the request bound function T.rbf(¢) of task T denotes the maximum execution
time required by the subtasks of T within any time interval of length ¢, yet all of which is
not necessarily to be completed within t. From the point of view in [3], T.rbf(f) can also be
considered as the maximum amount of time for which T could deny the processor to tasks
with lower priority over some interval of length 7.

In Fig. 1, we give an illustrative example.? In this graph, T.rbf(2) = 7 because vertex
vy can be triggered within 2 units of time. Similarly, T.rbf(20) = 11 due to a possible
legal triggering sequence of vs, vy, v; at time instants t; =0, t, = 10, 13 = 20 within a
time interval of + = 20. It can be shown by exhaustively enumerating all possible vertex
triggerings of T that there exists no other sequence of vertex triggerings with a cumulative
execution requirement that would exceed 11 within ¢ = 20. Also notice that in the mentioned
vertex triggering, the deadline requirements state that v3 and vy should be completed by the
time instants r; + 10 = 10 and t, +5 = 15 which are both within ¢, while the deadline
requirement for vy is at 13 + 10 = 30 which is outside ¢. In Fig. 2, we have plotted T.rbf(¢)
function values of the task T in Fig. 1 for ¢t < 20. It should be clear that the function 7.rbf(r)
is monotonically increasing.

2 For convenience, in all figures for task graphs we only write the index of the vertex inside the node; e.g.,
vertex vy is illustrated by a node with index value 1 inside.
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Fig. 1 Computing the demand
bound and request bound
functions for T

Trbf(2) = 7
Trbf(10) = 10
Trbf(15) = 10
Trbf(20) = 11

Fig. 2 The monotonically T.rbf(t)
increasing function T.rbf(r) for
the task 7 in Fig. 1

2.2. Computing request bound function

First we are going to compute 7.rbf(¢) for small values of ¢ in which the source vertex is
either not triggered, or is triggered only once. Then using results of [3], we will provide an
expression for any ¢. In this way, the effect of recurring behavior of the task model can be
included in the calculations.

Computing T.rbf(t) for small t. To obtain all vertex triggerings, in which the source vertex is
either not triggered or is triggered only once, we take two copies of the original DAG, add an
edge from the sink vertex of the first copy to the source vertex of the second copy (by setting
the inter-triggering separation equal to the deadline of the sink vertex of the first copy), and
then delete the source vertex of the first copy. The task graph specification of a recurring
real-time task has a unique source and a unique sink vertices. In order to comply with this,
we add we add a dummy source vertex to the first copy with (e, v ) = (0, 0). Starting from a
transformed task graph, [3] enumerates all paths in the task graph to compute T.rbf(¢) which
has an exponential complexity while [7] starts from T and neglects the recurring behavior.
Based on dynamic programming, we now give an incremental pseudo-polynomial time algo-
rithm?® to compute T.rbf(¢) for tasks with integer execution requirements and inter-triggering
separations.4 Let there be n vertices in T’, vy, ..., v,_;. As shown in Fig. 3, the vertex
indices of T" are assigned such that there can be an edge from v; to v; only if i < j.
Let t; . be the minimum time interval within which the task T can have an execution

3 A pseudo-polynomial time algorithm for an integer-valued problem is an algorithm whose running time is
polynomial in the input size and in the values of the input integers. See [11] for a nice coverage.

4 Computing T.rbf(r) remains NP-hard even if the parameters (i.e. execution requirements, deadlines and
inter-triggering separations) of the recurring real-time task model are restricted to integer numbers [8].
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(1,2

(7,10)

Fig.3 Transformed task graph T’ for T in Fig. 1.

requirement of exactly e time units due to some legal triggering sequence, considering
only a subset of vertices from the set {vo, ..., v;}. Similarly, let t; . be the minimum time
interval within which a sequence of vertices from the set {vy, . . ., v;} and ending with vertex
v;, can have an execution of exactly e time units. Apparently, E.x = (n — 1)emax Where
emax = max{e(v;),i =1, ..., n — 1} is an upperbound for T.rbf(¢) for any small ¢ > 0.

Algorithm 1 computes T.rbf(t) for small z in pseudo-polynomial time for tasks with integer
e(v) > 0. Starting from the sequence {vo} and adding one vertex to this set in each iteration,
the algorithm builds an array of minimal time intervals ending at the last vertex added for all
execution requirement values between 0 and

Algorithm 1 Computing T.rbf(t) for small ¢

input: Transformed task graph 7", a real number ¢ > 0
output: T.rbf(t)

for e = 0to Eax do

to 0 ife(vg) >e
Ore oo otherwise

tg,e — to.e
end for
fori:=0ton —2do
for e = 0 to Enax do
Assume there are directed edges from the vertices vi, , Vi,, . . . , Vi), t0 Vit1

min{t;j’eie(vwl) + P(Ui,' ,Vit1)

t::i,e — such thatj = 17 e 5k} if€(1h‘+1) <e
0 ife(vit1) > e
tit1,e — min{t; ., tﬁ}e}
end for
end for

T.rbf(t) «— max{e | th—1,e < t}

E\nax, 1.€. it computes tl.",e. Then using this result and the result of the previous calculation
(ti—1.¢), it computes #; , by taking their minimum. Once all vertices are processed and an
array of minimal time intervals is built, the algorithm makes a lookup in the array and returns
the maximum execution requirement for a given small ¢. It has a running time of O Epay).
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Computing T.rbf(t) for any t. Once T.rbf(t) is known for small ¢, the following expression
from [3] can be used to calculate it for any .
T.rbf(t) = max{|t/P(T)|E(T)+ T.rbf(t mod P(T)),
(lt/P(T)] — DE(T) + T.rbf(P(T) + t mod P(T))}, )]

where E(T) denotes maximum possible cumulative execution requirement on any path from
the source to the sink vertex of 7.

3. Schedulability under static priority scheduling

In this section, we derive a sufficient condition for schedulability under static priority schedul-
ing. It is based on the abstraction of a recurring real-time task in terms of its request bound
function.

We first define the function T.rbf* (¢) as

i 0, if t <0
T.rbft(t) = ]
T.rbf(t), if t >0
Theorem 1. Given a task system T = {Ty, ..., Ty}, where the task T, has priority r, 0 <

r <k, and r < q indicates that T, has a higher priority than T,. The task system is static
priority schedulable if for all tasks T, the following condition holds: for any vertex v of any
task T\, 3t with 0 < t < d(v) — e(v) for which

r—1
e + Trrbf (1 = pliy) + Y Trbfft+ 1) <t+1. V20 )
i=1

where e = max{e(v') | Viisavertex of T;, j =r +1,...,k} and pl. = min{p(u,u’) |

u and u' are vertices of T, }.

Proof: Let v be any vertex of the task 7 with an execution requirement e(v) and a deadline
d(v). Consider the following scenario which is also depicted in Fig. 4:

Let v be triggered at time ¢ and be scheduled at time 7+ 7. We assume that t —
is the first time before time ¢ where the processor has no task with priority < r to exe-
cute. Hence, at this time the processor is either idle or executing a task with priority > r.
On the other hand, ¢ — T is also the time where at least one vertex of a task graph with

_—
tasks with > r ‘
T T T
0 t— t t+1 t+d(v)
- 5 ¢

tasks with <r  vistriggered v is scheduled

Fig. 4 Scheduling scenario in Theorem 1
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priority < r was triggered. Under these conditions, the upperbound for the total remaining
execution requirement before the vertex v can be scheduled at time ¢ 4 t is composed of

— the remaining execution requirement of some task triggered before time t — £: e,

— the execution requirement of the task 7, (not including v) during time interval [t — 7, ¢]:
T,.rbft (£ — pL.), where pL. is the minimal inter-triggering separation in 7. To see this
we have to consider two cases:

— if the time interval [t — T, ¢] is smaller than the minimal inter-triggering seperation in
T;,ie. T < pg{in, then the execution requirement of the task 7, within [t — T, #] will be
Zero.

— if the time interval [t — T, ¢] is larger than the minimal inter-triggering seperation in
T, ie. T > pg{‘in, then the execution requirement of the task 7, within [t — T, #] will be

T,.rbf (£ — pL).
— the total execution requirement of the tasks with priority < r during time interval [t — T,
14Tl Y2 Toabft(t + %)

Therefore, within [t — T, ¢t + 7], the upperbound for the total execution requirement is

r—1
e+ Torbf (£ = pii) + Y TrrbfH(x + %), 3)

i=1

Algorithm 2 Schedulability under Static Priority Scheduling
input: Task system 7). € 7 with unique r
output: decision
decision — yes
for all 7). € 7 and for all v € T;. and for all ¢ > 0 do
flag — 0
emme — max{e(v') | v € Ty, i >r)}
P — min{p(u,u’) | u,u’ € T;)}
T<T- — T\{T, | 7 Z 7"}
Tmax <— d(’U) - 6(1})
for 7 = 0 t0 Tmax do
ifeqr, +Trbft(t—pln)+ Srer., Torbf*(t+17) <t + 7 then
flag — 1
end if
end for
if flag = O then
decision <— no
end if
end for
return decision

We define /[t — 7, t 4+ t] to be the processor idle time during time interval [t — T, ¢ + T].
If we show that the lowerbound for I[t — 7, t + 7] is non-negative, then we can conclude
that the task system is schedulable. The lowerbound for /[t — 7, t 4+ t] can be written as,

r—1
t+1)—(t—%)— <e;;x + Torbf (2 = para) + ) Tirbf(x + f)). @)
i=1
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By the condition (2) in Theorem 1, (3) is bounded by 7 + . Substituting this in (4), we
obtain,

Ilt—%,t+1t]>0. )

Hence, all tasks scheduled before vertex v meet their deadlines at ¢+ 7. The condition 0 <
T < d(v)—e(v) ensures that v also meets its deadline. g

Theorem 1 can be used to construct Algorithm 2 which solves the priority testing problem
as defined in Section 1. Algorithm 2 simply checks if condition (2) holds for every vertex
in the task system, and relies on Algorithm 1 and (1) for T.rbf(¢) calculations. Algorithm 2
along with Algorithm 1 is again a pseudo-polynomial time algorithm, since all other steps
in Algorithm 2 can also be performed in pseudo-polynomial time. To see this, given any
T, € T, let tI  denote the maximum amount of time elapsed among all vertex triggerings
starting from the source and ending at the sink vertex, if every vertex of T, is triggered at the
earliest possible time without violating inter-triggering separations. Clearly, it is sufficient
to test condition (2) in Algorithm 2 for f,,x = max{tnT;;ix, T, € T} times, which is pseudo-
polynomially bounded. Therefore, Algorithm 2 is also a pseudo-polynomial time algorithm.

4. Simulated annealing for priority assignment

Having developed a condition for priority testing in the previous section, this section deals
with the second problem from Section 1, namely the priority assignment. Our aim in this
section is to develop an efficient heuristic which searches for feasible schedules and locates
one (if exists) for a given task system.

Simulated annealing (SA) can be viewed as a local search equipped with a random
decision mechanism to escape from local optima. It is inspired by the annealing process in
condensed matter physics. In this process, a matter is first melted and then slowly cooled
in order to obtain the perfect crystal structure. In high temperatures, all the particles move
randomly to high energy states. But as the temperature is decreased, the probability of such
movements is also decreased.

In combinatorial optimization, the energy of a state corresponds to the cost function
value of a feasible point and the temperature becomes a control parameter. We start with an
arbitrary initial point and search its neighborhood randomly. If a better solution is found,
then it becomes the current solution and the search continues from that point. But if it is
a worse solution, then it may still be accepted with some probability depending on the
difference in cost function values and the current temperature. Initially at high temperatures,
the probability of accepting a worse solution is higher. The acceptance probability decreases,
as the temperature is lowered. As a consequence, SA behaves like a random walk during
early iterations, while it imitates hill climbing in low temperatures.

One of the strong features of SA is that it can find high quality solutions independent
of the initial solution. In general, weak assumptions about the neighborhood and cooling
scheme are enough to ensure convergence to optimal solutions. The key parameters in SA
are temperature reduction rate and neighborhood definition. In most cases, it may require
a lot of trials to adjust these parameters to a specific problem. We discuss the latter within
the context of the schedulability problem in the next section. In order to utilize SA, we first
formulate schedulability under static priority scheduling as a combinatorial optimization
problem.
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Problem formulation. Assume that we are given an instance (F, ¢) of an optimization
problem, where F is the feasible set and ¢ is the cost function. In our case F is the set
of all possible priority assignments to tasks in 7 and c is the cost of such an assignment.
Given a priority assignment fto tasks in 7, let cond represent the schedulability condition in
(2), ie. cond = el +To.rbf*(t — pli) + Y per, Trbf*(t + 7). In this assignment, we

define the cost of assigning priority r to a task, ¢(7,, t) as

0 ift =0"
(T, t)=13 c(T,,t —1) ifYveT,,dtst.cond <t—+1
|A| + (T, t — 1) if forsomeve ACT,, frst.cond <t 4+t
where 0 <7 <d(@)—e(w)and0 <t < trﬂ';dx. Following this definition, the cost of a partic-
ular priority assignment to a task system becomes c(f, 7) = ZT, ey Ty, tIr ). The aim is
to find the priority assignment f € F which minimizes c(f, 7).

Corollary 1. A task system T is schedulable under static priority scheduling if f such that
o(f, T) =0,

Proof: The proof follows from the definition of c¢(f, 7). Clearly, for each task in 7, a
violation of schedulability condition given by (2) increments the value of ¢(f, 7) by one.
Hence a value of zero indicates that the schedulability condition is not violated. ]

5. Experimental results

The previous section introduced general characteristics of a simulated annealing framework.
We now continue discussing those parameters of SA that are fine tuned according to the
problem at hand. These parameters are used in all the experiments reported here. Figure 5
provides an overview for our framework. At first we use a heating mechanism to set the
initial temperature. To do so, we start with femp = 100 and look at the first 10 iterations. If
it is found that prob(p — s) < 0.5 in one of these early iterations, then the temperature is
increased such that the new solution is always accepted, i.e. current temperature is increased
with temp = |c(p, T) — ¢(s, 7)|/1In(0.5) on that iteration. Remember that we are given an
instance of the scheduling problem defined in the form (F, c) (see Section 4), and at each
iteration, we search a neighborhood N : F — 2% randomly at some feasible point p € F for an
improvement. If such an improvement occurs at s € N(p) then the next point becomes s. But if
c(s, T) > c(p, T) then s s still taken with a probability prob(p — s) = e~ &)=<, T)/temp,
In our experiments, the number of such iterations at each temperature is set to 100. The control
parameter temp is gradually decreased in accordance with a pre-defined cooling scheme. For
the latter, we use a static reduction function temp = 0.9 temp. Finally, we stop the search
either when a feasible schedule is found or when the temperature drops under a certain value
(temp = 0.1).

To illustrate the practical usefulness of our results, we have taken task examples from
the literature and constructed new task systems using their different combinations. The first
column in Table 1 refers to tasks used; tasks starting with hou_c and hou_u are Hou’s clustered
and unclustered tasks [10], respectively. Tasks starting with yen are Yen’s examples on p. 83
in [17]. Task dick is from [9]. These tasks were originally defined in different task models
and do not possess all characteristics of a recurring real-time task. Topologically, some tasks
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search algorithm

set child
to parent

create
parent

é)roblem spec.
A parameters

parent
solution

heating
<100

create
child
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-

Fig. 5 Overview of the simulated annealing (SA) framework. The heating is done only for the first 10
iterations in order to setup a reasonable initial temperature

have multiple source and/or sink vertices. In such cases, we have added dummy vertices
(with null execution requirements) when necessary. In most cases, originally a deadline for
each task was defined, contrary to recurring real-time task model in which a deadline is
defined for each vertex (subtask). Therefore, we have defined deadlines for all vertices in
all tasks (same in all task sets) using a random generator. Then in all task systems, we have
tried to give maximal execution requirements to vertices in order to minimize the number
of feasible priority assignments. We have achieved this by gradually increasing execution
requirements until a small increase yielded an unschedulable task system.

In the appendix, Fig. 9 and Table 3 provide original task graphs and values of task pa-
rameters in our experiments, respectively. What is more, the details of transforming task
graphs with multiple source and/or sink vertices is explained on illustrative examples given

Table 1 Task system specifications

#ver.fed. #ver./ed.

T inT inT P(T) TS1 TS2 TS3 TS4 TS5 TS6 TS7
houcl 4/3 9/10 300 o o o o o o o
houc2 4/4 8/9 200 o o [ o o o o
houc3 3/2 7/8 200 o o o [ o o o
houc4 32 6/5 200 o o o o 0 0 o
yenl 5/4 11/12 300 o o o o o 0 o
yen2 4/3 9/10 300 o o o 0 0 0 o
yen3 6/5 14/18 400 - o o o o o o
dick 5/5 11/14 400 - - o [ o o o
hou_ul 10/13 21/30 700 - - - o ) 0 o
hou_u2 10/16 20/33 500 - — 0 [ [}
hou_u3 10/15 22/41 600 - - - - - o o
hou_u4 10/14 22/36 700 - - - - - - o
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Table 2  Experimental results

sol. ES (secs.) SA (secs.)

T #T tmins fmids> fmax density ES1 ES2 Search Test Total

TS1 6 10, 100, 189 2.5% 4,511 333 22.15 6.25 28.40
TS2 7 10, 100, 188 2.14% - 2,856 32.75 7.90 40.65
TS3 8 10, 100, 184 0.89% - 23,419 64.40 9.30 73.70
TS4 9 10, 100, 428 - - - 88.60 37.80 126.40
TS5 10 10, 100, 429 - - - 170.75 53.40 224.15
TS6 11 10, 100, 427 - - - 311.05 62.80 373.85
TS7 12 10, 100, 430 - - - 33145 86.45 417.90

in Fig. 8. We provide a summary of most important parameters in columns 2, 3 and 4 of
Table 1. The former two columns give the number of vertices and edges in task and trans-
formed task graphs, while the latter provides task periods. As already stated, run-times
of Algorithms 1 and 2 are pseudo-polynomially bounded with task sizes. The rest of the
columns in Table 1 give task system specifications.

For numerical results, we have integrated Algorithms 1 and 2 as C functions into the
introduced SA framework which was also implemented in C. The experiments reported here
have been performed on a Pentium 3 PC with 600 MHz CPU and 320 MB RAM running
Linux OS. For each task system scenario, we have performed 20 runs (with seeds from 1
to 20 for the random generator) searching for feasible schedules using the SA framework.
All results given in Table 2 are arithmetic means of 20 runs. During the experiments, we
observed that schedulability condition is more sensitive to small values of ¢, and in most
cases, it is enough to test up to the first fyi, times to find a majority of non-optimal solutions.
Therefore, in order to decrease search run-times by means of spending less time on non-
optimal solutions, we have used a combination of #,;, and #,;q values instead of the actual
value #yax. In most cases, it was enough to test for the first #,;, times to find a majority
of non-optimal solutions. In the search, if a feasible solution for #y;, was found, it was
further tested for times up to #yiq- Only if the solution also passed this second test, it was
output as a candidate for an optimal solution and the search was stopped. We call this CPU
time spent on search as SA search and report their averages in column 7 of Table 2. Since
SA tests many non-optimal solutions until it reaches an optimal one, using #y,;, instead of
max at each iteration dramatically decreased run-times. In Fig. 6, we plotted CPU times of
schedulabilility tests with fpin, fmia and fmax in all task system scenarios. If we compare CPU
times of f,;, and ., the difference lies between 15 to 25 times for TS1, TS2 and TS3,
while for relatively larger task systems TS4, TS5, TS6 and TS7, it is between 45 to 60 times.
Finally, all candidate solutions found have been tested once with #,,x. We call the CPU time
spent on this last step as SA test, and similarly report their averages in column 8 of Table 2.
If a candidate solution fails in the last step, SA is started again and the next solution found
is taken as the new candidate. However, it is interesting to note here that in our experiments,
all first candidate solutions passed the last test, and therefore none of the SA search or test
steps were repeated.

We have also performed exhaustive searches (ES) in cases where the size of task systems
permitted to do so. The main reason behind this was to find out solution density, i.e. the
number of optimal solutions in the feasible set. As a result of ES runs (given in column 4 in
Table 2), we found out that solution densities in TS1, TS2 and TS3 scenarios are less than
or equal to 2.5%. Two exhaustive searches ES1 and ES2 are given in columns 5 and 6 of
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Schedulability Test Times

90 T
TS1 —+—
Tg R
L TS 3 %o R
80 - 12y n
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g 40r 1
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O

Fig. 6 Schedulability test times. The advantage of using a combination of fpi, and fmig instead of #yax is
clear from high computation times needed for #n,x, especially for larger task systems TS4, TS5, TS6 and TS7

Neighborhood Analysis

Number of Solutions

0 0<c<1 1<c<2 2<c<3 3<c<4 4<c<5 5<c<6

Cost Function Values (*1000)

Fig.7 Neighborhood analysis. The distance from an optimal point and the value of the cost function are not
strongly correlated
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Table 2. In ES1, all points in the feasible set were tested with #,,,x which took 4,511 secs. for
TS1. In ES2, we first tested all points with 7, then only tested those points which passed
the first test with f,«. Using this method, ES CPU time for TS1 decreased from 4,511 to
333 secs. and we could also perform ES runs for TS2 and TS3.

Finally, we have taken one optimal solution for TS3 and examined all its 28 neighbors.
The costs of these points are plotted in Fig. 7. Despite a significant number of other optimal
solutions around this solution, there are also some points with moderate to very high costs.
This shows us that the distance from an optimal point and the value of the cost function are
not strongly correlated. The latter may substantially increase SA run-times.

6. Conclusion

This paper has presented a sufficient (albeit not necessary) condition to test schedulability of
recurring real-time tasks under static priority scheduling. It has been shown that testing this
condition, i.e. priority testing, can be performed in pseudo-polynomial time, provided that
task execution requirements and inter-triggering separations have integer values. What is
more, we have developed a simulated annealing framework to target the problem of priority
assignment, that is to find an assignment of unique priorities to tasks in a given system
specification which would make the system schedulable under static priority scheduling.
To accomplish this, the heuristic has utilized the condition for priority testing in its inner
loop in a sophisticated and efficient manner, which resulted in spending less time on in-
feasible solutions, to test if the current priority assigment to tasks results in a schedulable
system.

The experiments with different task systems have revealed that the theoretical results
achieved were not too pessimistic and had also practical value. This is due to the fact that
we could report an optimal solution for a given task system specification within reasonable
time. As a future work, it could be interesting to investigate heuristics for priority testing by,
for example, tolerating some error in the calculations in order to achieve better run-times. In
fact, an error margin versus running time trade-off curve could be drawn, likewise the work
done for dynamic schedulers in [6].

Appendix A: task systems

Original task graphs for tasks used in the experiments are given in Fig. 9. In all task graphs,
a vertex with no incoming edge is a source vertex, and similarly a vertex with no outgoing
edge is a sink vertex. In the recurring real-time task model, tasks have single source and
sink vertices in their task graphs and transforming such a task graph was already shown in
Fig. 2. However as seen in Fig. 9, a number of tasks taken from the literature were defined
in earlier task models and they have multiple source and/or sink vertices. In Fig. 8, we show
how these task graphs are transformed so that the transformed task graphs have single source
and sink vertices. There exist three different cases: (1) tasks with multiple sink vertices, (2)
tasks with multiple source vertices, and (3) tasks with multiple source and sink vertices. In
Figs. 8(a)—(c), one example of a transformed task graph is given for each case.

Alternative to the examples in Fig. 8, we could also add dummy vertices to original task
graphs and subsequently use the standard procedure (explained in Section 2.2) to transform
them. However, this would unnecessarily increase the number of dummy vertices in the
transformed task graphs, which in turn would increase run-times for 7.rbf(f) calculations.

@ Springer



Form Method Syst Des

Table 3 Experimental data

TS7 d(v)

e(v) TS4 TS5 TS6

TS2 TS3

TS1

71

0

hou_cl

56
63

10

50

80
99
99
46

0
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10
10

64
93

0

hou_c3

53
78

10

0
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74
57
73

yenl

72

82
82
77

80
57
66

yen2
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53
61

0
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82
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dick
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(Continue on the next page)
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Table 3 (Continue.)

T v TS1 TS2 TS3 e(v)TS4 TS5 TS6 TS7 d(v)

80
74
82
56
95
72
62
92
88
81
85
86
95
70
71
71
80
96
72
78
96
82
68
97
91

hou_u3

'
|
'
'
'
LT B O i e = L S - T N SN SN P UV I

hou_u4

O 00 NN N B WN = O VoI WUN A WN=~O OO W
.
.
.
.
.
ST N UV N N NG N NS U Y SO U ¥ NG N O U N NN SO S

igoGolcGifiieo S

(a) Casel:Task with (b) Case 2: Task with multiple source
multiple sink vertices. vertices.

d @O/d

(c) Case 3:Task with multiple source and
sink vertices.

Fig. 8 Three example transformed task graphs for tasks with multiple source and/or sink vertices. In all
transformed task graphs, dummy vertices added are labeled with “d”. (a) Transformed task graph for hou_c3
which has multiple sink vertices. (b) Transformed task graph for yen2 which has multiple source vertices. (c)
Transformed task graph for yen3 which has multiple source and sink vertices

@ Springer



Form Method Syst Des

hou_c1 . hou 02

hou_c4 yent

yen3

@@@
&~

hou_ut

@i@@@

hou c3

@@

@é@

hou_u2

Fig. 9 Original task graphs taken from the literature. Some of the task graphs have multiple source and/or

sink vertices

Although not explicitly mentioned previously, it should be clear from its input that
Algorithm 2 actually operates on the original task graphs. Hence, the schedulability condition
is tested only once for all vertices (i.e. subtasks) on each iteration of the algorithm.

Finally, in Table 3 we provide values used in the experiments for each task system that
we have synthesized using tasks in Fig. 9. The values are given with respect to original task
graphs rather than transformed task graphs. In addition, we should also note that during all
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experiments, inter-triggering separations were set equal to deadlines, i.e. p(u, v) = d(u) for
all u, v € T in all task systems.
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