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Abstract

We study dynamics near multiple homoclinic orbits to saddles in conservative and reversible

flows. We consider the existence of two homoclinic orbits in the bellows configuration, where the

homoclinic orbits approach the equilibrium along the same direction for positive and negative

times.

In conservative systems one finds one parameter families of suspended horseshoes, parame-

terized by the level of the first integral. A somewhat similar picture occurs in reversible systems,

with two homoclinic orbits that are both symmetric. The lack of a first integral implies that

complete horseshoes do not exist. We provide a description of orbits that necessarily do exist.

A second possible configuration in reversible systems occurs if a non-symmetric homoclinic

orbit exists and forms a bellows together with its symmetric image. We describe the nonwander-

ing set in an unfolding. The nonwandering set is shown to simultaneously contain one parameter

families of periodic orbits, hyperbolic periodic orbits of different index, and heteroclinic cycles

between these periodic orbits.
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1 Introduction

Consider a conservative vector field possessing a hyperbolic equilibrium p so that the linearized

vector field at p has real weakest stable and unstable eigenvalues. Homoclinic orbits to such an equi-

librium occur persistently, under certain transversality conditions. Furthermore, there is a sheet of

periodic solutions accumulating onto the homoclinic orbit [VanFie92]. Consider a reversible vector

field with a symmetric hyperbolic equilibrium p as above. Under natural transversality conditions,

symmetric homoclinic orbits to p are persistent and have attached to them a sheet of periodic

solutions [Dev77, VanFie92]. So far there are no essential differences between dynamics near homo-

clinic orbits in conservative systems and near symmetric homoclinic orbits in reversible systems. Of

course, in reversible systems one can also find non-symmetric homoclinic orbits. Whereas symmet-

ric homoclinic orbits persist under perturbations, non-symmetric homoclinic orbits are expected to

break under perturbations. Unfoldings require one parameter families of vector fields.

In both conservative and reversible systems, there can be more than one homoclinic orbit to p.

To fix thoughts, consider two different homoclinic orbits to p. The nontrivial case, which we will

consider, is where both homoclinic orbits approach p from the same direction, both for positive

and negative times (one needs at least a four dimensional state space for this to be possible).

Following [AroGolKru91], we refer to the union of two such homoclinic orbits as a homoclinic

bellows. In predating Russian literature [TurShi87, Tur88], the bellows configuration was referred

to as a homoclinic figure eight. Bifurcation diagrams for two parameter unfoldings of a homoclinic

bellows in general systems, without symmetry assumptions, are provided in [TurShi87, Tur88]. In

[Hom93] the nonwandering set near homoclinic bellows in systems with Z2-symmetry has been

studied.

We will study the dynamics near bellows in conservative and reversible systems. In reversible

systems, assuming that p is a symmetric equilibrium, two different possibilities occur. In one

case there are two homoclinic orbits Γ1,Γ2 to p that are both symmetric under the involution R

that provides the reversibility: Γ1 = R(Γ1) and Γ2 = R(Γ2). A second possible configuration in

reversible systems occurs if a non-symmetrical homoclinic orbit Γ1 together with its symmetric

image Γ2 = R(Γ1) forms a homoclinic bellows.

In all cases the analysis is enabled by the construction of a collection of center manifolds,

parameterized by the bi-infinite symbol space B2 on two symbols (Theorem 2.1). This reduces the

dynamics to a skew product system of interval maps over the base space B2 on which the shift
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operator acts. For reversible systems, one finds a reversibility for the skew product system as well.

The dynamics near homoclinic bellows in conservative systems and near bellows of symmetric

homoclinic orbits in reversible systems, has similar features, but shows differences also. In con-

servative systems, there is a one parameter family of suspended Smale horseshoes near the union

of the two homoclinic orbits, parameterized by levels of the first integral (Theorem 3.2). Near a

bellows of symmetric homoclinic orbits in reversible systems there is still an infinite nonwandering

set, corresponding to an uncountable number of symbolic sequences, but in general there is not a

complete family of suspended horseshoes (Theorem 4.2 and Theorem 4.3). The nonexistence of a

first integral allows for a drift in the dynamics on the center manifolds.

A different scenario occurs in reversible systems, for homoclinic bellows consisting of non-

symmetric homoclinic orbits. One parameter families of vector fields are considered to unfold the

homoclinic bifurcations. This situation has no analogue in conservative systems, where homoclinic

orbits persist under perturbations. An analysis of the dynamics on the center manifolds reveals a

surprising complexity (Theorem 5.1 and Theorem 5.2).

The comparison between conservative (in particular Hamiltonian) vector fields and reversible

vector fields is particularly interesting, since vector fields can be both conservative (Hamiltonian)

and reversible, and perturbations can destroy one of these structures. Several models are known

that are both Hamiltonian and reversible, and possess a homoclinic bellows. Let us indicate one

example from the study of solitary waves in a fifth order equation for gravity-capillary water waves

[ChaGro97, WagCha02],

ut +
2

15
uxxxxx − buxxx + 3uux + 2uxuxx + uuxxx = 0.

Making a traveling wave ansatz u(x, t) = v(x−at) and integrating the resulting ordinary differential

equation once, one obtains the fourth order equation

2

15
viv − bv′′ + av +

3

2
v2 −

1

2
(v′)2 + [vv′]′ = 0.

As a first order system in the variables v, v′, v′′, v′′′, this system is Hamiltonian and reversible with

respect to R(v, v′, v′′, v′′′) = (v,−v′, v′′,−v′′′). There is evidence (analytical, partly backed up by

numerical computations), that for certain values of the parameters a, b close to a = 0, b = 2, the

system possesses a homoclinic bellows [WagCha02]. Bellows are created in this system from a

bifurcation of a homoclinic orbit to a non-hyperbolic equilibrium with a double zero eigenvalue.

[WagCha02] describes more applications whose study involves this bifurcation.
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In a different set of scenarios, homoclinic bellows bifurcate from degenerate homoclinic orbits

[FieTur96, Kno97, Van92]. Then both homoclinic orbits forming the bellows arise simultaneously

and are almost copies of each other. Homoclinic bellows can also be found in systems with an

orbit flip bifurcation of a homoclinic orbit [SanJonAle97, Tur01]. Homoclinic bellows consisting

of non-symmetric homoclinic orbits appear in a reversible homoclinic pitchfork bifurcation from a

degenerate homoclinic orbit [Kno97].

We gratefully acknowledge support from NWO, the Netherlands Organisation for Scientific

Research.

2 Center manifolds near a homoclinic bellows

In this section we construct center manifolds near homoclinic bellows. Although we apply the

constructions for systems with a special structure, namely the existence of a first integral or re-

versibility, we will consider general vector fields. The notation introduced below will be used in

following sections as well. The proofs of the main results, Theorem 2.1 and Theorem 2.2, are

postponed to Appendix C. The proof relies on normal form theory and Shil’nikov coordinates,

developed in Appendix A. Connections with Lin’s method for deriving bifurcation equations in a

Lyapunov-Schmidt type approach, are explained in Appendix B.

Let X be a smooth vector field on a finite dimensional Riemannian manifold M . Assume

that X possesses a hyperbolic equilibrium p, and that DX(p) has eigenvalues {λss
i }1≤i≤qss , λ

s, λu,

{λuu
i }1≤i≤quu with

Re(λss
i ) < λs < 0 < λu < Re(λuu

i ).

The eigenvalues λss
i are called the strong stable eigenvalues, λs is the weak stable eigenvalue.

Similarly, λu is the weak unstable eigenvalue and λuu
i are the strong unstable eigenvalues. Let

TpM = Ess ⊕ Es ⊕ Eu ⊕ Euu be the resulting DX(p) invariant splitting of TpM .

Recall that a homoclinic orbit (to p) is a solution of ẋ = X(x) converging to p for t → ±∞.

Therefore a homoclinic orbit lies in the intersection of the stable and unstable manifold W ss,s(p)

and W u,uu(p) of p. Assume that X has two homoclinic orbits Γ1, Γ2 forming a bellows;

es = lim
t→∞

Γ̇1(t)/‖Γ̇1(t)‖ = lim
t→∞

Γ̇2(t)/‖Γ̇2(t)‖ ∈ Es, (1)

eu = lim
t→−∞

Γ̇1(t)/‖Γ̇1(t)‖ = lim
t→−∞

Γ̇2(t)/‖Γ̇2(t)‖ ∈ Eu. (2)
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This implies that

Γi 6⊂W ss(p), Γi 6⊂W uu(p), i = 1, 2, (3)

where W ss(p) is the qss-dimensional strong stable manifold of p and W uu(p) is the quu-dimensional

strong unstable manifold of p. Orbit-flips are thus excluded [San93]. Besides the stable and unstable

manifolds there exist center unstable manifolds W s,u,uu(p) with tangent space Es ⊕Eu ⊕Euu at p

and center stable manifolds W ss,s,u(p) with tangent space Ess⊕Es⊕Eu at p. Assume the following

transversality conditions for the homoclinic bellows;

W ss,s,u(p) ⋔Γ1∪Γ2 W
u,uu(p), W s,u,uu(p) ⋔Γ1∪Γ2 W

ss,s(p). (4)

This condition excludes the inclination flip situation [KisKokOka93, HomKokKru94]. It also implies

that both Γ1 and Γ2 are non-degenerate; along Γi, i = 1, 2, the tangent spaces of W ss,s(p) and

W u,uu(p) intersect only in the vector field direction.

There are smooth vector bundles F ss,s,u and F ss along the stable manifold W ss,s(p), invariant

for the flow of DX, with F ss,s,u
p = Ess⊕Es⊕Eu and F ss

p = Ess. Similarly, there are smooth vector

bundles F s,u,uu and F uu along the unstable manifold W u,uu(p), with F s,u,uu
p = Es ⊕Eu ⊕Euu and

F uu
p = Euu. By the transversality assumptions (3) and (4), F ss, F uu, F ss,s,u and F s,u,uu extend to

continuous vector bundles along {p} ∪ Γ1 ∪ Γ2, see e.g. [Hom96]. The intersection of F ss,s,u and

F s,u,uu provides a continuous bundle F s,u along {p}∪Γ1∪Γ2 with F s,u
p = Es⊕Eu. We will assume

that

F s,u is an orientable bundle along {p} ∪ Γ1 ∪ Γ2. (5)

For symmetric homoclinic orbits in reversible systems and for homoclinic orbits in conservative

systems, this condition will turn out to be automatically fulfilled.

Let Σ1 and Σ2 be cross-sections of Γ1 and Γ2, respectively. Write γi = Γi∩Σi. By Ψ : Σ1∪Σ2 →

Σ1 ∪ Σ2 we denote the first return map defined on a subset of Σ1 ∪ Σ2. Associated to an orbit

x = {x(i)}, x(i + 1) = Ψ(x(i)) for i ∈ Z, in the nonwandering set Ω of Ψ, there is an itinerary

Υ(x) : Z → {1, 2} defined by

Υ(x)(i) = j, if x(i) ∈ Σj .

Let B2 be the set of itineraries Z 7→ {1, 2}, equipped with the product topology. The shift operator

σ : B2 → B2 is, as usual, given by σ(y)(k) = y(k + 1).

The following theorem shows that the nonwandering set of Ψ is contained in a Cantor bouquet

of center manifolds, bounded by the bellows. The center manifolds are tangent to the bundle F s,u

5



along the homoclinic orbits. In the following sections we discuss the dynamics within this Cantor

bouquet of center manifolds, for bellows in reversible and conservative systems.

Theorem 2.1 For each η ∈ B2, there is a one-dimensional normally hyperbolic center manifold

W c
η for Ψ, so that any orbit x with itinerary Υ(x) = η, satisfies x(0) ∈ W c

η . The manifold W c
η is

continuously differentiable and depends continuously on η. It contains γη(0), and the tangent space

of W c
η here equals F s,u

γη(0)
∩ Tγη(0)

Ση(0). Moreover, W c
σ(η) = Ψ(W c

η ).

We postpone the proof of this theorem to Appendix C. See [Hom96, ShaTur99, San00] for the

construction of center manifolds near homoclinic orbits (i.e. with η equal to a constant sequence

of 1’s or 2’s).

Note that, if x ∈W c
η , then either the orbit of x leaves a small neighborhood U of Γ1 ∪Γ2 ∪ {p},

or Υ(x) = η. Assume that η is a recurrent point for σ in B2. Assume that the orbit of x ∈ W c
η

stays in U . If iterates of x do not converge to Γ1 ∪ Γ2 ∪ {p}, there exists a nonwandering point for

Ψ with η as its itinerary.

In our study of non-symmetric homoclinic orbits in reversible systems, we will need to consider

families of vector fields that unfold homoclinic bifurcations. Let {Xµ} be a smooth family of vector

fields with X0 = X. Write Ψµ for the return map for Xµ on Σ1 ∪ Σ2.

Theorem 2.2 For each small µ and each η ∈ B2, there is a one-dimensional normally hyperbolic

center manifold W c
η for Ψµ, so that any orbit x with itinerary Υ(x) = η, satisfies x(0) ∈W c

η . The

manifold W c
η is continuously differentiable, depends differentiably on µ, and depends continuously

on η. It satisfies W c
σ(η) = Ψµ(W c

η ).

3 Conservative systems

Consider a vector field X on a finite dimensional manifold M which is conservative. We assume

that

there is a smooth mapping H : M → R such that DH(x)X(x) = 0, ∀x ∈M .

Suppose that X has a hyperbolic equilibrium p and that the principal stable and unstable eigen-

values of DX(p) are real and simple (as assumed in Section 2). We assume that there are two

homoclinic orbits Γ1 and Γ2 asymptotic to p forming a bellows; so (1) and (2) hold. Finally we

assume the transversality condition (4) and that
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DH is non-singular along both Γ1 and Γ2.

It is sufficient to require that DH is non-singular in one point on Γ1 and Γ2. Then we know

Theorem 3.1 [VanFie92] Both homoclinic orbits Γ1 and Γ2 are accompanied by a family of 1-

periodic orbits. More precisely: there is a number τ̃ > 0 such that for each τ > τ̃ there are two

smooth families y1
τ and y2

τ of 1-periodic orbits with period τ such that yi
τ → Γi as τ → ∞, i = 1, 2.

As usual we call a periodic orbit 1-periodic with respect to a given homoclinic orbit Γ if it goes

just once around Γ. Theorem 3.1 implies that the orbits Γ1 and Γ2 are non-twisted, that is, (5)

holds. Twisted homoclinic orbits have a two-dimensional non-orientable center manifold and hence

they cannot have 1-periodic orbits in an arbitrarily small neighborhood. Further the existence of

the families of 1-periodic orbits implies that the principal eigenvalues are in resonance; λs = −λu.

A way to see this is by considering the equation for detecting 1-periodic orbits, see Appendix B.

For that we put xu = xu(j + 1) = xu(j) in equation (49). It follows that β = 1, which means

λs = −λu. Finally, the bellows configuration implies signDτH(y1
τ ) = signDτH(y2

τ ). This follows

since the periodic orbits y1
τ and y2

τ are confined to orientable center manifolds which are tangent

to each other at p. The sheets of periodic orbits are transverse to the level sets of H, since DH is

nonsingular along the homoclinic orbits. We refer to Figure 1 for an illustration.

{H = H(p)}

y2
τ

Σ

γ1 γ2

H y1
τ

Figure 1: Families of 1-periodic orbits attached at a homoclinic bellows in conservative systems,

depicted in a single cross-section Σ close to p.

So in each level set for H on one side of H(p) there are two hyperbolic periodic orbits whose

stable and unstable manifolds have the chance to intersect transversally. Consequently one can
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expect nontrivial dynamics within level sets. Indeed Theorem 3.2 gives a one parameter family of

hyperbolic horseshoes.

Theorem 3.2 Let {p} ∪ Γ1 ∪ Γ2 be a bellows of a conservative vector field X with properties as

stated above. Then, in a small neighborhood U of the bellows there exists a one parameter family

of hyperbolic horseshoes, parameterized by the first integral H, for values on one side of H(p).

Proof. Let Σ1 and Σ2 be cross-sections of Γ1 and Γ2, respectively. The corresponding coordinates,

see Section A, we denote by (xi
ss, x

i
u, x

i
uu), i = 1, 2. For a given itinerary η, the center manifold

W c
η can be parameterized by x

η(0)
u . There is a mapping wη : R → Ση(0) with W c

η = wη(R). For all

small positive values of xu, wη(xu) is in the domain of the return map Ψ.

Further, the coordinate lines of xi
u, i = 1, 2, are transverse to the level set {H = H(p)}. We

may assume that xi
u > 0 corresponds to H > H(p). Then there is a δ̃ > 0 such that for all η ∈ B2

and for all H(p) < H∗ < H(p) + δ̃, there is a xu < δ such that wη(xu) ∈ {H = H∗}.

Then the existence of a one parameter family of horseshoes follows from Theorem 2.1, noting

that the center manifolds intersect the level sets transversally and that level sets of the first integral

are invariant. Hyperbolicity of the horseshoes within level sets follows from the normal hyperbol-

icity of the center manifolds. �

Consider in particular a Hamiltonian vector field X (on an even dimensional symplectic man-

ifold). Then by the ‘Nonintegrability theorem’ presented in [KolLer96] this vector field is nonin-

tegrable. This follows from the existence of periodic orbits of saddle type (within a level set) and

transversal (again within level sets) homoclinic orbits to those periodic orbits.

4 Symmetric homoclinic orbits in reversible systems

Consider a vector field X on a 2n-dimensional Riemannian manifold M that is reversible with

respect to an involution R:

DR(x)X(x) = −X ◦R(x).

Let us denote the flow of the vector field X by {φt}t∈R. Then, due to the reversibility,

φt ◦R = R ◦ φ−t. (6)

8



Suppose that X has a symmetric hyperbolic equilibrium p ∈ Fix R and thatDX(p) has eigenvalues

{λss
i }1≤i≤n−1, λ

s, λu = −λs, {λuu
i = −λss

i }1≤i≤n−1 with

Re(λss
i ) < λs < 0.

The existence of a symmetric hyperbolic fixed point p enforces an even dimensional state space,

because the involution R maps the stable manifold of p, W ss,s(p), onto the unstable manifold

W u,uu(p). Also the strong stable and strong unstable manifolds are R-images of each other. Con-

sequently the subspaces Ess, Euu and Es, Eu, respectively, will be mapped onto each other by

DR(p). Furthermore, the space Fix DR(p) is n-dimensional. Therefore (at least locally around

p) the manifold Fix R is n-dimensional. Also the resonance of the eigenvalues λs = −λu is a

consequence of the reversibility.

An orbit o is called symmetric if R(o) = o. Each symmetric orbit o intersects Fix R at least

once but at most twice. The latter case happens iff o is periodic.

Suppose X has two different symmetric homoclinic orbits Γ1,Γ2 forming a bellows. Note that

in this case (2) follows from (1). Although the manifolds W s,u,uu(p) and W ss,s,u(p) are not uniquely

defined they can be chosen such that they are R images of each other. We assume the transversality

condition (4). Condition (4) implies that W ss,s(p) intersects Fix R transversally (because the

homoclinic orbits are non-degenerate). Hence the homoclinic orbits Γi, i = 1, 2 persist under

perturbations of the vector field.

In the present situation there holds an assertion similar to Theorem 3.1.

Theorem 4.1 [VanFie92] Both homoclinic orbits Γ1 and Γ2 are accompanied by a family of sym-

metric 1-periodic orbits. More precisely: there is a number τ̃ > 0 such that for each τ > τ̃ there

are two smooth families y1
τ and y2

τ of symmetric 1-periodic orbits with period τ such that yi
τ → Γi

as τ → ∞, i = 1, 2.

As in the conservative case this theorem implies that the orbits Γ1 and Γ2 are non-twisted –

so condition (5) is fulfilled automatically. Up to this stage the situation resembles the one in the

conservative case (if we regard symmetric orbits as the natural counterpart of orbits in conservative

systems).

Write γi = Γi∩ Fix R. Due to reversibility, F uu
Rx = DR(x)F ss

x , for all x ∈ Γ1∪Γ2. In particular,

F uu
γi

= DR(γi)F
ss
γi

. Consequently Tγi
M can be represented as

Tγi
M = F uu

γi
⊕ F ss

γi
⊕ F+

γi
⊕ F−

γi
,
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where F+
γi

⊂ Fix (DR(γi)) and F−
γi

⊂ Fix (−DR(γi)). In particular F−
γi

can be chosen as F−
γi

=

span (X(γi)), sinceX(γi) ∈ Fix (−DR(γi)). With that we define cross-sections Σi of Γi as follows:

Let Ui be an R-symmetric open neighborhood of γi and (ρ̃i, Ui) be a chart, ρ̃i : Ui ⊂ M → Tγi
M .

Then ρi given by ρi(x) = 1
2(ρ̃i(x) +DR(γi)ρ̃i(Rx)) is a symmetric map;

DR(γi)ρi(x) = ρi(Rx) (7)

for all x ∈ Ui. Define Σi by

Σi = ρ−1
i (F uu

γi
⊕ F ss

γi
⊕ F+

γi
).

By construction Σ1 and Σ2 are symmetric cross-sections; R(Σ1) = Σ1 and R(Σ2) = Σ2. The

cross-sections Σi contain Fix R; Ui ∩ Fix R ⊂ Σi, i = 1, 2. By (7), R acts linearly on Σi when

expressed in the coordinates given by the chart ρi. Likewise we may assume that R in coordinates

x = (xss, xu, xuu) introduced in Appendix A, acts by R(xss, xu, xuu) = (xuu, xu, xss). Note that Σi

is not near the fixed point p.

Σi

Fix R

{xi
τ} = W c

(i)∞ ⊂ Fix R

W ss,s,u(p)

W ss,s(p)

W s,u,uu(p) = R(W ss,s,u(p))

W u,uu(p) = R(W ss,s(p))

Figure 2: This figure illustrates the geometry of the different invariant manifolds within the cross-

section Σi and FixR.

The return map Ψ on Σ1 ∪ Σ2 is reversible,

ΨR = RΨ−1. (8)
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Observe that Ψ consists of four maps Ψi,j : Σi → Σj, i, j = 1, 2. Note that (8) implies ΨnR = RΨ−n.

Therefore ΨnR is an involution for each n and Ψ is reversible with respect to it;

Ψ(ΨnR) = (ΨnR)Ψ−1, (9)

see also [Dev58, Dev76].

We will show that symmetric periodic orbits occur along one parameter families. For this we

define symmetric itineraries which are related to symmetric orbits of the vector field. Define an

involution R on B2, the space of double infinite sequences of two symbols {1, 2}, as follows:

Rη(k) = η(−k).

For each orbit x, Υ(Rx) = RΥ(x). As explained in Appendix C,

W c
Rη = RW c

η . (10)

Note that the shift σ on B2 is reversible with respect to the involution R. We call an itinerary η

symmetric if there exists s ∈ Z such that

Rη = σsη.

The set of symmetric itineraries comprises the set of those whose σ-orbit is symmetric. Moreover,

if η is a symmetric N -periodic orbit, then Rη = σsη for some 0 < s ≤ N .

An itinerary η is called almost periodic, if each finite block η(s), . . . , η(s +N) occurs infinitely

often in η and there is M > 0 so that between any two occurrences, there are at most M symbols.

Note that η is a minimal orbit under the action of the shift operator σ [MorHed38]. It is shown

in [MorHed38] that periodic and almost periodic sequences provide all periodic and non-periodic

minimal sequences. An almost periodic itinerary is called symmetric if its σ-orbit is accumulated

by σ-orbits of symmetric periodic itineraries.

Theorem 4.2 below gives some symbolic sequences that occur as itineraries of nonwandering

points for Ψ. It implies that there are families of symmetric N -periodic orbits, but the existence of

(families of) symmetric non-periodic orbits cannot be guaranteed. The geometrical reason for that

is the (possible) absence of a first integral which enforces invariant level sets.

Theorem 4.2 For each symmetric periodic or almost periodic itinerary η ∈ B2, there is a one

parameter family of orbits xλ ∈W c
η , with Υ(xλ) = η. Further, xλ is a periodic orbit if η is periodic

and xλ is a minimal orbit if η is almost periodic.
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Proof. Consider first a periodic symmetric itinerary η of period N . By (10), there is an 0 ≤ s < N

such thatW c
Rη = W c

σsη. HenceRW c
η equals Ψs(W c

η ). It follows that ΨkR(W c
η ) = W c

η with k = N−s.

Note that γη(0) is a fixed point of Uk = ΨkR on W c
η . Because of this, the involution Uk can only

leave the curve W c
η invariant, if it fixes each point on W c

η . Thus W c
η ⊂ Fix Uk. Because ΨN maps

W c
η into itself and ΨN is reversible with respect to Uk, the center manifold W c

η consists of periodic

points: orbits that intersect the fixed space of an involution twice are symmetric periodic orbits.

Moreover, these are all periodic points of period N , if N is the minimal period of η.

Consider next a symmetric almost periodic itinerary η. There is a sequence ηn of symmetric

periodic itineraries so that their σ-orbits converge to the σ-orbit of η. Denote by Xn the branches of

periodic orbits xn with Υ(xn) equal to a shift of ηn. Let y be an accumulation point of Xn∩{xu = r}

for some 0 < r < δ. Since almost periodic itineraries are minimal, the point y lies on a minimal

orbit. It follows that W c
η contains a branch of recurrent points with itinerary η. The orbits of these

points are minimal orbits. �

We remark that, apart from periodic and almost periodic orbits, homoclinic and heteroclinic

connections between periodic and almost periodic orbits, corresponding to itineraries with an peri-

odic or almost periodic past and future, also occur along one parameter families. This follows from

transversality of center stable and center unstable manifolds.

Theorem 4.3 For X from a residual set of vector fields, non-symmetric periodic orbits are hyper-

bolic.

Proof. This result follows from the Kupka-Smale theorem for reversible system in [Dev76]. �

5 Non-symmetric homoclinic orbits in reversible systems

Consider a vector field X on a 2n-dimensional Riemannian manifold M that is reversible with

respect to an involution R:

DR(x)X(x) = −X ◦R(x),

as in Section 4.

In this section we assume that X has a non-symmetric homoclinic orbit Γ1, connecting the

symmetric equilibrium p. By reversibility, X possesses a second homoclinic orbit Γ2 = R(Γ1). As

before, we assume that the transversality conditions (3) and (4) hold. We also assume (5). And we
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assume that {p}∪Γ1 ∪Γ2 forms a homoclinic bellows. For this it is necessary that DR(p)eu = −es

(and not DR(p)eu = es). See (1), (2) for the definition of es, eu.

In contrast to the bellows in Section 4, the homoclinic orbits do not persist under perturbations

of X. One is led to consider one parameter families of vector fields that unfold the homoclinic

bifurcation. Let {Xµ} be a one parameter family of vector fields with X0 = X. Take a cross-section

Σ1 transverse to Γ1. The cross-section Σ2 = R(Σ1) is transverse to Γ2. Let Ψµ be the return map

for Xµ on Σ1 ∪ Σ2. Again, as in the case of symmetric homoclinic orbits, Ψµ is reversible. The

return map Ψµ consists of four maps Ψi,j
µ : Σi → Σj, i, j = 1, 2.

Appendix A contains asymptotic expansions for Ψi,j
µ in Shil’nikov variables. We may assume

that a coordinate system on Σ2 is obtained from coordinates on Σ1 by composing with R. From The-

orem A.6 and the remark at the end of Appendix A, it follows that coordinates xi = (xi
ss, x

i
u, x

i
uu)

exist on Σi, i = 1, 2, with the following properties (for the precise meaning of the notation, see

Notation A.5). The action of R is given by R(x1
ss, x

1
u, x

1
uu) = (x2

uu, x
2
u, x

2
ss). In the following we will

suppress the superscript indicating the cross-section. If x(k+ 1) = Ψ(x(k)) with x(k+ 1) ∈ Σi and

x(k) ∈ Σj, then

xss(k + 1) = O(xu(k)1+ω),

xu(k + 1) = ai,j(µ) + ϕi,j(µ)xu(k) + O(xu(k)1+ω),

xuu(k) = O(xu(k + 1)1+ω),

for some ω > 0. By reversibility,

a1,1 = −a2,2, a1,2 = a2,1 = 0, (11)

ϕ1,1 = 1/ϕ2,2, ϕ1,2 = ϕ2,1 = 1. (12)

Note that ϕ1,2 and ϕ2,1 cannot be equal to −1, due to (5). We will assume

Da1,1(0) > 0, (13)

ϕ1,1(0) > 1. (14)

These assumptions are generic, since we can change the inequalities by relabeling Γ1 and Γ2 and

redefining µ.

Recall that B2 denotes the space of double infinite sequences of two symbols {1, 2}, equipped

with the product topology. Define the involution R1 on B2 by

R1η(k) =







1, if η(k) = 2,

2, if η(k) = 1.

13



W c
(12)∞

W ss,s,u(p)

W ss,s(p)

R

W u,uu(p) = R(W ss,s(p))

R(W ss,s,u(p))
W s,u,uu(p) =

W u,uu(p)

W s,u,uu(p)

Ψ(W c
(12)∞) =

R(W c
(12)∞)

W ss,s(p)

Σ1

W ss,s,u(p)

= R(W s,u,uu(p))

Σ2
Fix R

= R(W u,uu(p))

Figure 3: This figure illustrates the geometry, at µ = 0, of the different invariant manifolds with

respect to the cross-sections Σ1 and Σ2.

Further we consider another involution R2 on B2

R2η(k) = η(−k).

The composition R = R1 ◦R2 is again an involution and the shift σ on B2 is reversible with respect

to R. As in the previous section, Υ(Rx) = RΥ(x) and

W c
Rη = RW c

η .

Again we call an itinerary η symmetric if Rη = σsη for some s ∈ Z. Almost periodic itineraries

(see the previous section) are called symmetric if they are accumulated by σ-orbits of symmetric

periodic orbits.

For a periodic itinerary η of period N , let s(η) be the difference of the number of 1’s and the

number of 2’s in η(0), . . . , η(N −1). Thus s(η) = 0 if η(0), . . . , η(N −1) contains as many 1’s as 2’s.

In particular, s(η) = 0 for symmetric itineraries. But non-symmetric itineraries with s vanishing

exist as well, for example η = (11211222)∞ .

The dynamics of a vector field with bellows consisting of a non-symmetric homoclinic orbit and

its symmetric image, as well as of nearby vector fields, is discussed in the following results.
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Theorem 5.1 Assume that (13) and (14) hold.

Let η ∈ B2 be a symmetric periodic itinerary of period N . For each such η, there is an interval

I = (−µ∗, µ∗), so that for each µ ∈ I, there exists a family of N -periodic orbits {xλ} contained

in W c
η , with Υ(xλ) = η. For µ = 0, the family {xλ} is bounded by the bellows. For µ 6= 0, it is

bounded by a finite collection of symmetric homoclinic orbits.

Let η ∈ B2 be a non-symmetric periodic itinerary of period N , such that s(η) 6= 0. For µ ≤ 0,

there is no periodic orbit with η as its itinerary. For each such η, there is an interval I = (0, µ∗),

so that for each µ ∈ I, there is a unique hyperbolic N -periodic orbit x with Υ(x) = η. The

hyperbolic periodic orbits with itinerary η and Rη have different index. There exists a heteroclinic

cycle connecting these periodic orbits.

Proof. For µ = 0, the statements concerning symmetric periodic orbits are verbatim the same as

Theorem 4.2, only the involution used in the definition of symmetric itinerary has changed. The

proof can be copied from Theorem 4.2 as well. Note that the proof also predicts the existence of

symmetric almost periodic orbits.

Next, let µ 6= 0 and consider a symmetric periodic itinerary η of period N . Consider the return

map ΨN
0 restricted to W c

η . Then ΨN
0

∣

∣

∣ W c
η

is the identity map, whenever it is defined. These points

yield periodic orbits with itinerary η. For small values of µ, ΨN
0

∣

∣

∣ W c
η

is clearly well defined for

sufficiently large values of xu, as it is for µ = 0. The point with smallest coordinate for which

ΨN
0

∣

∣

∣ W c
η

is defined, is a point which is in the stable manifold of p, and lies on a homoclinic orbit

since it is accumulated by periodic orbits. The family of periodic orbits with itinerary η is therefore

bounded by a finite union of homoclinic orbits.

To prove the other statements, we will iterate points on the Cantor bouquet of center manifolds.

For our calculations we will parametrize the center manifolds by the coordinate xu. Write xu 7→

fη(xu) for the return map Ψµ : W c
η → W c

ση. Note that fη is continuously differentiable, also in

the parameter µ. By Theorem 2.2, W c
η is the graph of a map wc

η : Eu → Ess × Euu. Putting the

equations for the center manifolds W c
η into Ψµ, applying Theorem A.6, one obtains the following

asymptotics for fη:

fη(x) = aη(0),η(1)(µ) + ϕη(0),η(1)(µ)x+ rη(x),

where |rη(x)| ≤ Cx1+ω for some C > 0, ω > 0, uniformly in µ and η. By the remark following

the proof of Theorem 2.2 in Appendix C, |Dwc
η| is bounded uniformly in µ and η. Applying

Theorem A.6 and the chain rule gives that one also has a bound |Drη(x)| ≤ Cxω, for some C > 0,
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ω > 0, uniformly in µ and η.

To establish the claims on the appearance of non-symmetric periodic orbits, consider, for a

non-symmetric periodic itinerary η of period N , the return map ΨN
0 restricted to W c

η . This return

map is given by xu 7→ Fµ(xu) = fσN−1η ◦ . . . ◦ fη(xu). Observe that Fµ satisfies

F0(0) = 0,

DF0(0) = ϕ1,1(0)
s(η).

By assumption, s(η) 6= 0. We may suppose that s(η) > 0, otherwise consider the itinerary Rη

instead of η. Then Fµ is an increasing function with DFµ close to ϕ1,1(0)
s(η), which is bigger than

1, for µ small. Moreover, Fµ(0) < 0 if µ < 0 and Fµ(0) > 0 if µ > 0. It follows that a hyperbolic

periodic orbit p with itinerary η, does not exist if µ ≤ 0.

A rescaling makes the calculations to find a hyperbolic periodic orbit p with itinerary η for

µ > 0 more illuminating. For µ > 0, define a coordinate x̄u by a1,1x̄u = xu. In this coordinate,

since a1,1(µ) = O(µ), one can write

fη(x̄u) =
aη(0),η(1)(µ)

a1,1
+ ϕη(0),η(1)(µ)x̄u + O(µω),

as µ → 0. In the limit µ → 0, fη depends only on η(0), η(1) and thus four interval maps occur,

namely

x̄u 7→ 1 + ϕ1,1(0)x̄u, if η(0) = η(1) = 1, (15)

x̄u 7→
(x̄u − 1)

ϕ1,1(0)
, if η(0) = η(1) = 2, (16)

and the identity map otherwise. Note that the two non-trivial maps are linear, and one is the

inverse of the other. In particular, they have a common fixed point at x = 1/(1 − ϕ1,1(0)).

This makes clear that, for µ small and positive, Fµ has a unique repelling fixed point ρ(µ) with

limµ↓0 ρ(µ)/a1,1(µ) = 1/(1−ϕ1,1(0)). An open neighborhood of ρ(µ) is contained in the domain of

definition of Fµ, for µ small enough.

Observe that the periodic orbit p has n-dimensional unstable manifold and (n− 1)-dimensional

stable manifold. Its symmetric image Rp is a hyperbolic periodic orbit with (n − 1)-dimensional

unstable manifold and n-dimensional stable manifold.

Finally we prove the existence of a heteroclinic cycle connecting p and Rp. Write A =

η(0) · · · η(N − 1) and B = Rη(0) · · ·Rη(N − 1). Let ξ = · · ·AAABBB · · · . Note that ξ is symmet-

ric. For µ small and positive, the local unstable manifold of p intersects W c
σ−sξ with s large and
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positive, in an open interval containing ρ(µ). Indeed, the center manifolds W c
σ−sξ are contained

in the center unstable manifold W c,uu
η corresponding to the itinerary η (see the construction of

center manifolds in Appendix C). An iterate of Ψ maps the local unstable manifold of p intersected

with W c
ξ to the local stable manifold of Rp intersected with W c

σξ, by reversibility this yields hete-

roclinic connections. Similarly one obtains a heteroclinic connection from Rp to p, with itinerary

χ = · · ·BBBAAA · · · . Here a unique connection is obtained since p has a one-dimensional stable

manifold contained in the center stable manifold W ss,c
η . The stable manifold of p intersects the

center manifolds W c
σsχ, s large and positive, transversally within W ss,c

η . �

The interesting feature of the heteroclinic cycles connecting a hyperbolic periodic orbits and its

symmetric image, is that it connects two orbits with different index. Periodic orbits not discussed

in the above theorem, the non-symmetric ones with the value of s vanishing, are (if they exist)

hyperbolic for generic vector fields by Theorem 4.3.

The above result makes clear that symmetric periodic orbits form sheets, bounded by a collection

of homoclinic orbits. This raises the question which homoclinic orbits exist. If µ = 0, Γ1 and Γ2

are the only homoclinic orbits. Which homoclinic orbits one finds for µ 6= 0, is answered in the

following theorem.

Homoclinic orbits have finite itineraries. To a finite itinerary ζ, there corresponds a periodic

itinerary ζ∞ in which ζ is repeated. We call a finite itinerary ζ symmetric if ζ∞ is symmetric. Let

ζ be a finite itinerary of length N . We call ζ 1-minimal if for all 0 ≤ s < N , the number of 1’s is

strictly larger than the number of 2’s in ζ(i), 0 ≤ i ≤ s. We say that ζ is 2-minimal if this condition

holds with the role of 1’s and 2’s interchanged. For example, ζ = 12 is a 1-minimal itinerary, while

ζ = 21 is a 2-minimal itinerary.

Theorem 5.2 Let ζ be a 1-minimal symmetric itinerary of length N . Then there is an interval

I = (0, µ∗), so that for µ ∈ I, there is a homoclinic orbit with itinerary ζ.

Let ζ be a 2-minimal symmetric periodic itinerary of period N . Then there is an interval

I = (µ∗, 0), so that for µ ∈ I, there is a homoclinic orbit with itinerary ζ.

Proof. Let ζ be a 1-minimal symmetric itinerary of length N . Write η = ζ∞. Iterate the maps

fσsη, 0 < s ≤ N − 1, for µ small and positive. In the limit µ → 0, this reduces to iterating the

maps (15) and (16). Being 1-minimal implies that fσsη ◦ . . . ◦ fη(0) is bounded away from 0 for

any 0 < s < N − 1. The sheet of periodic orbits with itinerary η is therefore bounded by a single
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homoclinic orbit, with itinerary ζ. �

Take µ > 0. Suppose that ζ is finite symmetric itinerary of length N . Assume that ζ is

not 1-minimal, but starts with a symmetric 1-minimal piece ζ(0) · · · ζ(M − 1) with M < N . We

claim that there is no homoclinic orbit with itinerary ζ. The itinerary ζ(0) · · · ζ(M − 1) gives rise

to a homoclinic orbit. Consider the component of ΨM
µ (W u,uu(p) ∩ Σ1) with itinerary ζ. Then

ΨM
µ (W u,uu(p) ∩ Σ1) = W u,uu(p) ∩ Σ1, so that there cannot be a homoclinic orbit with itinerary ζ.

It does not appear possible to list all homoclinic orbits that occur for µ small. For instance,

the sheet of periodic orbits with itinerary (1121122211122122)∞ might be bounded by a single

symmetric homoclinic orbit, or by two non-symmetric homoclinic orbits with itineraries 11211222

and 11122122, depending on details of the vector fields Xµ. Note that both itineraries have the

same number of 1’s and 2’s.

The coexistence of several homoclinic orbits for µ 6= 0, described in Theorem 5.2, shows that

symmetric homoclinic bellows are present for µ 6= 0. The results in Section 4 are applicable to

these bellows.

A Coordinate systems near homoclinic orbits

This section develops a normal form for a return map, in so called Shil’nikov variables, near a

homoclinic orbit to an equilibrium with real weakest eigenvalues. We do not restrict to reversible

systems. The effort done in this section to obtain a simple normal form, makes constructions in

other sections more amenable. This is in particular true for the construction of center manifolds in

Appendix C and subsequently the analysis of the dynamics on the center manifolds (for instance

for the explicit calculations in Section 5).

Let X be a smooth vector field on a finite dimensional Riemannian manifold M . Assume

that X possesses a hyperbolic equilibrium p, and that DX(p) has eigenvalues {λss
i }1≤i≤qss , λ

s, λu,

{λuu
i }1≤i≤quu with

Re(λss
i ) < λs < 0 < λu < Re(λuu

i ).

Let TpM = Ess ⊕Es ⊕Eu ⊕Euu be the resulting DX(p) invariant splitting of TpM . Assume that
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X has a homoclinic orbit Γ, so that

lim
t→∞

Γ̇(t)/‖Γ̇(t)‖ ∈ Es,

lim
t→−∞

Γ̇(t)/‖Γ̇(t)‖ ∈ Eu.

Take coordinates (xss, xs, xu, xuu) near p so that {xs, xu, xuu = 0} is tangent to Ess and so on.

Following [OvsShi87], we set up suitable local coordinates near p.

Lemma A.1 There is a smooth local coordinate system x = (xss, xs, xu, xuu) near p in which the

vector field X is given by the set of differential equations

ẋss = Assxss + f ss(x),

ẋs = λsxs + f s(x),

ẋu = λuxu + fu(x),

ẋuu = Auuxuu + fuu(x),

where the quadratic and higher order terms f ss(x), . . . , fuu(x) satisfy

f ss(x) = O(‖xss‖‖x‖) + O(x2
s),

f s(x) = O(‖xss,s‖‖x‖),

as ‖xss,s‖ → 0 and

fu(x) = O(‖xu,uu‖‖x‖),

fuu(x) = O(‖xuu‖‖x‖) + O(x2
u),

as ‖xu,uu‖ → 0.

Proof. Note that near p there exist a (locally invariant) stable manifold W ss,s(p) and an unstable

manifold W u,uu(p). The stable and unstable manifold are both smooth manifolds. Further, there is

a codimension-qss center unstable manifold W s,u,uu(p) with tangent space Es ⊕Eu ⊕Euu at p, and

a codimension-quu center stable manifold W ss,s,u(p) with tangent space Ess ⊕ Es ⊕ Eu at p. The

tangent bundles TW ss,s(p)W
ss,s,u(p) and TW u,uu(p)W

s,u,uu(p) are smooth bundles, see e.g. [Hom96].
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We may take thus smooth coordinates x = (xss, xs, xu, xuu) near p, so that

W ss,s(p) = {xu, xuu = 0}, (17)

W u,uu(p) = {xss, xs = 0}, (18)

W ss,s,u(p) ∩W ss,s(p) {xuu = 0}, (19)

W s,u,uu(p) ∩W u,uu(p) {xss = 0}. (20)

The notation W∩qV means that W is tangent to V at q. From (18) it follows that f ss and

f s are O(‖xss,s‖). Similarly, from (17) one gets that fu and fuu are O(‖xu,uu‖). Write X =

(Xss,Xs,Xu,Xuu). From (20) and (19) one sees that

DXss,s
| xss,xs=0 =





Ass + O(‖xu,uu‖) 0

O(‖xu,uu‖) λs + O(‖xu,uu‖)



 ,

DXu,uu
| xu,xuu=0 =





λu + O(‖xss,s‖) O(‖xss,s‖)

0 Auu + O(‖xss,s‖)



 ,

respectively. The lemma follows. �

Let Σin ⊂ {xs = δ}, Σout ⊂ {xu = δ} be cross-sections close to p. By a rescaling we may assume

δ = 1. Write xin = (xin
ss, x

in
u , x

in
uu) for the coordinate system on Σin inherited from the coordinates

near p. Write similarly (xout
ss , x

out
s , xout

uu ) for coordinates on Σout. The following theorem discusses

the first hit map Ψ : Σin → Σout in Shil’nikov variables [Shi65, Shi67], see also [Den89, Den89b]

and [Hom00] for the specific formulation used here.

Proposition A.2 Let Ψ : Σin → Σout be the first hit map given by the flow of X. Write β =

−λs/λu. In coordinates near p as in Lemma A.1, Ψ(xin
ss, x

in
u , x

in
uu) = (xout

ss , x
out
s , xout

uu ) satisfies the

following. There exists a map S so that we can write

(xout
ss , x

out
s , xin

uu) = S(xin
ss, x

in
u , x

out
uu )

There exists ω > 0, so that as xu → 0, S = (Sss, Ss, Suu) satisfies

∣

∣

∣
Dk

xin
u
Dl

xout
ss ,xin

uu
DmSss(xin

ss, x
in
u , x

out
uu )

∣

∣

∣
≤ Ck+l+m|xin

u |β+ω−k,
∣

∣

∣
Dk

xin
u
Dl

xout
ss ,xin

uu
Dm

(

Ss(xin
ss, x

in
u , x

out
uu ) − (xin

u )βϕ(xin
ss, x

out
uu )

)∣

∣

∣
≤ Ck+l+m|xin

u |β+ω−k,
∣

∣

∣Dk
xin

u
Dl

xout
ss ,xin

uu
DmSuu(xin

ss, x
in
u , x

out
uu )

∣

∣

∣ ≤ Ck+l+m|xin
u |1+ω−k,
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for positive constants Ck+l+m. Here ϕ is a smooth nonvanishing map.

Proof. The proof that follows is essentially contained in [Den89, Den96].

On a compact neighborhood of the origin that includes Σin and Σout, there is K > 0 so that

‖f ss(x)‖ ≤ Kδ(‖xss‖‖x‖ + x2
s),

|f s(x)| ≤ Kδ(‖xss,s‖‖x‖),

|fu(x)| ≤ Kδ(‖xu,uu‖‖x‖),

‖fuu(x)‖ ≤ Kδ(x2
u + ‖xuu‖‖x‖).

By the variation of constants formula, an orbit x(t) with xss,s(0) = x0
ss,s and xu,uu(τ) = xτ

uu,u,

satisfies

xss(t) = eA
sstx0

ss +

∫ t

0
eA

ss(t−v)f ss(x(v))dv, (21)

xs(t) = eλ
st +

∫ t

0
eλ

s(t−v)f s(x(v))dv, (22)

xu(t) = eλ
u(t−τ) −

∫ τ

t
eλ

u(t−v)fu(x(v))dv, (23)

xuu(t) = eA
uu(t−τ)xτ

uu −

∫ τ

t
eA

uu(t−v)fuu(x(v))dv. (24)

Let ω be a small positive number and consider the space E of functions x = {x(t), 0 ≤ t ≤ τ} for

which

‖xss(t)‖e
−(λs−ω)t < ∞,

|xs(t)|e
−λst < ∞,

|xu(t)|e−λu(t−τ) < ∞,

‖xuu(t)‖e−(λu+ω)(t−τ) < ∞.

Equip E with the norm

‖x‖ = sup
0≤t≤τ

{

‖xss(t)‖e
−(λs−ω)t, |xs(t)|e

−λst, |xu(t− τ)|e−λu(t−τ), ‖xuu(t− τ)‖e−(λu+ω)(t−τ)
}

.

The right hand side of (21),. . . , (24) defines a map G on E. Write Br = {x ∈ E; ‖x‖ ≤ r} for the

ball with radius r in E. We claim that G is a contraction on some ball in E: there exist r > 0 and

0 < λ < 1, so that
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• G(Br) ⊂ Br.

• ‖G(x1) − G(x2)‖ ≤ λ‖x1 − x2‖, for x1,x2 ∈ Br.

To check the first item, consider the strong stable coordinate xss of x ∈ Br. Take ω small enough

so that λss < λs − 2ω. We may assume that ‖eA
sst‖ ≤ e(λ

s−2ω)t. In the following, C will denote a

positive constant which can change from line to line, but does not depend on t. Now

‖Gss(x)(t)‖

≤ e(λ
s−2ω)t‖x0

ss‖ +

∫ t

0
e(λ

s−2ω)(t−v)‖f ss(x(v))‖dv

≤ e(λ
s−2ω)t‖x0

ss‖ +

∫ t

0
e(λ

s−2ω)(t−v)Cδ
(

‖xss(v)‖‖xss,s(v)‖ + ‖xss(v)‖‖xu,uu(v)‖ + ‖xs(v)‖
2
)

dv

≤ e(λ
s−2ω)t‖x0

ss‖ +

∫ t

0
e(λ

s−2ω)(t−v)Cδ
(

e(λ
s−ω)veλ

sv + e(λ
s−ω)veλ

u(v−τ) + e2λsv
)

dv

≤ e(λ
s−ω)t

[

Ce−ωt + Cδ
(

e−ωt + eλ
u(t−τ)

)]

.

Corresponding estimates for the other coordinates, xs(t), xu(t), xuu(t) are obtained similarly. The

first item holds by taking r large enough. To prove the second item, take x1,x2 ∈ Br with

x1,ss(0) = x2,ss(0) and x1,uu(τ) = x2,uu(τ). Restricting again to the strong stable coordinates,

‖Gss(x1(t)) − Gss(x2(t))‖

≤

∫ t

0
e(λ

s−2ω)(t−v)‖f ss(x1(v)) − f ss(x2(v))‖dv

≤

∫ t

0
e(λ

s−2ω)(t−v)Cδ
(

(eλ
sv + eλ

u(v−τ))‖x1,ss(v) − x2,ss(v)‖ + eλ
sv‖x1,s(v) − x2,s(v)‖

)

dv

≤ Cδe(λ
s−ω)t sup

v
e(−λs+ω)v‖x1,ss(v) − x2,ss(v)‖ + Cδe(λ

s−ω)t sup
v
e−λsv‖x1,s(v) − x2,s(v)‖

≤ Cδe(λ
s−ω)t‖x1 − x2‖.

Thus, given τ large and given x0
ss, x

τ
uu, there is a unique solution to (21),. . . , (24), i.e. a unique

orbit x(t) with xss(0) = x0
ss, xuu(τ) = xτ

uu, that needs time τ to move from {xin
s = 1} to {xout

u = 1}.

Moreover, since ‖x‖ is bounded, for some C > 0,

‖xss(t)‖ ≤ Ce(λ
s−ω)t,

|xs(t)| ≤ Ceλ
st,

|xu(t)| ≤ Ceλ
u(t−τ),

‖xuu(t)‖ ≤ Ce(λ
u+ω)(t−τ).
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Combining the above reasoning with [Den89] (to obtain the leading terms in the exponential

expansions of xout
s and xin

u ) and writing r = e−λuτ , it follows that

xout
ss = r−λs/λu

T ss(r, xin
ss, x

out
uu ), (25)

xout
s = r−λs/λu

φs(xin
ss, x

out
uu ) + r−λs/λu

T s(r, xin
ss, x

out
uu ), (26)

xin
u = rφu(xin

ss, x
out
uu ) + rT u(r, xin

ss, x
out
uu ), (27)

xin
uu = rT uu(r, xin

ss, x
out
uu ). (28)

Here φs, φu are smooth functions and T ss, T s, T u, T uu are smooth for r > 0, with
∥

∥

∥

∥

∥

Dk
xin

ss ,xout
uu

(

∂

∂r

)l

T i(r, xin
ss, x

out
uu )

∥

∥

∥

∥

∥

≤ Ck+lr
ω/λu−l, (29)

i = ss, s, u, uu.

Because of Φu(0, 0) 6= 0 the function r can be solved from (27) as function of xin
ss, x

in
u , x

out
uu , see

also [KisKokOka93b] for a calculation in three dimensions. This function is smooth for xin
u > 0.

From (27) and (29) (for i = u), one estimates that

∣

∣

∣

∣

Dk
xin

u
Dl

xin
ss ,xout

uu

(

r(xin
ss, x

in
u , x

out
uu ) −

xin
u

φu(xin
ss, x

out
uu )

)∣

∣

∣

∣

≤ Ck+l+m|xin
u |1+ω−k.

Putting this in the remaining formulas (25), (26), (28) proves the proposition. �

Take a cross-section Σ transverse to Γ. Extend the coordinate system (xss, xs, xu, xuu) near p

to a coordinate system near {p} ∪ Γ. Suppose that

W ss,s,u(p) ∩ Γ W u,uu(p), (30)

W s,u,uu(p) ∩ Γ W ss,s(p). (31)

The following result can be seen as giving a normal form for a return map on Σ, in Shil’nikov

variables. In its statement, one encounters functions that contain fractional powers of a real positive

variable x. These functions can be differentiated, losing a power in x with each derivative with

respect to x. We will use the following notation for this smoothness property.

Notation A.3 Let (x, y) 7→ f(x, y) with x ∈ R, be a function that depends smoothly on y and on

x for x > 0. When writing f(x, y) = O(xα), we will assume that ‖Dk
yD

l
xf(x, y)‖ ≤ Ck+lx

α−l for

positive constants Ck+l.
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Theorem A.4 Let Ψ : Σ → Σ be the first return map given by the flow of X, and let points

x(j), x(j + 1) in Σ be such that x(j + 1) = Ψ(x(j)). If (30), (31) holds, then a coordinate system

x = (xss, xu, xuu) on Σ can be chosen so that

W ss,s(p) ∩ Σ = {xu,uu = 0}, (32)

W u,uu(p) ∩ Σ = {xss,u = 0}, (33)

W ss,s,u(p) ∩ Σ ∩W ss,s(p)∩Σ {xuu = 0}, (34)

W s,u,uu(p) ∩ Σ ∩W u,uu(p)∩Σ {xss = 0}. (35)

In these coordinates, x(j + 1) and Ψ(x(j)) are related by

(xss(j + 1), xu(j + 1), xuu(j)) = T (xss(j), xu(j), xuu(j + 1)),

for some map T , with the following asymptotics:

xss(j + 1) = O(xu(j)β+ω),

xu(j + 1) = ϕxu(j)β + O(xu(j)β+ω),

xuu(j) = O(xu(j + 1)1+ω).

(36)

Proof. There are smooth vector bundles F ss and F ss,s,u along the stable manifold W ss,s(p),

invariant for the flow of DX, with F ss,s,u
p = Ess ⊕ Es ⊕ Eu and F ss

p = Ess. Similarly, there

are smooth vector bundles F ss and F ss,s,u along the unstable manifold W u,uu(p), with F s,u,uu
p =

Es ⊕ Eu ⊕ Euu and F uu
p = Euu. By changing the time parameterization of the flow of X, we may

assume that leaves F ss
x and F uu

x are contained in Σ for x ∈ Σ.

By the transversality assumptions (30), (31), F ss, F uu, F ss,s,u and F s,u,uu extend to continuous

vector bundles along {p} ∪ Γ, see e.g. [Hom96]. The intersection of F ss,s,u and F s,u,uu provides a

continuous bundle F s,u along Γ with F s,u
p = Es ⊕ Eu. Observe that TΓM = F ss ⊕ F s,u ⊕ F uu. It

follows that coordinates (xss, xu, xuu) on Σ satisfying (32),. . . ,(35) exist.

Recall that xin
ss, x

in
u , x

in
uu are coordinates on Σin. If xss, xu, xuu denote coordinates on Σ, then

(xin
ss, x

in
u , x

in
uu) = χin(xss, xu, xuu) (37)

for some smooth local diffeomorphism χin. If the coordinates (xss, xu, xuu) are chosen so that Γ

intersects Σ in (0, 0, 0) and W ss,s = {xu,uu = 0}, TW ss,sW ss,s,u = {xuu = 0}, then

Dχin(0, 0, 0) =









∗ ∗ ∗

0 ∗ ∗

0 0 ∗









. (38)
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and

χin(xss, xu, xuu) = Dχin(0, 0, 0)









xss

xu

xuu









+









O(‖x‖2)

O(‖xu,uu‖‖x‖)

O(‖xuu‖‖x‖ + |xu|
2)









.

By the implicit function theorem there is a map ψ (defined on a small neighborhood) so that

(xin
ss, x

in
u , xuu) = ψ(xss, xu, x

in
uu) (39)

and

Dψ(0, 0, 0) =









∗ ∗ ∗

0 ∗ ∗

0 0 ∗









.

This yields









xin
ss

xin
u

xuu









= Dψ(0, 0, 0)









xss

xu

xin
uu









+









O(‖(xss, xu, x
in
uu)‖2)

O(‖(xu, x
in
uu)‖‖(xss, xu, x

in
uu)‖)

O(‖xin
uu‖‖(xss, xu, x

in
uu)‖ + |xu|

2)









.

By combining this and the asymptotics for S in Proposition A.2 one solves (xout
ss , x

out
s , xuu) as

functions of (xss, xu, x
out
uu ). This goes as follows. From the list of equations (40),. . . ,(45) below, use

equations (42), (43), (44) to solve xin = (xin
ss, x

in
u , x

in
uu) as functions of (xss, xu, x

out
uu ) by the implicit

function theorem. Put this in the remaining equations (40), (41), (45).

xout
ss = Sss(xin

ss, x
in
u , x

out
uu ), (40)

xout
s = Ss(xin

ss, x
in
u , x

out
uu ), (41)

xin
uu = Suu(xin

ss, x
in
u , x

out
uu ), (42)

xin
ss = ψss(xss, xu, x

in
uu), (43)

xin
u = ψu(xss, xu, x

in
uu), (44)

xuu = ψuu(xss, xu, x
in
uu). (45)

Similarly one relates the coordinates xout
ss , x

out
s , xout

uu on Σout to coordinates on Σ by a local diffeo-

morphism χout. The asymptotics are now implied by Proposition A.2. �
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In Section 5 an unfolding of a bellows consisting of non-symmetric homoclinic orbits is con-

sidered. To enable treatment of this unfolding, the above constructions must be carried out for

families of vector fields. We will indicate how this is done. Let {Xµ} be a smooth one parameter

family of vector fields with X0 = X.

Notation A.5 Let (x, y) 7→ fµ(x, y) with x ∈ R, be a function that depends smoothly on y,

on the parameter µ, and on x for x > 0. When writing f(x, y) = O(xα), we will assume that

‖Dk
y,µD

l
xf(x, y)‖ ≤ Ck+lx

α−l for positive constants Ck+l.

Theorem A.6 Let Ψµ : Σ → Σ be the first return map given by the flow of Xµ, and let points

x(j), x(j+1) in Σ be such that x(j+1) = Ψµ(x(j)). If (30), (31) holds, then a parameter dependent

coordinate system x = (xss, xu, xuu) on Σ can be chosen so that

W ss,s(p) ∩ Σ = {xu,uu = 0},

W u,uu(p) ∩ Σ = {xss,u = 0},

W ss,s,u(p) ∩ Σ ∩W ss,s(p)∩Σ {xuu = 0},

W s,u,uu(p) ∩ Σ ∩W u,uu(p)∩Σ {xss = 0}.

In these coordinates, x(j + 1) and Ψµ(x(j)) are related by

(xss(j + 1), xu(j + 1), xuu(j)) = Tµ(xss(j), xu(j), xuu(j + 1)),

for some map Tµ, with the following asymptotics:

xss(j + 1) = O(xu(j)β+ω),

xu(j + 1) = a(µ) + ϕ(µ)xu(j)β + O(xu(j)β+ω),

xuu(j) = O(xu(j + 1)1+ω).

(46)

Here a and ϕ are smooth functions of µ.

Proof. The normal form given in Lemma A.1 also holds for parameter dependent vector fields,

where the linear and higher order terms depend smoothly on the parameter. The correspond-

ing coordinate system depends smoothly on the parameter. The parameter dependent version of

Proposition A.2 is proven in much the same way as the proposition itself; one considers in addition

derivatives with respect to the parameter, see also [Den89, Den96]. The choice of coordinates in

Theorem A.4 can be made parameter dependent. An additional translation results from breaking
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the homoclinic connection, yielding the term a(µ). �

We have confined ourselves to first return maps for a single homoclinic orbit, on a single cross-

section. Studying homoclinic bellows, consisting of two homoclinic orbits Γ1,Γ2, requires the in-

troduction of two cross-sections Σ1,Σ2, each transverse to one of the homoclinic orbits. One

distinguishes four maps Ψi,j : Σi → Σj that together form the return map Ψ : Σ1 ∪ Σ2 → Σ1 ∪ Σ2.

It is clear that for all four maps one can write down asymptotic expansions in Shil’nikov variables

as above.

B Shil’nikov variables and Lin’s method

In this appendix we point out the connection between Shil’nikov variables and Lin’s method, a

method frequently applied to obtain bifurcation equations for global bifurcation problems [Lin90,

San93, Kno00]. We use the notations introduced in the previous section. As pointed out, for each

given sufficiently large τ and given xout
uu and xin

ss there is a unique orbit x = {x(t), t ∈ [0, τ ]} such

that x(0) ∈ Σin, xss(0) = xin
ss x(τ) ∈ Σout, xuu(τ) = xout

uu . In other words x(·) solves the Shil’nikov

problem for the Shil’nikov data (τ, (xin
ss, 1), (1, x

out
uu )). With respect to a local Poincaré-map ψloc the

coordinates (xin
ss, x

out
uu , x

in
u ) are addressed as Shil’nikov variables. Note that there is a one-to-one

correspondence between τ and xin
u . So the coordinates given in Theorem A.4 can be seen as global

Shil’nikov variables in a cross-section Σ with respect to first return map ψ. We denote the return

map in Shil’nikov variables by T . Consider points x(j), j ∈ Z, in Σ. The points under consideration

lie on the same orbit iff

(xss(j + 1), xu(j + 1), xuu(j)) − T (xss(j), xu(j), xuu(j + 1)) = 0, j ∈ Z (47)

or more detailed

xss(j + 1) −O(xu(j)β+ω) = 0,

xu(j + 1) − ϕxu(j)β + O(xu(j)β+ω) = 0,

xuu(j) −O(xu(j + 1)1+ω) = 0.

(48)

Let l∞
Rk be the space of bi-infinite sequences of elements of R

k equipped with the supremum norm.

Then equation (47) can be considered as an equation in l∞
Rqss × l

∞
R
× l∞

Rquu . In the same way the first

and third equation in (48) can be seen. The first and third equation of this system can be solved
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for
(

xss(j), xuu(j)
)

j∈Z

(

(xu(j)
)

j∈Z

.

Plugging this into the second equation of (48) we arrive at

xu(j + 1) − ϕxu(j)β + O(xu(j)β+ω) = 0. (49)

This proves

Theorem B.1 Let X be a vector field possessing a homoclinic orbit Γ as introduced in Section A.

Further let Σ be a cross-section of Γ equipped with Shil’nikov coordinates (xss, xu, xuu). Then for

each sequence Xu = (xu(i))i∈Z with each xu(i) small enough, there exists a unique ‘discontinuous’

orbit o(Xu) allowing in Σ jumps in the xu–direction.

This is one of the core statements of Lin’s method [Lin90, San93, Kno00]. As mentioned there

is a one-to-one correspondence between the revolution time τ and the coordinate xu. Therefore

the statement of Theorem B.1 can be alternatively formulated as follows: for each sequence T =

(τ(i))i∈Z with each τ(i) large enough, there exists a unique ‘discontinuous’ orbit o(T) allowing in

Σ jumps in the xu–direction.

Note that the coordinate surfaces of xss and xuu are the traces of W ss,s(p) and W u,uu(p),

respectively, in Σ. The coordinate line of xu is transverse to the direct sum of the tangent spaces

of W ss,s(p) and W u,uu(p).

C Center manifolds

This appendix contains the proofs of the center manifold result Theorem 2.1 and the version The-

orem 2.2 discussing parameter dependence. We will prove the results for the eigenvalue condition

−λs = λu, since this is satisfied for the reversible and conservative systems we study. This is

the more complicated case, and is easily altered into a proof for general eigenvalue conditions. A

remark on this point is contained in the proof below. The section concludes with remarks on center

manifolds for reversible systems.

Fix a sequence η : Z → {1, 2}. Let xη(j + 1) = Ψ(xη(j)), j ∈ Z, be an orbit of Ψ contained in

the nonwandering set of Ψ, with

xη(j) ∈ Ση(j). (50)
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Applying Theorem A.4 (compare the remark at the end of Appendix A), for each triple (η(j), η(j+

1), η(j + 2)) there are maps (Gss
j+1, G

u
j+1, G

uu
j+1), so that

xη
ss(j + 1) = Gss

j+1(x
η
ss(j), x

η
u(j), xη

uu(j + 1)), (51)

xη
u(j + 1) = Gu

j+1(x
η
ss(j), x

η
u(j), xη

uu(j + 1)), (52)

xη
uu(j) = Guu

j+1(x
η
ss(j), x

η
u(j), xη

uu(j + 1)). (53)

From (51), (52), (53) it follows that we can write

xη(j + 1) = Gj+1(x
η). (54)

Note that Gj+1 depends only on xη(j), xη(j + 1), xη(j + 2). The asymptotic expansions given in

Theorem A.4 imply that

xη
ss(j + 1) = O(xη

u(j)1+ω),

xη
u(j + 1) = ϕη(j),η(j+1)x

η
u(j) + O(xη

u(j)1+ω),

xη
uu(j + 1) = O(xη

u(j + 1)1+ω),

where ϕη(j),η(j+1) > 0.

Proof of Theorem 2.1. A center manifold W c
η is obtained as an intersection of a center stable

manifold W ss,c
η , tangent to Ess × Eu at Γη(0), and a center unstable manifold W c,uu

η , tangent to

Eu × Euu at Γη(0). We will discuss the construction of a center stable manifold, the construction

of a center unstable manifold proceeds analogous.

Our proof is an adaptation, making use of the Shil’nikov coordinates from Theorem A.4, of ex-

isting proofs for center stable manifolds of smooth diffeomorphisms near equilibria in a Euclidean

space, see [Irw80]. For the construction of these local center stable manifolds one extends the dif-

feomorphism near the equilibrium to a map globally close to the linearized map at the equilibrium.

We will proceed similarly and extend Gj+1 to R
qss × R × R

quu. The maps Gj+1 are defined for xη
u

positive, and then for xη
u nonnegative by continuity. Replacing the expressions (51),(52),(53) by

xη
ss(j + 1) = Gss

j+1(x
η
ss(j), |x

η
u(j)|, xη

uu(j + 1)),

xη
u(j + 1) = sign(xη

u(j))Gu
j+1(x

η
ss(j), |x

η
u(j)|, xη

uu(j + 1)),

xη
uu(j + 1) = Guu

j+1(x
η
ss(j + 1), |xη

u(j + 1)|, xη
uu(j + 2)),
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Gj+1 becomes defined for all small values of xη
u. The asymptotic expansions are valid for all small

values of xη
u, so that Gj+1 is continuously differentiable and

DGj+1(0)(xη) = {(0, ϕη(j),η(j+1)x
η
u(j), 0)}.

Let φ be a smooth nonnegative cut-off function on R
n−1; φ ≡ 1 on the ball of radius 1 around

the origin and φ ≡ 0 outside the ball of radius 2 around the origin. Write φǫ(x) = φ(x/ǫ). For

some small positive value of ǫ, let

Hj+1 = φǫGj+1 + (1 − φǫ)DGj+1(0, 0, 0).

Observe that Hj+1 is globally C1 close to DGj+1(0) and equals Gj+1 near the origin. For fixed

(xss, xu) ∈ R
qss × R, denote by H the map given by

H(y)(k) =







(xss, xu,H
uu
k (xss, xu, yuu(1)), if k = 0,

Hk(y), if k > 0.

Write Cα for the set of sequences N → R
n−1, equipped with the norm

‖x‖α = sup
k∈N

αk‖x(k)‖.

Let A : C1 → Cα be given by

Ax(k) = α−kx(k).

Fix α > 1 and define

J = A−1 ◦ H ◦ A.

Note that J maps C1 into C1. Since Hj is close to DGj(0, 0, 0), for some α > 1, J is a contraction

on C1. (We remark that, if β > 1, H is a contraction and the introduction of the map A is not

needed. The case β < 1 can be brought to β > 1 by reversing the direction of time.) The map J

therefore possesses a unique fixed point. By uniqueness, the fixed point ζ of J satisfies

ζ(k + 1) = α−(k+1)Ψ(αkζ(k)),

if these points lie in Σ1 ∪ Σ2 and have positive xu coordinates. Thus αkζ(k) is an orbit for Ψ for

as long as it is in Σ1 ∪ Σ2 and has positive xu coordinates. Write w(xss, xu) = ζ(0) and define

W ss,c
η =

⋃

(xss,xu)

w(xss, xu).
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It must be kept in mind that the constructions for negative or large values of xu bear no relevance

to the actual vector field.

Since J depends continuously on (xss, xu), (xss, xu) 7→ w(xss, xu) is continuous. We claim that

w is continuously differentiable. As shown above, J is a contraction on C1. Equivalently, H is a

contraction on Cα. Since G is not differentiable [Irw80, GilVan87], the implicit mapping theorem

cannot be applied to demonstrate smoothness of w. It follows from Theorem 2 in [GilVan87] that

w is indeed C1.

It remains to see that w depends continuously on η. If l(j) = η(j) for −N ≤ j ≤ N , then the

maps Gj for the symbolic sequences η and l equal each other for −N + 1 ≤ j ≤ N − 1. It follows

that the fixed points lie close if N is large, hence that w depends continuously on η. �

Non-symmetric homoclinic orbits in reversible systems break under perturbations of the vector

field. To treat this bifurcation problem, the construction of center manifolds for families of vector

fields must be considered. Theorem 2.2 establishes persistence of the center manifolds from Theo-

rem 2.1.

Proof of Theorem 2.2. Write, as for single vector fields, now applying Theorem A.6,

xη(j + 1) = Gj+1(x
η). (55)

The asymptotic expansions given in Theorem A.6 imply that

xη
ss(j + 1) = O(xη

u(j)1+ω),

xη
u(j + 1) = aη(j),η(j+1) + ϕη(j),η(j+1)x

η
u(j) + O(xη

u(j)1+ω),

xη
uu(j + 1) = O(xη

u(j + 1)1+ω),

where aη(j),η(j+1), ϕη(j),η(j+1) depend smoothly on the parameter µ and satisfy aη(j),η(j+1)(0) =

0, ϕη(j),η(j+1) > 0. The construction proceeds as above, in the proof of Theorem 2.1, yielding

parameter dependent center stable manifolds W ss,c
η for small values of µ,

W ss,c
η =

⋃

(xss,xu)

wµ(xss, xu).

Center manifolds are again obtained as transverse intersections of center stable and center unstable

manifolds. Theorem 2 in [GilVan87] implies that w is C1 jointly in (xss, xu) and µ. �
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Let wµ be the map whose graph yields W ss,c
η as in the proof above. It is straightforward to

provide bounds for ‖Dwµ‖. The proof of Theorem 3 in [GilVan87] shows how to bound the Lipschitz

constants, and thus the derivatives, of wµ. One concludes that ‖Dwµ‖ is bounded, uniformly in µ

and η.

For reversible systems on 2n-dimensional manifolds the involution should map center manifolds

to center manifolds. Given is an involution R on Σ1∪Σ2 and a first return map Ψ which is reversible

with respect to R. Also given is an involution R on B2, connected to R by Υ(Rx) = RΥ(x), for

each Ψ-orbit x. We claim that center manifolds W c
η can be constructed so that

W c
Rη = RW c

η .

To see this, choose symmetric cut-off functions in the above constructions. In the coordinate

system x = (xss, xu, xuu), the involution R is given by

R(xss, xu, xuu) = (xuu, xu, xss).

Let Gj+1 = (Gss
j+1, G

u
j+1, G

uu
j+1) be the Shil’nikov map given in (51), (52), (53). Note that Gj+1 is

symmetric,

Gj+1R = RGj+1.

In order to establish a symmetry for the mapping J we have to distinguish the J associated with

the center stable manifold from that one which belongs to the center unstable manifold. We denote

them by J ss,c and J c,uu, respectively. Likewise all quantities arising in the proof of Theorem 2.1

can be labeled with the superscripts ‘ss, c’ or ‘c, uu’ respectively. Note that in this notation Cc,uu
α is

the set of sequences −N → R
2n−1. Also we include in the notation the dependence on the itinerary

η and the Shil’nikov variables (xss, xu) and (xu, xuu), respectively. So we can conceive J ss,c as a

mapping B2 × R
n−1 × R × Css,c

1 → Css,c
1 . Further, define R̂ : Css,c

1 → Cc,uu
1 by

((R̂x)(−k))k∈N = (Rx(k))k∈N.

Working through the proof of Theorem 2.1 we end up with

J ss,c(η, xss, xu, ζ) = R̂J c,uu(Rη, xu, xuu, R̂ζ).

This provides the assertion on the symmetry of the center manifolds.
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