Course Web Service and Cloud Systems 2022-2023

Literature study assignment

Coordinators: Saba Amiri, Adam Belloum,

Securing the Foundation: A Comprehensive Overview of Infrastructure as Code

1
2. [Serverless Computing and Function as a Service: A Literature Study ..................... |
3. |Addressing Challenges of Fog Computing Using Blockchain Technology................ |

4, |CIoud-Native, Distributed OLAP databases ...........ooeveeeeeeeeeeeeeeeee e |

: |Big data and Cloud in Medical INdUStry ...........ccooiiiii e |

. |Convergence of 10T, Edge Computing, and Cloud Computing .............c.ccceeveinnnnn. |

Mobile cloud computing contribute to sustainable development and green computing

5
6
7. |Payment SYSEEMS IN ClOUDS ....vveieii e |
8
9

Critical Factors to the Adoption of Identity as a Service (IDaaS) in Organisations ....

10. [Impact of Cloud Computing on High-Performance Computing, .........................

11.|Application of Machine Learning algorithms in Cloud resource scheduling ...........

12. |Ev0|ution of Data Centers and Emergence of Hyper-Converged Infrastructure ....... |

13. |How Can Peer-to-Peer Deep Learning Enhance Edge Computing in loT Devices? ... |

14.| Machine Learning and Deep Learning for 1oT and Edge Computing for Smart Cites |

15. |Emerging technologies to address the privacy and data protection for the GDPR ...... |
16. How are DevSecOps, 1ISO compliance, Security Audits, and AWS GovCloud .........

17. Exploring iPaaS: An Comprehensive Analysis of Research Status, Solution Issues ...

18. How communication protocols influence service discovery in microservice ............

19. What are the emerging trends and future directions in multi-cloud management? ........
20. [Business Models in the Cloud: A High Level Framework for Cloud-Based Data......

21. |Performance of Serverless computing (lambda function), FaaS (functions as a service)

22. Distributed Graph Neural Network Training .............cooeiiiiiiiiiiiiiiiiiiian...
23. |Distributed Cloud-based ML/DL WoOrkflows. ...........cccoiiiiiiiiiiiiiiiiiiii ... |
24. [OAuUth2, Webhooks, API iN MICr0-SErVICES. ........ivieiiieiie e,
25.[MicroVMs and unikernels for the cloud....... ... ... niiinaanannn. |

Note: Following are reports of the Literature study assignment part of course “Web Services and Cloud
Systems™ given in the context of the Joint UvA-VU Computer Science program?. The literature assignment is
worth 35% of the total course grade. Students have to read at least 17 papers and prepare a (8-10)-page report in
a style of a scientific publication and give 10 mn presentation at the end of the course. The literature topics are
not covered during the lectures, students use the knowledge acquired during the lectures to perform the literature
study. Reports are checked for plagiarism using Trinity tool integrated in Canvas (similarity score tolerated is

max 20%).

1 https://studiegids.uva.nl/xmlpages/page/2022-2023/zoek-vak/vak/79525
2 https://masters.vu.nl/en/programmes/computer-science-big-data-engineering/index.aspx



https://studiegids.uva.nl/xmlpages/page/2022-2023/zoek-vak/vak/79525
https://masters.vu.nl/en/programmes/computer-science-big-data-engineering/index.aspx

Securing the Foundation: A Comprehensive Overview
of Infrastructure as Code Security, Best Practices and
Novel Detection Methods

Luca Pantea Anders Nou
Graduate School of Informatics Graduate School of Informatics
University of Amsterdam University of Amsterdam
luca.pantea@student.uva.nl anders.nou@student.uva.nl

Floris Brunet de Rochebrune
Department of Computer Science
Vrije Universiteit Amsterdam
f.d.brunetderochebrune@student.vu.nl

Abstract

Infrastructure as Code (IaC) is a vital practice in modern software development
and deployment, enhancing efficiency and consistency. Despite these benefits, it
introduces unique security risks that require careful management. This literature
review provides a comprehensive examination of the current state of security in
TaC. We explore the nature of security threats in IaC, the prevalent vulnerabilities
in [aC scripts, the implications of security breaches, and the best practices for
writing secure IaC scripts. Additionally, we delve into the advanced techniques for
security and defect detection in IaC. This review highlights the critical importance
of security considerations in IaC and proposes potential areas for future research.
Our findings underscore the need for developers and organizations to adopt robust
security measures and utilize advanced techniques to mitigate the potential risks
associated with IaC, ensuring resilient and secure infrastructures.

1 Introduction

The growing demand for continuous delivery of code changes to meet evolving requirements has
prompted numerous organizations to reconsider their development practices. One aspect that com-
monly halts or slows down rapid code delivery within an organisation is the tension between software
development teams and operations. While the former are incentivised to deliver new releases to
accommodate incoming requirements, the latter must ensure the stability of production software at all
times. One particular solution the operations team use is automation logic (e.g., scripts) for the fre-
quent deployment of middleware and applications to the production environment. However, this logic
may require updates to accommodate new requirements from application releases. Moreover, these
methods generally lack a design built according to software engineering practices (e.g., modularity or
reusability) and often pose a risk to deployment stability [34} 25 42| 20} 26].

One emerging framework used in DevOps to bridge the gap between engineers and operators is
Infrastructure as code (IaC) 18| 31]], which describes and specifies the underlying configurations
behind the infrastructure of software systems, built around the fundamental principles of software
engineering. By employing [aC scripts, organizations can provision and configure their development
and deployment environment, set up user accounts, and manage dependencies at scale, thus allowing
for a stronger collaboration between operations and software development teams, and consequently



delivering software at an increased pace. The growing interest in IaC is evident among practitioners
and researchers alike [[16}37]).

Various IaC tool vendors, such as Cheiﬂ Puppeﬂ AnsibleE] and Terrafornﬂhave emerged, which allow
practitioners to specify configuration and dependency information as scripts, instead of manually
developing and maintaining custom BASH/Perl executables across multiple cloud instances. These
tools equip developers with abstractions to configure automation steps as idempotent [8] processes.
The principle of idempotentce is a fundamental concept in automation and computing, ensuring
consistent outcomes regardless of the number of executions.

The benefits of adopting IaC practices have been evident in information technology (IT) organizations.
According to a report conducted by Enterprise Strategy Group in 2016 [27]], the use of IaC scripts
resulted in an average time savings of 210% for IT organizations. General Motors (GM) leveraged
Chef to increase their software deployment frequency by a remarkable factor of 21 ([[15)]. Another
notable case is the National Aeronautics and Space Administration (NASA), where the use of IaC
scripts reduced their previously time-consuming patching process from multiple days to a mere
45 minutes [13]]. CERN, the European Organization for Nuclear Research makes use of Puppet to
effectively manage their vast infrastructure, comprising 15,000 servers and processing 2,000 TB
of data every day. Puppet’s deployment management capabilities have played a significant role
in minimizing service disruptions and reducing deployment time at CERN [10]. These real-world
examples demonstrate the tangible benefits that IaC brings to diverse IT organizations, facilitating
increased efficiency, reliability, and scalability.

Despite the aforementioned advantages, IaC scripts are not immune to defects that can have severe
consequences. For instance, an [aC script defect caused an outage that resulted in Amazon Web
Services suffering business losses of approximately 150 million USD [[17]. Similarly, other defects
in IaC scripts have led to significant incidents, such as the unintentional deletion of user directories
for around 270 users on cloud instances maintained by Wikimedia Commons [46]. In addition to
functionality-related defects, security-related issues can also manifest in IaC scripts. These issues
encompass inadvertent exposure of secrets and SSL certificates in logs, as well as hardcoding sensitive
information. Notably, such security flaws are not confined to specific domains but have been observed
across various projects, including blockchain [45]], video game software [35]], cloud management
software [47]], and prominent open-source projects such as Apache, Linux, and Mozilla [9, 43]].

Building upon the understanding of the benefits and potential pitfalls associated with Infrastructure
as Code (IaC), this study aims to delve deeper into the realm of security considerations within this
domain. In light of the aforementioned defects and vulnerabilities observed in IaC scripts, it is crucial
to address security concerns effectively. To accomplish this, three key research questions will guide
our investigation:

* [RQ1]: We seek to provide a systematic overview of security considerations in Infrastruc-
ture as Code. By thoroughly examining existing literature, we aim to identify and analyze
the various security aspects that must be taken into account when developing and deploying
TaC scripts.

* [RQ2]: We propose a subset of best practices that can assist practitioners in developing
secure infrastructure as code scripts. Drawing upon insights gathered from comprehensive
literature studies, we will present practical guidelines and recommendations that can enhance
the security posture of IaC implementations.

* [RQ3]: We present novel methods firmly grounded in literature for security and defect
detection within the context of IaC. By leveraging advancements in security technologies
and techniques, we will explore innovative approaches to identify and mitigate security
vulnerabilities and defects in IaC scripts.

By addressing these research questions, this study aims to contribute to the broader understanding
of security in [aC, provide actionable recommendations for practitioners, and offer perspectives on
mitigating such vulnerabilities.

"https://www.chef.io/
“https://www.puppet . com/
*https://www.ansible.com/
“https://www.terraform.io/
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2 Background

2.1 Definition

Infrastructure as Code (IaC) is a methodology and practice of managing and deploying infrastructure
resources with code and using standard practices from software development [29]]. IaC helps organi-
zations treat the infrastructure as software. The practice involves using configuration files, scripts
and automation to define and control the infrastructure configuration, deployment and management
processes [28]].

2.2 Benefits

Reproducibility and Consistency; Infrastructure defined as code provides the possibility of creating
reproducible environments [32]]. Instead of manually creating infrastructure resources, infrastructure
code can be reused to replicate environments across development, testing, acceptance, and production.
Therefore presenting consistency and minimizing configuration drift, which reduces the risk of
deployment issues that are caused by environment discrepancies [29].

Agility and Efficiency; Leveraging infrastructure as code leads to significant benefits in terms of
agility and efficiency. Defining infrastructure in code allows organizations to automate the deployment
and management processes. This allows organizations to adapt quickly to business requirements and
deliver fast and efficiently. IaC also greatly benefits the identification of defects and debugging due to
version control [32].

Scalability and Elasticity; IaC enables organizations to rapidly upscale or downscale the infrastruc-
ture resources as required [32]]. This allows teams to fully utilize the elasticity that the cloud provides.
Scaling resources automatically removes manual intervention and thus reduces the risk of human
errors. The dynamicity and modularity of IaC help provision infrastructure swiftly for new features
and applications quickly.

Stability and Reduced Risk; Using IaC promotes stability and risk aversion [29]. Infrastructure
changes can be quickly and consistently tested on development environments beforehand. This leads
to fewer human errors and inconsistencies across environments. Automated infrastructure testing
can also be added to the formula. Code that goes through validation and testing leads to fewer
vulnerabilities and reduces the risk of downtime and disasters. In turn, the overall stability of the
system improves.

Improving DevOps; Utilizing IaC helps to reduce the distance between development and operations
[6]]. Instead of giving the operations team full control and overview of the infrastructure, IaC shares
the infrastructure responsibility with the development teams. This facilitates better communication,
faster feedback loops and leads to more efficient infrastructure management.

Disaster Recovery; During incidents and catastrophic events with infrastructure, disaster recovery
becomes a simple automation task [32]]. The infrastructure can be rolled back, redeployed and
restored due to backups and version control. Undocumented and manually configured resources
and servers are no longer an issue due to IaC. This also allows organizations to do disaster recovery
testing called Chaos Engineering which was pioneered in Netflix [29]. Chaos Engineering injects
errors into systems to see if the systems are capable of handling the errors.

2.3 Tooling

At this point in time, there is already a multitude of tools to choose from to implement infrastructure
as code. There are configuration management tools like Chef, Puppet, and Ansible that automate the
provisioning, configuration, and management of the infrastructure resources [37]. In 2015, Chef and
Puppet were considered the most popular infrastructure languages [[19]. They provide a declarative
way of defining and configuring the infrastructure as needed. Configuration management tools prove
to be especially useful in managing a fleet of servers.

In addition to the configuration management tools, there are also infrastructure provisioning tools
such as Terraform and AWS CloudFormation [14] [[L1]. Terraform provides a cloud-native way of
provisioning infrastructure with declarative code. Terraform tracks the state of the infrastructure
resources and compares the state to the code. During execution, Terraform updates, creates, or deletes



the resources as defined by the code. AWS CloudFormation is another provisioning tool that is
dedicated to managing Amazon Web Services (AWS) cloud resources [11]. CloudFormation provides
similar benefits and features to users that Terraform does with the exception that it is meant only to
be used with AWS.

2.4 Examples

We show examples of four IaC languages: Chef, Puppet, Terraform and CloudFormation. Figure ]|
shows Chef and Puppet snippets with the same functionality: initializing an HTTP server on two
platforms [19]. Figure[2shows an example of Terraform and CloudFormation. Both examples show
how to provision a simple EC2 (Elastic Compute Cloud) instance in AWS.

case node[:platform] case $platform{
when "ubuntu" "ubuntu": {
package "httpd-v1" do package {"httpd-vi":
version "2.4.12" ensure => "2.4.12"
action: imnstall }
end }
when "cent(0S" "cent0S": {
package "httpd-v2" do package {"httpd-v2":
version "2.2.29" ensure => "2.2.29"
action: install }
end }
end }

Figure 1: Chef (Left) and Puppet (Right) Examples [[19]

resource "aws_instance" "example" "ExampleEC2": {
{ "Type": "AWS::EC2::Instance",
ami = "ami-005e54dee72cc1d00" "Properties": {
instance_type = "t2.micro" "ImageId": "ami-005e54dee72cc1d00",
} "InstanceType": "t2.micro"
X
}

Figure 2: Terraform (Left) and CloudFormation (Right) Examples

3 Related Works

Our literature study showed that there is some research on the topic of infrastructure as code. Some
analysed the defects in IaC, while others delved deep into specific IaC languages. There were a
considerable amount of papers that gave an overview of what is IaC and explained the concept.
However, on our specific topic of security in infrastructure as code, we found that there is a deficit
of research. There are some papers on the topic of code smells and anti-patterns in infrastructure
as code. Although, we found that a great amount of those papers were written by a select few [38]],
[40], [37], [36]. We found some information about the considerations, anti-patterns and methods for
detecting defects in IaC. However, there was no comprehensive overview of the security that provided
depth about the overall security in IaC. Overall, we discovered that papers and articles did not give an
extensive summary and framework about the considerations, best practices and methods to use with
infrastructure as code.

4 Methodology

This study employs a two-pronged approach, combining a systematic literature review and an
empirical analysis of internet artifacts, to explore the security considerations pertinent to Infrastructure
as Code (IaC). The process can be divided into four main steps.

1. Exploratory search for IaC security literature and Internet artifacts; We perform a systematic
search for pertinent peer-reviewed articles within databases such as IEEE Xplore, ACM Digital
Library, SpringerLink, and also employ Google Scholar and Google Search for a broader reach. Our
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search string includes keywords such as "infrastructure as code security", "infrastructure as code
security practices", "puppet scripts security", "chef cookbook security", and "terraform code security".
We collect the top 25 results from each search engine for every query string, creating an initial pool

of potentially relevant sources.

2. Filtering of literature and artifacts; To establish a corpus of high-quality, relevant literature,
we then apply a series of rigorous filtering criteria. This includes excluding non-English results,
eliminating duplicate entries, and retaining only those sources directly discussing IaC security,
security management techniques, or secret management best practices. The final corpus of 41 works
comprises academic papers and Internet artifacts like blog posts and articles (showcased partly in the
introduction, and analysed in the Results section).

3. Synthesis of the literature; Following the collection and filtration process, the remaining artifacts
are scrutinized to identify common themes, best practices, and recurring patterns. Through a thematic
analysis approach, we categorize and summarize findings to distil a set of effective practices that
have been highlighted in the literature. This synthesis informs our understanding of prevailing
security considerations in IaC and contributes to the formulation of recommendations for secure IaC
implementations.

4. Enumeration of methods aligning with best practices; Lastly, we catalogue tools and methods
that are aligned with the synthesized best practices. This includes solutions for identifying and
mitigating security vulnerabilities in IaC scripts. This step aids in translating the synthesized best
practices into actionable strategies for practitioners aiming to enhance the security of their IaC
deployments.

This dual-pronged approach, combining rigorous academic research with insights from real-world
applications, offers a comprehensive view of IaC security, allowing for robust conclusions and
actionable recommendations.

5 Results

5.1 [RQ1] Security Implications in IaC Development and Deployment

Nature of Security Threats in IaC; Infrastructure as Code (IaC) enhances agile software develop-
ment but also ushers in unique security threats. TrendMicro highlights the risks of misconfiguration,
where improper settings lead to security breakdowns, the complexity of managing drift in immutable
infrastructure, issues in handling confidential data like passwords and API keys, the necessity of
stringent access management policies, and the requirement for diligent logging and monitoring [44]].
Simultaneously, OWASP proposes several countermeasures: using standard security plug-ins in IDEs
for early threat detection, initiating threat modelling early in the development cycle for enhanced
visibility and flexibility, securely managing secrets, utilizing version control for tracking IaC changes,
and performing static analysis to identify potential risks and misconfigurations.

Prevalent Vulnerabilities in IaC Scripts; Several academic articles have reported on the prevalent
vulnerabilities in IaC scripts. One such article is “Security Controls in Infrastructure as Code” by
Almuairfi and Alenezi [5]. The authors conducted a study of security smells in IaC scripts and
identified seven security smells through qualitative analysis of 1,726 IaC scripts. The security smells
include hard-coded secrets, weak permissions, and insecure network configurations.

t)

Another article is “The ‘as code’ activities: development anti-patterns for infrastructure as code
by Knauss et al. [22]. The authors identified development anti-patterns that relate to defective IaC
scripts. These anti-patterns include poor documentation, lack of testing, and poor code quality.

Finally, “Source code properties of defective infrastructure as code scripts” by Knauss et al. [21]
identified 12 source code properties that correlate with defective IaC scripts. These properties include
long files, high complexity, and low cohesion.

Impact and Implications of Security Breaches; Security breaches in IaC can have serious con-
sequences for organizations. According to Neharika and Lennon [30], security attacks are rapidly
increasing and can result in heavy fines when appropriate measures for security are not taken. Provi-
sioning infrastructure using manual configuration can also be a difficult task as it involves multiple
steps. The authors investigated securely provisioning infrastructure automatically using source code
analysis tool, container security tool, and IaC tools. They showed that source code and containers



can be scanned for vulnerabilities, and when critical vulnerabilities are not found, the infrastructure
can be automatically provisioned using Terraform script. The authors observed that implemented
systems can be scanned for vulnerabilities in source code and containers provisioned automatically
using secure IaC script.

In addition, cyber risk management is an important aspect of cybersecurity. According to a systematic
review of data by Kshetri et al. [23]], cyber risk management is essential for organizations to protect
their data from cyber attacks. The authors analyzed the extant academic and industry literature on
cybersecurity and cyber risk management with a particular focus on data availability. They found that
cyber risk management is an important aspect of cybersecurity and that organizations should take
proactive measures to protect their data from cyber attacks.

Security Management in IaC; IaC security is the practice of securing infrastructure that is managed
using [aC. This can include measures to secure the IaC codebase itself, as well as the infrastructure
resources that are managed using IaC [[1]. According to OWASP, security in IaC contexts is typically
managed by developers who are responsible for writing the code that defines the infrastructure([2].
However, security teams may also be involved in reviewing and approving the code before it is
deployed. Automation plays a critical role in IaC security by enabling security checks to be performed
automatically during the development process. This helps to identify potential security issues early
on and ensures that security is integrated into the development process from the beginning.

Security should be integrated throughout the entire Infrastructure as Code life cycle, from development
to deployment and beyond. According to TechTarget, IaC can help organizations achieve better
security by providing greater visibility into their infrastructure and enabling them to more easily
identify and remediate vulnerabilities[3]]. By treating infrastructure as code, organizations can apply
the same versioning techniques used for software development teams, which can help ensure that
changes are tracked and auditable.

5.2 [RQ2] Best Practices for Secure IaC Scripts

As the popularity of using Infrastructure as Code rises, it is vital that the security concerns of the IaC
are taken into attention. If the security of the scripts is not considered, organizations could introduce
vulnerabilities in their infrastructure. This section highlights the best practices for writing secure IaC
scripts to maintain secure, durable and resilient infrastructure. It is also important to note that we
cover the best practices for both the code itself and also some security considerations for what is
deployed and provisioned by the IaC.

Principle of least privilege; Analysis showed that the principle of least privilege is sometimes
violated [38]. This means that the IaC is provisioning infrastructure that gives the resources or
users too much access, often administration access. Instead, applying the zero-trust model for the
services is more secure because the application only has as few permissions as needed and only to
the resources it needs to access [29].

Use a secret management tool; Researchers found that more often than not, secrets were hard-coded
and exposed in the Git history [4], [38]. Usernames, passwords, API keys etc are often exposed which
causes vulnerabilities and might lead to security breaches. Instead of using hard-coded secrets, it is
recommended to use secret management tools where the secrets could be fetched from and injected
into the code [36]. Some examples of secret management tools are HashiCorp’s Vaultﬂ AWS Secrets
ManagerE] and GCP Secret manager

Fine-grained access control; Developers might often take shortcuts when implementing access
controls for servers, databases and other resources [38]]. For the initial testing and validation process
it is easy to take the path of allowing access from everywhere to not deal with connectivity issues.
However, when this security anti-pattern stays in the system permanently, security concerns rise up.
Instead of defining access to be allowed from 0.0.0.0/0 (everywhere) for servers and databases,
specific IP ranges of private networks should be utilized instead.

Testing; Performing continuous testing and delivery is one of the core practices of Infrastructure as
Code. For secure, resilient and durable infrastructure, testing is a vital cornerstone for achieving that.

>https://www.vaultproject.io/
https://docs.aws.amazon.com/secretsmanager/latest/userguide/intro.html
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It is reasonable to test in addition to many other aspects of the infrastructure, the security of the code.
Such as tests for asserting the status of ports, user access and overall resource access [29].

Other considerations; In addition to the aforementioned practices, it could also be important
to keep in mind other security concerns that could lead to serious threats. Such concerns include
the employment of TLS to prevent main-in-the-middle attacks [38]. In addition to using a secret
management tool to avoid hard-coding secrets, it is important to obfuscate secrets in the logs as
well [4]]. The final concern is the use of weak cryptography algorithms when for example setting up
passwords or SSH connections. Using weak algorithms could lead to collision attacks and might
open up your system to intruders [38].

5.3 [RQ3] Advanced techniques for identifying and mitigating security vulnerabilities in IaC
scripts

This section aims to give an overview of the recent research efforts focused on the development of
techniques for the analysis and detection of security anomalies in IaC scripts.

Model-Based Approach for Assessing Security-Related Practices; The widespread adoption of
IaC has revolutionized software deployments, but verifying adherence to architectural requirements
remains a challenge. In the paper titled “Assessing Architecture Conformance to Security-Related
Practices in Infrastructure-as-Code-Based Deployments™ [33]], the authors investigate security-related
practices in deployment architectures managed using IaC scripts. Their proposed model-based
approach utilizes technology-independent metrics tied to architectural design decisions in IaC-based
deployments, allowing developers to measure conformance to security practices such as observability,
access control, and traffic control.

To evaluate the effectiveness of their approach, the authors employ 21 IaC deployment models.
Initially, they model the essential aspects of architectural decision options using a minimal set of
deployment model elements, automatically extracting them from the IaC scripts. Subsequently, a
range of metrics is defined to cover various decision options, with the generated models serving as a
benchmark. Ordinal regression analysis is then employed to derive a prediction model. The results
demonstrate the efficacy of the proposed metrics, accurately predicting the ground truth assessment
with a high degree of accuracy. The significance of this approach lies in its ability to facilitate
the continuous assessment of deployment models, considering the influence of continuous delivery
practices.

Detection of Security Smells with SLIC; Security smells encompass patterns that serve as indicators
of vulnerabilities within a system, making them potentially exploitable. Just like any other software
system, Infrastructure as Code (IaC) is also susceptible to security problems. Rahman et al. [3§]]
carried out a study into coding practices that could potentially compromise security within Puppet
scripts. The study involved scrutinizing 1,726 Puppet scripts sourced from Mozilla, OpenStack, and
Wikimedia projects. Through descriptive coding, the authors identified 7 specific “security smells”,
which are common indicators of possible security issues, using, which often occur beyond the context
of Infrastructure as Code (e.g. “hard-coded secret”, “admin by default”). To detect these security
smells in Puppet scripts, the authors develop and evaluate SLIC, a rule-based method of detecting

security smells based on pre-defined string patterns.

The authors tested SLIC on a sample of 140 Puppet scripts containing manually labelled as containing
code smells, where it showed increased precision and recall rates. Further examination was carried out
on a larger scale, running SLIC on 15,232 Puppet scripts collected from GitHub, Mozilla, OpenStack,
and Wikimedia repositories. The "hard-coded secret’ smell was found to be most prevalent, appearing
in 21.9%, 9.9%, 24.8%, and 17.0% of scripts from the respective sources. The authors engaged
industry professionals by submitting 1,000 bug reports related to identified instances of security
smells, resulting in a 21.2% response rate. Among the responded reports, there was a consensus of
69.8% on the identified bugs, with the highest agreement observed for the “use of weak cryptography
algorithms” (84.6%) and “use of HTTP without TLS” (over 75%).

Expansion to Ansible and Chef Scripts with SLAC; A follow-up study by Rahman et al. [39]
expands the investigation of security smells to Ansible and Chef scripts, building upon the previous
research. They identify two additional smells and develop SLAC, a tool for detecting these smells
along with the ones identified in the earlier study. Evaluations demonstrate SLAC’s high precision
and recall in Ansible and Chef scripts (0.9 and 1.0, respectively). Empirical studies on thousands of



scripts reaffirm the prevalence of “hard-coded secret” (22.4% Ansible scripts from OpenStack and
6.8% Chef scripts on GitHub) in [38]] and other common smells, such as “suspicious comment” and
“use of HTTP without TLS”. A practitioner survey reveals agreement on security smells, although the
response rate was relatively low (9.4%), which should be considered when interpreting the findings.

GLITCH for Polyglot Security Smell Detection; The tools mentioned above are of great value
for practitioners, as they span a wide range of security smells and are built for the prevalent IaC
technologies (Puppet, Ansible and Chef). However, they are implemented separately (prone to
duplication), language-dependent and lack flexibility in introducing a new smell (one would have to
implement the logic for both technologies). To address this, the authors of “GLITCH: Automated
Polyglot Security Smell Detection in Infrastructure-as-Code” [41] propose a language-agnostic tool
that provides consistent security checks and smell detection for IaC scripts.

The proposed method achieve state-of-the-art (SOTA) performance by transforming IaC scripts
(Ansible, Chef or Puppet) into a new intermediate representation that supports the detection of
nine security smells. The framework was tested on a dataset of nearly 200,000 scripts and over 12
million lines of code. It operates based on security rules like “admin by default” and “hard-coded
secret”. When evaluated on this large corpus of IaC scripts, GLITCH outperformed existing tools
(like SLAC) in terms of precision and recall and demonstrated flawless results for rules such as
“admin by default”. The lowest precision was found to be 42% for the “hard-coded secret” rule. The
method displayed significant improvements in both precision and recall for Puppet, Ansible, and Chef
scripts. For Puppet, precision and recall increased by 8% and 13% respectively, while Ansible saw
improvements of 10 and 8 points. The most noticeable enhancement was for Chef, with precision and
recall increasing by 28 and 26 percentage points respectively. Additionally, GLITCH also provided
speedups over SLIC and SLAC, ranging from 9x to 32x.

Defect Prediction using RADON; Defective Infrastructure as Code (IaC) scripts can lead to severe
outcomes for software development organizations, such as monetary loss, security breaches and from
service disruptions. Predicting such failure-prone scripts is critical as it aids developers in prioritizing
their examination efforts and allocating resources effectively. In their article “Within-Project Defect
Prediction of Infrastructure-as-Code Using Product and Process Metrics,” Dalla Palma et al. [[12]]
introduce RADON, a Machine Learning framework designed to predict IaC defects. RADON utilizes
a variety of code, IaC-specific, and process metrics to perform tasks such as repository crawling,
metrics gathering, model creation, and assessment.

The authors conducted a thorough empirical study on Ansible code to evaluate RADON’s efficacy in
IaC defect prediction. They compared five ML methods for defect prediction in IaC scripts: decision
tree, logistic regression, naive Bayes, random forest, and support vector machine. Using a publicly
available dataset of Ansible-based IaC scripts from GitHub, they trained these models and assessed
their predictive abilities. The study found that the random forest model was the most effective, and
models using [aC-specific metrics (such as TEXTENTROPY, NUMKEYS) performed better than those
relying on other metric sets. Moreover, the study identified certain [aC-oriented metrics that optimize
prediction performance. These insights provide a guideline for choosing suitable prediction models
based on project-specific features and inform the development of prediction models for IaC scripts.
Despite the focus on Ansible, the authors believe the predictive models can be easily transferred to
other languages like Chef and Puppet, as several of the most influential features are general-purpose
metrics.

Detection of Linguistic Anti-Patterns with DeeplaC; Finally, linguistic anti-patterns, which are
recurrent poor practices causing inconsistencies in the naming, documentation, and implementation
of an element, not only obstruct the readability, understandability, and maintainability of source
code but also pose security challenges. In response to this security-sensitive problem, N. Borovits
and his team [[7] devised an innovative solution, DeeplaC, which is an automated tool that employs
word embeddings and deep learning techniques, specifically Convolutional Neural Networks [24], to
classify scripts based on the presence of these linguistic anti-patterns. The tool is trained on a dataset
of scripts, which have been purposefully modified with bugs.

DeeplaC'’s effectiveness was empirically trained and evaluated using a set of 18,286 scripts sourced
from 38 GitHub repositories, with artificially-inserted bugs. The tool exhibited strong performance
with an accuracy range of 0.785 to 0.915. Its standout performance was in detecting inconsistency in
the file module, where accuracy peaked at 0.915 and F1 scores for both inconsistent and consistent
classes exceeded 0.9.



6 Discussion

The literature review presented in the previous sections has identified key security issues and best
practices related to Infrastructure as Code (IaC) development and deployment. This section seeks to
discuss these findings, particularly focusing on their implications for future research and practical
applications in the field.

6.1 Security Implications in IaC

The study of IaC has revealed its potential for bolstering agile software development but also the
associated unique security threats. Misconfiguration, drift in immutable infrastructure, insecure han-
dling of confidential data, lax access management policies, and weak logging and monitoring policies
pose serious challenges to security [44]. Several studies have identified prevalent vulnerabilities in
IaC scripts, which include hard-coded secrets, weak permissions, insecure network configurations,
poor documentation, lack of testing, and poor code quality [S} 22} [21]].

These security vulnerabilities can lead to severe implications, including substantial financial losses
and reputational damage [30]. It’s therefore critical to manage IaC security effectively, involving both
developers and security teams, to perform regular checks and apply preventive measures [11 2} [3].

6.2 Best Practices for Secure IaC Scripts

Despite the potential risks, [aC has immense benefits, providing developers with more control and
visibility into their infrastructure. To leverage these benefits while mitigating the associated security
risks, certain best practices should be followed. These practices involve applying the principle of
least privilege [38l], using secret management tools [36], implementing fine-grained access control
[38]], continuous testing [29]], and other security considerations like the use of TLS and avoiding weak
cryptography algorithms [38]].

These best practices present a roadmap for developers and organizations to write and maintain secure
IaC scripts, hence promoting a secure, durable, and resilient infrastructure.

6.3 Advanced Techniques for Security and Defect Detection in IaC

Apart from following the best practices, researchers have also proposed advanced techniques for
detecting defects and enhancing security in IaC. The reviewed papers take on different angles in
addressing security within the context of Infrastructure as Code (IaC), with unique results and varying
levels of effectiveness. The model-based approach, presented in the first discussed paper, capitalizes
on architectural design decisions in IaC deployments. The paper successfully argues for a model-
based method that leverages technology-independent metrics tied to architectural design decisions. It
further consolidates this argument with empirical evidence, employing 21 IaC deployment models
to demonstrate the effectiveness of their method. Notably, the metrics predicted the ground truth
assessment with a high degree of accuracy. The method’s strength resides in its potential to contin-
uously evaluate IaC-based deployments, thus aligning with the core principles of DevOps culture
— continuous integration and continuous deployment. However, one potential drawback is that it
assumes the correct and complete extraction of model elements from IaC scripts, which may not
always be feasible, particularly when dealing with large, complex, or poorly documented scripts.

The work of Rahman et al. encapsulated in two sequential papers, explores the identification and
detection of ’security smells’ in IaC scripts. Their first paper, “The Seven Sins: Security Smells in
Infrastructure as Code Scripts” takes a focused view, investigating the coding practices that could
potentially compromise security within Puppet scripts. By defining and detecting seven distinct
security smells, the paper introduces a conceptually new and practical means of revealing potential
security issues. The second paper expands this approach to Ansible and Chef scripts with SLAC.
The follow-up research not only validates the previous work but also broadens its scope, thereby
enhancing practical relevance. A potential limitation of their approach is its reliance on predefined
smell patterns, potentially limiting its effectiveness against novel or less typical security threats.

The fourth study, “GLITCH: Automated Polyglot Security Smell Detection in Infrastructure as Code”,
takes a significant step forward by proposing a language-agnostic tool to detect security smells. The
strength of this approach lies in its versatility —- GLITCH’s intermediate representation allows for more
consistent security checks across multiple IaC technologies (Puppet, Ansible, and Chef). Moreover,



the tool’s performance surpasses previous solutions, showing improved precision and recall for all
three languages. However, a key consideration is that it still relies on detecting predefined security
smells, much like SLIC and SLAC, which could limit its effectiveness against non-standard or newly
emerging threats.

In the fifth analysed paper, the authors take a different approach to IaC security by employing
machine learning to predict defective IaC scripts. The strength of RADON lies in its ability to
effectively prioritize and manage the allocation of resources by providing predictive insights into
potential defects. It also gives developers actionable intelligence on which areas of their scripts need
attention. However, the predictive performance of the model could be compromised by the quality
and representativeness of the training data used or the inherent complexity of the defect prediction
problem.

The final paper, “Detection of Linguistic Anti-Patterns with DeeplaC,” adds a new dimension to the
security analysis of IaC scripts. The proposed tool, DeeplaC, harnesses the power of word embeddings
and deep learning to identify and classify scripts based on the presence of linguistic anti-patterns.
This approach is quite potent in that it can detect less obvious, yet consequential vulnerabilities that
stem from linguistic inconsistencies in IaC scripts. However, the tool’s effectiveness in real-world
scenarios may be limited by the nature of its training set, which was artificially modified with bugs.

In essence, each study offers valuable insights into mitigating security concerns in IaC contexts, each
with unique strengths and potential limitations. However, the varied methodologies highlight the
multifaceted nature of IaC security, suggesting that a combined, comprehensive approach may be
more effective in achieving robust and enduring security practices.

6.4 Future Directions

The ever-increasing reliance on IaC to manage modern cloud-based infrastructures necessitates further
research in this domain. Future research should delve deeper into understanding and modelling the
security risks associated with IaC, developing novel techniques for automatic vulnerability detection,
and creating tools that can assist developers in writing secure [aC scripts.

Moreover, future work should also aim to bridge the gap between research and practice by proposing
industry-relevant methodologies that ensure security in IaC without hampering the agility and
productivity it offers. Industry-academia collaborations can play a significant role in this regard by
combining practical industry insights with rigorous academic research methods to create more robust,
scalable, and secure IaC solutions.

7 Conclusion

In this paper, we have examined the state of the art in Infrastructure as Code (IaC) security, identifying
the most prevalent security threats and the implications of these risks. We have also highlighted
several best practices and advanced techniques that are essential for enhancing security in IaC scripts.
Our literature review emphasizes the importance of maintaining a balance between leveraging the
benefits of IaC and mitigating the associated security risks.

IaC has emerged as a powerful tool in managing modern cloud-based infrastructures. However,
the potential security vulnerabilities in IaC scripts can have severe implications if not properly
managed. It’s imperative for developers and organizations to adopt robust security measures, such
as the principle of least privilege, fine-grained access control, continuous testing, and use of secret
management tools.

The use of advanced techniques like static code analysis and machine learning for anomaly detection
has shown promise in enhancing security in IaC. Future research should focus on building upon these
techniques and developing tools that can assist in writing secure IaC scripts. Moreover, collaborations
between academia and industry can greatly contribute to the development of practical, robust, and
secure IaC solutions.

In conclusion, as the reliance on IaC continues to grow, it is crucial for all stakeholders to prioritize
security in IaC development and deployment, thereby ensuring the resilience and integrity of the
infrastructures they manage.
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Abstract

Serverless Computing and Function as a Service (FaaS) have risen to prominence
in the last decade due to the wealth of FaaS offerings from public cloud companies
including Amazon, Google and Microsoft. This Literature Study explores how
Serverless architectures impact the scalability and resiliency of applications, as well
as techniques that can be leveraged to design scalable and resilient Serverless ap-
plications. We investigate studies such as the Survey on Serverless Computing|[12]]
and A Fault-Tolerance Shim for Serverless Computing[29], and discuss the utility
of FaaS in different contexts. We conclude that although serverless architectures
provide many benefits to scalability and resiliency, there are also drawbacks that
decrease their utility in certain use cases, such as in stateful applications.

1 Introduction

Serverless Computing and Function as a Service (FaaS) are technologies that have been rising in
popularity in recent years, as seen by the market size and Google Trends. Serverless architectures
allow developers to focus on writing code, as the management of infrastructure is abstracted and
operational costs depend on actual use. Thus, using a Severless approach often results in application
development that is faster, more cost-effective, and more flexible than a traditional server-based
approach. Consequently, Serverless Computing and FaaS has become an important topic in the
current technology landscape.

In this literature study we aim to answer two connected research questions: 1. How do serverless
architectures impact application scalability and resiliency? and 2. How do we design serverless
applications that are scalable and resilient?

Scalability and Resiliency are important factors in the development of the majority of applications.

Developers aspire to create scalable applications such that they can handle increasing amounts of users
and data when demand increases. If applications scale badly, higher amounts of users could cause
performance to decrease (or halt), negatively affecting the users’ experience. Similarly, application
resiliency is crucial to minimise the effect of failures and to ensure the application can continue to
function smoothly. Scalability and Resiliency in Serverless computing has been investigated in the
past but often with limited detail, especially in the case of Resiliency, as most reviews have preferred
to analyse other factors of Serverless architectures such as their Performance and Latency, Cost



optimisation, or Security. Therefore, we have decided to focus on these areas and we assert that our
research questions are of high significance.

We have structured the remainder of our study as follows: In Section 2] we give some background
on the origins of Serverless Computing and FaaS, and detail some of the key concepts of Serverless
architectures. Additionally, we discuss some of the main benefits and challenges of these architectures.
We explore studies and literature regarding scalability in Section [3] including a case study of the
Toyota Connected Serverless Architecture. Then, we present the current literature regarding serverless
computing resiliency in Section[d] In Section[5] we give more detail on specific design techniques
and actionable advice that can be employed to develop resilient and scalable serverless applications.
In Section[6] We give our opinion on the research and discuss how applicable serverless computing is
to stateful applications. Lastly, We conclude our findings in Section 7]

2 Background & Concepts

Cloud computing has significantly evolved over the years, expanding its capabilities and transforming
how businesses operate and how applications are developed. Initially operating as an Infrastructure
as an Service (IaaS) [22] model, which provides basic compute resources, such as virtual machines,
storage, and networks, as services over the Internet. IaaS provides users with the highest level of
flexibility and control over their infrastructure, but it also requires users to manage and maintain their
own operating systems, middleware, and applications. Examples of IaaS are Amazon EC2, Azure
VM and Google Compute Engine. Next cloud services providers started introducing Platform as
a Service (PaaS) [[11]], to further abstract the underlying infrastructure. PaaS provides a platform
that includes both hardware and software tools over the Internet. This model eliminates the need
for users to manage the underlying infrastructure and allows them to focus on the deployment and
management of their applications. PaaS examples include AWS Elastic Beanstalk, Google App
Engine and Microsoft Azure Web Services. Currently cloud computing is embracing Serverless
Computing and Function as a Service (FaaS) [10]]. Each phase of this progression has sought to
enhance usability, decrease costs, and augment the degree of abstraction presented to the developer.

2.1 Serverless Computing and Function as a Service (FaaS)

FaaS is the most recent step in cloud computing’s evolutionary journey. In a serverless model, the
cloud provider takes over all the operational responsibilities, allowing developers to focus solely on
writing and deploying code. The term "serverless" does not mean that there are no servers, but rather
that the management of these servers is entirely handled by the cloud provider. The most notable
examples of FaaS include AWS Lambda, Google Cloud Functions, Apache OpenWhisk and Azure
Functions [27]]. The Rise of Serverless Computing |7|] formally defines serverless computing as a
platform that hides server usage from developers and runs code on-demand automatically scaled and
billed only for the time the code is running.

The FaaS service model started gaining a lot of attention after the release of AWS Lambda in 2014,
which started the overall serverless trend [31]]. Functions deployed to FaaS platforms are typically
event-driven, stateless, and often have short execution time. Developers outsource the maintenance
efforts to the corresponding platform provider. As a consequence, functions are automatically scaled
without any imposed limits on the amount of new instances [31]]. According to [7]], due to its
simplicity and economical advantages, serverless computing is gaining popularity as reported by the
increasing rate of the “serverless” search term by Google Trends.

FaaS isn’t the sole component of serverless computing. There’s also a set of specialized services
provided by cloud vendors, encompassing areas such as storage (for example, AWS S3, AWS
Elasticache, DynamoDB, Cloud Firestore, Cloud Pub/Sub), machine learning (for instance AWS
SageMaker), and data analytics (such as AWS EMR, Google BigQuery, and Google Cloud Dataflow).
These services fall under the Backend as a Service (BaaS) category [23]]. Although many of these
services were already in existence when FaaS was just beginning to be accessible to the public, they
can be viewed as serverless services with a specific focus, given that they similarly free developers
from managing the underlying hardware resources. The entirety of serverless computing is a blend of
the generic FaaS platform and the supplementary services provided by BaaS. For example, lambda
functions frequently employ BaaS storage services such as AWS S3 for storing their input and output
data. Consequently, serverless computing is considered as the fusion of FaaS and BaaS [23].
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Figure 1: Example of serverless back-end of CSP [12]

2.2 Benefits
Serverless architectures offer several key benefits.

1. They provide a high degree of scalability, as the cloud provider can instantly provision more
resources to handle increased demand. Thus, they benefit from cloud providers’ economy of
scale on resource utilization.

2. They allow for precise billing, as users only pay for the compute time they consume which
is typically less than the cost of running dedicated servers. The pay as you use concept is
one of the key aspects of serverless computing. Depending on the exact scenario, building
in serverless often leads to a reduction in cost, particularly on variable work loads. However,
in some cases, such as on some stable workloads, the costs can be greater [[12]].

3. One of the unique and key benefits of serverless computing is the capability to scale to zero
instances when there are no requests hitting the service. This means that there is no cost
incurred until the application is invoked by an event.

4. Serverless architectures also have the potential to improve developer productivity, as devel-
opers can focus on writing code without worrying about infrastructure management.

2.3 Challenges
There a several drawback to serverless computing and FaaS.

1. They introduce new complexities in areas such as testing, monitoring, and debugging.
Additionally [12] observed a lack of solutions for testing, debugging and versioning FaaS-
based projects, especially for separately testing, debugging and versioning of FaaS-based
applications from the functions used to implement them.

2. Serverless platforms have millisecond-scale runtime overheads, making them unable to meet
the strict sub-millisecond latency targets required by existing interactive microservices [[14].

3. Serverless architectures can lead to increased reliance on a single cloud provider, raising
concerns about vendor lock-in. This can be argued as a general cloud service issue and not
specifically to FaaS. However often there is out-of-the-box integration with provider-specific
services. For instance, AWS Lambda can natively be combined with Amazon SQS to use
message queues as sources triggering function execution [3 1.

3 Scalability in Serverless Computing

Scalability, in the context of cloud computing, refers to the ability of a system to handle a growing
amount of work or its potential to accommodate growth in demand. This typically includes the
system’s capacity to increase its performance proportionally with added resources, such as servers
or storage. There are different notions of scalability as described in the examined literature, mainly
the differentiation of horizontal and vertical scaling. The former meaning the addition of computing



nodes to the system and the latter the addition of computing power to a single node. [24] states
that horizontal scaling is used in cloud computing environments [[20]]. Another differentiation of
scalability definitions is proposed by [19], defined differently for both PaaS and SaaS respectively as
“platform scalability is the ability of the execution platform to provide as many (additional) resources
as needed (or explicitly requested) by an application” and “means that the application maintains its
performance goals/SLAs even when its workload increases (up to a certain workload bound)”[19]].

Serverless computing takes scalability to a new level by abstracting away the underlying infrastructure,
allowing developers to focus solely on their application code. This abstraction eliminates the need
for manual intervention in resource provisioning and load balancing, as the serverless platform
automatically scales the application in response to demand. The automatic scaling characteristic of
serverless computing is largely enabled by Faa$, as described in the Section 2] When a function
is triggered by an event (e.g., an http request), the serverless platform automatically allocates the
necessary resources to run the function. If the number of events increases, more instances of the
function are automatically run in parallel.
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Figure 2: Case study example of Toyota Connected Serverless Architecture [18]]

An example of scalability in serverless architectures comes from Toyota Connected. Toyota Connected
is a subsidiary of Toyota, and it provides a range of technology services, including connected
platforms, big data, mobility services, and other automotive-related services. They decided to build a
platform using serverless architecture, specifically AWS Lambda, Amazon Kinesis Data Streams, and
Amazon S3 [18]]. Through this serverless architecture, Toyota Connected was able to scale up to 18
times its usual traffic volume, demonstrating the scalability of serverless. It was handling 18 billion
transactions per month running through the platform. Additionally it also reduced data processing
times by 97.5 percent, representing a significant increase in efficiency and a reduction in operational
burden [18]].

3.1 FaaS Execution at Scale

There are two main approaches to FaaS Execution at Scale. One is the traditional Container-Based
Execution, the other is an emerging hybrid approach of Container and Virtual Machine.

Container-based execution is arguably the most popular approach in the FaaS landscape. In this model,
each function runs inside a container, a lightweight standalone executable package, including the
function code, runtime, system tools, and libraries. Services like Azure Functions use this approach.
The container-based model’s primary strength is that containers are lightweight compared to virtual
machines, they can be started and stopped quickly, making them suitable for short execution time
for FaaS workloads. Moreover, containers are isolated from each other, improving the security and
reliability of functions. However, the container-based execution model also has some drawbacks.
The cold start time can sometimes be longer than desirable. Furthermore, this model requires careful



management of container resources to prevent functions from exhausting their allocated resources

[25].
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Figure 3: Architecture of Amazon Lambda Back-end [9]

The hybird method can be seen with Amazon Firecracker as seen in Figure [3], which provides a
unique approach to FaaS execution that combines elements of both VM-based and container-based
execution. In the context of AWS Lambda, a FaaS offering by Amazon Web Services, Firecracker
is used to provide a secure, multi-tenant isolation boundary. When a function is invoked, AWS
Lambda uses Firecracker to create a microVM for that function. This microVM provides a level of
isolation that is similar to what a traditional VM provides, but with the speed and resource efficiency
that is closer to what containers provide. This allows AWS Lambda to securely run functions from
multiple customers on the same physical machine without them being able to interfere with each
other. Firecracker’s microVMs can start up in as little as 125 ms and consume a fraction of the
resources compared to traditional VMs [2]].

3.2 Challenges with scaling in serverless computing

1. A key differentiator of serverless is the ability to scale to zero, or not charging customers
for idle time. Scaling to zero, however, leads to the problem of cold starts, and paying
the penalty of getting serverless code ready to run. The FaaS platform needs to allocate
resources for the function, load the runtime, and then start the function, which can result in
a significant delay. Techniques to minimize the cold start problem while still scaling to zero
are critical [4]).

2. Another challenge is that while serverless platforms handle many aspects of automatic
scaling, they do not completely remove the need to consider scalability in the application
design. For example, a serverless application that interacts with a traditional database may
become a bottleneck if the database cannot scale as quickly or efficiently as the serverless
functions.

4 Resiliency in Serverless Computing

The term resiliency is usually used to describe applications that are resistant to failure. A resilient
system should be stable under unexpected changes to infrastructure or data [[15]].



On the one hand, Serverless architectures have some benefits with regards to resiliency. For one, the
user can concern themselves less with damage and/or issues regarding the infrastructure, as many
issues and/or damages will be handled by the cloud provider. Most cloud providers have automatic
tests to check for any errors with hardware, and settings can be configured to restore and/or rerun any
failed processes. This is dubbed ‘retry based fault tolerance’.

Furthermore, a serverless architecture can also aid with communication between services. Cloud
providers often offer infrastructure services such as queues to help implement robust communication
patterns. Though they are not infallible, these services simplify the problem for developers, and are
usually less likely to fail than custom code.

However, as mentioned in [[17] , the reliability guarantees of the infrastructure provided by serverless
computing (i.e. ‘retry based fault tolerance’) is often insufficient for applications requiring stronger
notions of resilience such as in autonomous vehicles or analysis of live sensor feeds. It is especially
an issue for applications that modify a shared state, as failures can cause partial updates that introduce
faulty or outdated data into the state. Due to these issues, most reviews of Serverless Computing’s
state of the art consider resiliency to be insufficient in many cases, and it has been considered an open
challenge [21]].

4.1 Log-Based Runtimes

Recently, there have been many new attempts to address the challenge and improve resiliency of
applications utilising serverless architectures. One attempt to improve the fault tolerance of serverless
computing was made in [32]]. This paper addresses the struggle to achieve a consistent and fault-
tolerant critical state for stateful applications. An example to illustrate this problem is given in
[13]]: Suppose there is a travel reservation app built with serverless functions. When processing a
reservation, the application might call a function to book a hotel as well as a function to book a flight,
but if the functions fail it could result in an inconsistent state. The paper provides a solution to this by
introducing a runtime for composing stateful serverless functions named Beldi. It extends a prior
log-based approach, called Olive [26], with new data structures, algorithms, protocols, and garbage
collection. Thus, the previous fault-tolerance approach is extended to stateless serverless functions,
resulting in improved resiliency. The authors evaluated their approach by porting three applications
to their runtime: a movie review service, a travel reservation application, and a social media site.
Their results showed an increased, but still reasonable, latency (around 2-3x higher median response
time when compared with the baseline, depending on the number of requests per second).

This approach was improved a year later in [13]]. The authors implemented a new serverless runtime
which implemented distributed shared logs by use of a LogBook API. Evaluations performed by the
authors resulted in a performance improvement of up to 4.7x when compared to Beldi.

4.2 Fault-Tolerance Shims

As well as this, there are studies that aim to improve resilience for serverless computing in other ways,
such as A Fault-Tolerance Shim for Serverless Computing [29]]. In this paper, the authors introduce a
low-overhead shim for serverless computing that enforces a read atomic isolation guarantee. This is a
notion introduced in [3|], where the authors state that “a system provides Read Atomic isolation (RA)
if it prevents fractured reads anomalies and also prevents transactions from reading uncommitted,
aborted, or intermediate data". In order to facilitate the design of this shim, the authors developed
new protocols to guarantee read atomic isolation for shared storage, as well as a garbage collection
scheme for these protocols to reduce the storage overhead.

The Master’s Thesis by Saurav Chhatrapati, Towards Achieving Stronger Isolation in Serverless
Computing|8]], builds on this work. Here, the author suggests that Read Atomic Isolation does not
prevent all consistency anomalies, and still allows some anomalies such as Lost Updates, Missing
Dependencies, and Predicate-Many-Preceders, which can make it difficult for developers to reason
about their applications. The author introduces a new low-overhead shim for serverless computing
that enforces a stronger notion of consistency, Snapshot isolation, which guarantees Read Atomic
Isolation and extends this by also preventing the aforementioned anomalies.



S Designing Scalable and Resilient Serverless Applications

5.1 Designing Scalable Applications

As discussed in Section [3] Cloud platforms can scale Serverless applications for developers automati-
cally, so there is less need for the developer to engineer a scalable design. However, it may still be
necessary to consider the application design if the application interacts with other systems, such as
external databases and APIs.
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Figure 4: Scaling Patterns [T]]

Function handle(...)
{

<work>
return ...

}
l Output

The Google Cloud blog[[1]] explains how Faa$ scales using Figure[d] In 1, the most basic diagram, a
single function takes an input and gives an output. In 2, the function is extended by taking multiple
inputs and returning mulitple outputs. In 3, the serverless platform scales this horizontally, by
providing multiple instances of the function(s). Finally, the fourth diagram visualises a highly scaled
application, that may be bottle-necked by external systems.

Listed are some of the techniques that developers can use to solve the resulting problems, and ensure
their serverless applications scale well:

. Set Connection-Limits

. Limit Rate of Work

. Rate-Limit HTTP Requests

. Process work in Batches

. Use Managed Services

AN L AW =

. Perform Monitoring

5.2 Designing Resilient Applications

In order for a system to be resilient, it should be designed such that any unit/component can fail or be
temporarily inaccessible without causing the entire system to fail. Additionally, components of the
application should be able to resume after downtime with all data being preserved.

Even when using infrastructure services from a cloud provider, some consideration should be
given to the communication pattern between services. For Instance, Depending on the use-case it
may be preferable to use a Direct (Circuit Breaker) Communication pattern, or an Asynchronous
Communication Pattern (as pictured in Figure[5] In case of an Asynchronous Communication Pattern,
the developer will still need to account for downtime in a queue if one is being used, so the design
would ordinarily include some form of data storage to be used in this case.

As in designing applications for scalability, there is a series of best practices that can be followed by
developers to ensure good resiliency:

1. Modularity (Break the application into decoupled subprocesses)

2. Meaningful error handling and logging/monitoring

3. Design for idempotency, downtime, and high-throughput peaks

4. Build resiliency into workloads and communication patterns



calling called calling called
service call service service service | pyblish subscribe | Service
>l T request request
queue >
€ = m e e ! subscribe publish

L response: success ' handle response response

: H < queue| |«

! H response 1

o H

call service

internal
error

. publish subscribe
internal request request
/\ error
Sy < 0 S D queue g
internal
Q error
LSS0 L e

response: error

retry
internal
error
|

retry

retry

subscribe publish

/!\ timeout
handle response response
R T T F LT TT o P response | [€ queue|
send cancellation P

Figure 5: Direct Communication Pattern (Left) and Asynchronous Communication Pattern (Right)
(15]

6 Discussion

6.1 Summary of Current Research

From the research we investigated, we formed a few main judgments. One of these is that although
there are challenges to Scalability and Resiliency in Serverless Architectures, most users are satisfied
with the services and benefits that cloud platforms provide in these areas, for example the automatic
horizontal scaling of stateless serverless functions. Furthermore, by following best practices as
outlined in Section[5] the majority of developers can solve most problems they encounter.

This is corroborated by [30]], where authors analysed several hundred questions from Stack Overflow
and categorised them into relevant groups. The paper did not find scalability or resiliency to be a
common concern among developers.

We believe that scalability and resiliency become more significant problems in more specific use-case
scenarios, such as when working with stateful serverless applications or functions. In these cases
we have seen additional research that aims to solve these problems (at the cost of additional latency)
such as log-based runtimes and fault-tolerance shims as described in Section[d One compelling point
of discussion is whether or not serverless architectures should be used for stateful architectures at all,
or whether the drawbacks outweight the benefits. We consider this in the following section.

6.2 When to use Serverless (Stateful vs Stateless)

Common reasons not to use Serverless Architectures include Vendor Lock-In, Latency concerns and
unique security risks. We have mentioned some of these in Section[2] Another common critique of
Serverless computing is that it is not very compatible with Stateful applications or functions.

Indeed, there are some drawbacks to developing stateful applications using serverless architectures.
Firstly, there is limited scalability - the automatic horizontal scaling that is done with stateless
serverless functions does not translate directly to stateful functions as there may be a need for
synchronising a share state accross multiple instances of functions. Secondly, as explored in Section
Ml ‘retry-based fault tolerance’ is often inadequate in stateful applications, creating a need for
alternative solutions. Furthermore, the additional complexity of the application design due to the
need for synchronisation of state might result in a more difficult development process, as well as
higher latency and cost.



However, as we have seen in Section[d] there are ways to solve the problems introduced by Stateful
Serverless Computing, meaning it can be an effective approach in some use-cases. Moreover, there
exist other techniques for Stateful Serverless Computing that we have not explored in depth in this
literature review [28}, (165, 6].

In closing, we believe that the decision of whether to use Serverless computing for developing
stateful applications (or in general) depends highly on the specific use-case, and the requirements and
constraints associated with it. If, for example the serverless approach would introduce a large amount
of excess complexity, such as in the case of a machine learning application, it may be preferable to
use a traditional server based approach.

6.3 Future Research Possibilities

In future, researchers can continue looking into different techniques to increase the ease of Stateful
Serverless application development, such as novel approaches for managing the shared state. Re-
searchers could also improve scalability and resiliency by examining the strategies used by current
cloud platforms and considering improvements that could be made. For example, researchers could
look at different methods of resource allocation in the case of scalability, or investigate fault tolerance
by use of chaos engineering and fault injection. A final area that could be analysed in higher depth
are the emerging hybrid approaches to FaaS Execution at Scale, as discussed in Section 3]

7 Conclusion

In conclusion, We answered how serverless architectures impact application scalability and resiliency
by investigating existing studies based on existing applications, reviews of state of the art, and
other recent research in these topics. We established that serverless computing provides numerous
benefits to both scalability and resiliency, primarily in the form of automatic horizontal scaling of
stateless serverless functions and retry-based fault tolerance respectively. Moreover, we investigated
the drawbacks on scalability and resiliency in stateful applications, and discussed whether or not
serverless architectures should be used for them. Finally, We answered how to design serverless
applications that are scalable and resilient by describing some of the more relevant industry practices.
An implication of our study is that some of the main weak points of serverless architectures are in
developing stateful applications. We suggest that future research could continue to explore this area.
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1 Introduction

The concept of fog computing has gained significant attention as a potential solution for enhancing
how data is processed and analyzed. Rather than relying exclusively on distant servers like conven-
tional cloud computing approaches do, fog computing moves computation capabilities closer to the
data source. This shift makes it possible to quickly and efficiently draw meaningful insights from
large amounts of data before taking necessary actions [|1].

Although fog computing addresses challenges with cloud computing such as offering cloud services
with lower latency and with ad hoc adaptations, it comes with its own challenges. For instance, it is
integral to ensure secure connections between distributed fog nodes and between nodes and mobile
devices, guarantee nodes can scale according to network traffic and have a rigid fault tolerance system
in order to avoid possibly detrimental consequences of failures or significant loss of data [2], [3].

Blockchain’s cutting-edge encryption algorithms and consensus mechanisms can be used in fog
ecosystems and offer new ways of ensuring transparency, accountability, and resilience in environ-
ments including countless connected devices [4]], [S]. Blockchain is a novel technology made to
simplify interactions with multiple parties through distributing a shared database, also called a ledger.
By sharing copies of the ledger across a computer network, alterations of it become near impossible.
As such, blockchain can enhance security, reduce expenses, speed up processes, increase transparency
of fog computing[6].

This study seeks to answer a crucial research question: How can blockchain technology be effectively
utilized to enhance the security and trustworthiness of fog computing systems? Through literature
reviews, this paper sheds light on these two advancing domains and discusses solutions to challenges
with fog computing with the help of blockchain. It will consider how blockchain can enhance fog
computing by contributing to data integrity, managing access control and increasing privacy and
trustworthiness of data transactions in the fog.

The setup of the current paper is as following: section[2]and 3]describe fog computing and blockchain,
section [ introduces some challenges with fog computing and section [5] discusses how the many
characteristics and many benefits of blockchain technology can be used to address the issues of fog
computing. Section [6]concludes the paper, and section [7]considers future studies on the highlighted
topic.

33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.



2 Fog Computing

Fog Computing was introduced by CISCO in 2011 [7]]. Data is accessed typically at the "edge" of the
cloud. The fog originates from a wish to bring resources closer to the end-user by creating endpoints
at the edges of the network, for instance executing processing in the fog for online gaming, where
low latency is important [[7]].

Figure[I|shows an overview of the deployment of the fog. It is not separate from the cloud, but rather
an extension of it, or an additional layer between the cloud and the end-user devices. While some
processing is executed at the edge of the cloud, some are still sent to the cloud [|1f].

Architecturally, fog computing consists of three layers: the terminal layer, the fog layer and the cloud
layer. The terminal layer is where the end-user devices lie such as smart phones, tablets, computers
and other types of IoT devices such as smart home appliances [§]]. Data from the terminal layer is
transmitted to the edge of the network, to fog layer. This layer constitutes of numerous fog nodes,
such as servers, access points and gateways in which some computing, storage and transmission
happens [8]]. The fog layer interacts with both the terminal layer and the cloud layer. This layer is the
"cloud", which has the same capabilities as the fog layer but on a much larger scale and power level
and more resources [8]].
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Figure 1: Fog Computing’s deployment overview

What makes up the fog (and also the cloud) are resources for computing for data processing, secure
network to transfer data, and storage of client data for the cloud [1]. The fog is characterized by
having many devices deployed over large distances, such as on highways or spread across a city. In
contrast to the cloud, the fog is decentralized and distributed [7], [9], [10]]. Additionally, as fog nodes
are used in various environments, heterogeneity is another important factor of fog nodes, in terms of
adapting to their specific use cases, environments and devices in which they are deployed [/1]], [11]].
Fog nodes can be installed in devices that are static or moving, such as a car. A consequence of fog’s
localization abilities and heterogeneity is context awareness, contributing to the fog’s ad hoc abilities.



Fog computing primarily deals with sharing devices capable of running applications locally and
communicating directly with each other. This involves performing cloud-like functions, such as data
computation, data query, data storage, and data sharing services [9]], [11]], on decentralized devices
near the points of data creation. This allows for data to be processed closer to where it originates,
without necessarily having to send it back to a centralized server or the cloud [2]. This improves
efficiency and reduces latency and resource consumption through less raw data being transmitted over
large networks, and consequently reduces processing costs [1]], [3]]. Fog computing is thus especially
suitable for use cases such as real-time control and monitoring and handling large amounts of Internet
of Things (IoT) device data. [2], [9].

Another important feature of the fog is support for mobility by communicating with mobile devices
directly, and with a wide range of devices [3|], [7]]. The fog uses the LISP protocol, which contributes
to effective distribution over wide areas and connection of many fog nodes. LISP is a routing
architecture created by CISCO inc, which splits device location and device identity. Separating the
two improves scalability and routing [[12].

2.1 Cloud Computing

The cloud allows for more computational power and processing of large volumes of data, in one
centralized place. Software as a service (SaaS), platform as a service (PaaS) and infrastructure as a
service (IaaS) are the three main services which cloud computing is utilized for. Examples include
Amazon Web Services, Microsoft Azure, and Google Cloud Platform, all cloud services provided by
large technology corporations which offer one of more of the three services [1], [10].

Alternatively to fog computing, cloud computing processes data remotely on shared resources
accessed in remote servers over wide area networks such as the Internet or other centralized data
centers [11]. This data is usually stored far away from the user, thus may result in higher latency when
accessed as compared to data in the fog. As the cloud is online and relies on access to the Internet, it
is also susceptible to the same security issues as the Internet. Deployment in the fog mitigates this
issue to some degree as the data travels shorter distances and can be accessed offline [1]], [[10].

A precursor to the fog is "mini clouds" or "edge clouds", which are smaller clouds placed at the edges
of the network that work as entry points for IoT devices and in order to confine network traffic within
its bounds and bring resources closer to the end device, much like the purpose of the fog today, as
Vaquero and Rodero-Merino describe in their 2014 paper [9] and Chang et al discuss in their paper
from the same year [[13].

3 Blockchain

A blockchain serves as a digital ledger recording various types of transactions and interactions
occurring within its ecosystem. Each entry, called a block, holds numerous transactions, along with
a timestamp, a unique identifier representing the previous block (known as a parent hash), and a
randomly generated number value (a nonce) necessary for verifying the hash and that can only be
used once [4]]. Before a block gets added to the blockchain, these components undergo validation
processes agreed upon by participating nodes in the network [4], [14]. Every blockchain maintains
multiple copies of its entire history, stored on different nodes throughout the distributed system. To
guarantee consistency among nodes, a peer-to-peer (P2P) validation mechanism helps nodes compare
their local versions of the blockchain with each other [4]]. Figure 2 shows an exmaple of a blockchain,
and what a block consists of, where "TX" is a transaction.

The use of cryptographic techniques, such as hash functions, provides additional safety measures by
making it harder for potential cybercrime attacks [6]]. Changes made to transactions or files will also
change the corresponding hash values in subsequent blocks, making it easy to detect tampering [14].
Timestamp recording, in addition to the hash-values, lowers the risk of deception [6]. The distributed
nature of blockchain works as a safety mechanism in case of network disruptions as it lessens the
potential of single-point of failures. Another feature of the non-centralized structure is the lack of
third-parties involved, which again increases trustworthiness and user privacy by lowering the risk of
data breaches or access to user data by intermediaries [4]. Furthermore, once written, information
becomes essentially immutable, which makes blockchain a sturdy and secure technology that can



further promote data integrity [6]], [[14]. Overall, blockchain technology bring advanced security to
digital record-keeping by establishing confidence in the accuracy and integrity of transactions.
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Figure 2: Example of a blockchain [4]

Section [3] discusses how the many inherent abilities of blockchain technology can provide many
benefits to fog computing.

3.1 Bitcoin

In 2008, the crypto currency Bitcoin was introduced by a person or several people under the name
"Satoshi Nakamoto" [[15]]. In 2009, Bitcoin was released as open source and has since become the
most popular usage of blockchains, specifically transactions in Bitcoin and the validation of these
[15].

Validating transactions through P2P reviews is the principle of Bitcoin mining. All computers on a
blockchain network has access to the exact same files. Bitcoin mining is essentially a race to validate
the hash of a newly added block in the chain for a reward in Bitcoins [[14], [[15]. Also called Token
Economics, this ensures that a transaction can only be sent if the sender has sufficient funds, and the
node selected to verify the transaction is rewarded in bitcoins [[16]].

4 Challenges with Fog Computing

This section includes an extensive discussion of challenges with fog computing. Specifically, the
context of the following discussion are challenges with privacy, security, scalability, mobility, fault
tolerance and reliability are addressed, why these challenges occur in fog ecosystems and the
requirements for mitigating these challenges.

4.1 Privacy and Security

Due to its scattered nature and the availability of linked devices, fog computing presents new
security and privacy problems. Fog nodes and devices must create encrypted channels to secure
data transmission from unauthorized access. Secure communication is essential as fog computing
involves processing sensitive data at the edge, privacy protection becomes particularly critical. User
privacy can be protected by using privacy-preserving methods such secure data aggregation and
data anonymization. While data anonymization [17] techniques protect personal information by
de-identifying or concealing data, secure data aggregation [18]] integrates data from numerous sources
while protecting individual privacy. For identifying and reducing security risks in fog computing,
continuous security monitoring, intrusion detection systems (IDS) [19], and anomaly detection
procedures are crucial. The security posture of the foggy environment is maintained through proactive
monitoring and prompt response to security issues [20]. While anomaly detection techniques enable
the detection of unexpected patterns or behaviors that may indicate a security breach, IDS can spot
possible threats and abnormalities.

4.2 Data Integrity

Data integrity is another critical aspect in fog computing. Fog nodes should verify the accuracy and
integrity of the data they receive from sensors or other devices before transmitting or processing it.
This verification helps ensure that compromised or tampered data does not propagate throughout the
fog network, maintaining the integrity of the overall system [21]]. Role-based access control and fine-
grained access control are two access control strategies that are crucial for preventing unauthorized



access to sensitive resources and data. Since fog computing includes processing sensitive data at
the edge, privacy protection is particularly crucial [22]. User privacy can be preserved via methods
like safe data aggregation and data anonymization. Detecting and reducing security risks requires
constant security monitoring, intrusion detection systems, and anomaly detection procedures [23]].

4.3 Scalability and Mobility

Due to its dynamic nature, where devices and services can enter or exit the network at any time,
fog computing presents substantial issues in terms of scalability and mobility [24]]. It is a difficult
task to guarantee uninterrupted service delivery while managing dynamic connectivity and ensuring
seamless handover [25]].

To deal with these issues, mechanisms like Mobile IP and seamless roaming have been created. As
the number of devices and services rises, load balancing becomes more and more important [26]. To
avoid performance bottlenecks and maximize system effectiveness, the workload must be distributed
among fog nodes efficiently while taking into account their processing power and resource availability.
It is a difficult task to manage network latency in a dispersed system with varied network conditions
and multiple devices. Cutting down on latency, increasing responsiveness, and boosting the user
experience all depend heavily on strategies like edge caching, adaptive routing, and real-time traffic
management [27]]. To efficiently manage the ever-increasing scale of fog computing environments,
scalable resource management techniques, decentralized decision-making algorithms, and effective
resource provisioning systems are also essential.

4.4 Fault Tolerance and Reliability

Fog computing systems must be fault tolerant and reliable in order to handle failures, disturbances,
and unstable network conditions successfully [28]]. Redundancy and fault-tolerant systems must
be put in place for reliable service delivery. Even in the event of failures or disruptions, the use
of redundant fog nodes, backup assets, and replication techniques helps ensure service availability.
Additionally, it’s crucial to control network congestion, which might happen as a result of a large
number of devices and data traffic [29].

Fog computing systems can reduce network congestion and guarantee reliable data transfer by
applying congestion-aware routing, traffic shaping, and Quality of Service (QoS) management
techniques. Due to the variety of resources and devices, detecting errors and failures in a distributed
fog environment can be difficult. To sustain system reliability, it is essential to integrate fault detection
systems, proactive health monitoring, and efficient fault recovery processes [30]. Fog computing
systems can achieve continuous operation and provide dependable services to end users by utilizing
fault-tolerant techniques and backup options.

S Addressing Challenges of Fog Computing with Blockchain

A possible paradigm for enabling effective and decentralized computation at the network’s edge is
fog computing. However, it also presents a number of difficulties, particularly in terms of privacy
and security. To achieve effective fog computing and overcome its challenges, establishing robust
security features is imperative. The incorporation of blockchain technology holds a lot of promise
for overcoming these difficulties. Blockchain, which is renowned for being decentralized[31]],
open, and impervious to manipulation, can offer ground-breaking solutions to improve security,
safeguard personal information, and build trust in fog computing environments. It can create secure
communication channels, maintain data integrity through tamper-proofed records, apply fine-grained
access controls, preserve privacy via encrypted data sharing, develop trust and reputation models, and
establish consensus protocols among fog nodes[32]. Furthermore, organizations seeking to adopt fog
computing can leverage these strengthened capabilities to deliver high-quality services, reduce costs,
and mitigate risks in today’s dynamic business landscape.

5.1 Secure Communication

Secure communication is a crucial component of fog computing, especially when dealing with
sensitive data, such as data concerning private health information. To address this concern, utilizing



blockchain as a decentralized framework establishes a highly resilient means for communication.
Blockchain uses advanced cryptographic protocols and consensus methods to guarantee immutable
records and prevent malicious intrusions [6]], [33]]. For instance, private keys can be generated
and securely distributed via blockchain, allowing fog nodes to safely communicate without risking
exposure to single points of failure. Blockchain’s immutability feature guarantees unchanging secret
key, reducing potential of attacks. Additionally, if a node were to be compromised, other nodes in the
network could continue functioning without incurring further damage as they are distributed.

Hash values stored onto the blockchain create irrefutable cryptographic proofs that specific data
was transmitted at a given point in time [[14]], [15]. Permanently recorded transmission records
provide accountability and deter against false claims or misinformation spread through fog networks.
Additionally, a secure connection enabled by blockchain’s solid structure protects sensitive data from
being exposed to potential threats outside of the fog network. This added layer of protection can
increase confidence and trust among participants.

These features create a robust foundation for secure data exchange within the fog environment,
solidifies the integrity of data and prevents unwanted access.

5.2 Data Integrity

Ensuring the authenticity and validity of sensor data becomes critical when implementing fog
computing systems. Utilizing blockchain as a validation tool provides multiple advantages for
achieving these objectives. One significant factor is its immutability feature, where once recorded,
data cannot be tampered with [4]. Thus, any changes made to the data must go through a validated
process involving multiple parties, ensuring data consistency and accuracy over time [4], [[14]]. By
employing blockchain technologies, fog nodes can thoroughly examine and affirm the accuracy of
information received from connected devices without fear of compromise. Any attempt to modify
data on the distributed ledger can be instantly detected and flagged by the nodes. This creates a robust
mechanism against fraudulent modifications and increases data trustworthiness.

Transparent record-keeping is another key attribute offered by blockchain, allowing stakeholders
to monitor transaction activity in real-time [6]. By having complete visibility into all aspects of
a fog network, stakeholders and decision makers alike can quickly identify anomalous behavior,
monitor and confirm data transactions and ensure accountability within the fog network. Additionally,
disputes concerning authenticity, authorship, or provenance can be resolved with high confidence
since every node shares identical copies of the shared history [5]], [34].

5.3 Access Control

Systems for managing identities based on blockchains in fog computing settings provide decentralized
and secure access control. By using blockchains to manage identities, one can ensure that each device
has a distinct digital signature that can be verified across the entire system. This makes it possible to
control access to data and resources in a decentralized manner [33]].

Smart contracts can be used to manage access rights, giving users granular control and lowering
the possibility of illegal access to private information. Smart contracts are self-executing pieces of
code that automatically enforce rules and terms as defined by their developers. They can be used to
manage access rights to different resources and services within the fog network [35]. For example,
a user might create a smart contract that specifies who has permission to view certain documents,
under what conditions those permissions may be revoked, and so forth. These contracts are stored on
the blockchain, making them immutable and transparent, which helps further increase security and
trustworthiness [36]], [37]].

5.4 Privacy Protection

Blockchain technology makes it possible for fog computing to use privacy-preserving processes like
private smart contracts and zero-knowledge proofs [35]]. These methods protect user privacy and the
confidentiality of their data by enabling sensitive data to be securely processed and authenticated
on the blockchain without disclosing the underlying data [|33]]. For instance, instead of revealing
customer names or addresses when conducting transactions between peers, encrypted tokens which
represent this data are used.



As data is spread over numerous nodes instead of concentrating it in centralized repositories, attack
surfaces decrease. Furthermore, as blockchain relies on a combination of cryptography and peer
validation, dependencies on and data exposure to external sources and third-parties is reduced.
Additionally, trustless architectures eliminate reliance on intermediaries, promoting greater individual
control over personal info, such as smart contracts and predefined consensus mechanisms. Smart
contracts also allow for specifications of detailed rules on access control [36], [37]].

5.5 Trust and Reputation Management

Blockchain’s decentralization and transparency enable reputation management inside the fog comput-
ing ecosystem. Stakeholders can build confidence and evaluate the dependability of fog nodes, devices,
and services by documenting transactions, interactions, and performance data on the blockchain .
Supply chain tracking helps ensure components are genuine and meet specified quality criteria [34].
This visibility and traceability enhances consumer trust as they can check whether a anything has
been tampered with along its journey. As a result, dangers brought on by hostile or untrustworthy
entities are reduced and a trustworthy atmosphere is fostered.

Additionally, blockchain offers opportunities for distributed storage across a network instead of using
cloud services to host data on fog devices. This also makes it more challenging to interfere with
transactions and ensures data integrity, thus enhancing privacy [14]], [22].

5.6 Consensus Algorithms and Distributed Ledger

Blockchain technology can allow for communities to organize and reach consensus on desired features
for next-generation fog devices. Token economics can be used, which enable effective alignment
of interests among all stakeholders and consumers [5], [16]]. This contributes to mutually beneficial
outcomes. As a result, customers will experience advancements which address their specific needs,
something which can lead to increased loyalty and trustworthiness.

Consensus algorithms are used in blockchain technology to ensure agreement and confirmation of
transactions within the fog network. The integrity and immutability of data recorded on the distributed
ledger are guaranteed by consensus techniques like Proof of Work (PoW) and Proof of Stake (PoS)
[[15], [38]. Fog computing systems can create a trustworthy, decentralized environment where fog
nodes can agree on the legitimacy of transactions by using consensus methods. The distributed
ledger offers a clear and impenetrable record of every transaction, enabling auditing, traceability, and
protecting the system’s integrity [6].

It is crucial to carefully design and evaluate the implementation of blockchain technology in fog
computing, considering factors such as scalability, latency, and energy efficiency. By taking these
considerations into account, fog computing can fully leverage the benefits of blockchain to address
security and privacy challenges effectively.

6 Conclusions

Fog computing works as an extra layer between the cloud and the end-user. The fog is a closer to
the user than the cloud, and consists of many of the same resources as it such as computation power,
storage capabilities and network for transmitting data between the users’ devices, the fog and the
cloud. It is decentralized, as opposed to the centralized cloud, and spread over large geographical
areas. As such, end-user devices can access the fog instead of the cloud for faster responses, such as
low-latency in online gaming.

Blockchain is a robust technology which works as a digital ledger for storing transactions between
nodes in a network. Additionally, it adheres to a distributed structure where every node in its network
keeps an exact copy of the ledger. Blockchain technology has many inherent perks, such as immutable
and historic record-keeping which increase the integrity of the data being stored, and raises flags
immediately is data is tampered with.

Fog computing and blockchain are two powerful technologies that have shown great potential
individually. When combined properly, however, these technology can blockchain can meet fog
computing where it lacks, and possibly build an even stronger, trustful, efficient, cost-effective, secure,
safe, private, and reliable fog computing framework.



The use of blockchain as a decentralized framework in fog computing ensures secure communication.
Cryptographic protocols and consensus techniques used in blockchain provide an impenetrable
channel of communication, such as with the use of private keys. Immutable storage of hash values
creates indisputable proof of data transmission, providing traceability. The combination of blockchain
and fog computing promotes reliability, security, and trustworthiness of sensitive data exchange. Data
cannot be tampered with once the block containing it is added to the ledger. Any changes must go
through a communal validation system, and all activities will be recorded by all nodes in the network.
Fog nodes can use this mechanism to enhance transparency and security among stakeholders. Fog
computing thrives under a decentralized setting; therefore, applying decentralized identity and access
control solutions befitting the fog’s structure is highly useful, such as with blockchain. Using smart
contracts that run on top of blockchain technology provides granular access rights to various resources
and services within the fog network. Smart contracts in blockchains are automatically executed
access management protocols.

Blockchain can significantly increase privacy protection and reduce risks associated with data breaches
by allowing secure processing and authentication of sensitive data without exposing it. Coupling
fog computing with zero-knowledge proofs also increases trust between parties through encrypted
representations of personally identifiable details. In addition to the decentralized structures, the
lack of third-parties involved, timestamp recording, supply-chain tracking and encrypted distributed
storaging provided by blockchain contributes to enhance the trust and and reputation of fog computing
for the stakeholders involved. Blockchain’s consensus algorithm also contributes to transparency
among stakeholders and end-users by providing full insight into all actions taken with the use of
immutable record-keeping.

7 Future Research

The combination of fog computing with blockchain technology is still in its infancy and requires
more research [[32]], [39]. The following section discusses some of the areas of the technology which
requires more attention and research.

7.1 Lack of Standardization

A significant challenge pertains to differences in protocol standards. Fog computing and blockchain
has evolved at varying rates and adopted distinct rules. To combine them successfully, standardization
efforts would need to catch up. If not addressed early enough, differing frameworks may disrupt
functioning.

7.2 Scalability Limitations

For fog computing to handle millions of IoT devices, scaling remains essential. Conventional
blockchain designs tend to face difficulties maintaining their original speeds because of high volumes
[4], [6], [37]. This problem might persist after combining fog and blockchain technology unless
addressed appropriately as blockchain does not necessarily improve the scalability issues of fog
computing. Therefore, research is required to optimize their integration to prevent bottlenecks and
slowdowns in decision-making and information sharing.

7.3 Energy Efficiency Concerns

Current economic models incentivize individuals to invest heavily in infrastructure, including spe-
cialized hardware and high-end cooling systems. While these additions improve overall efficiency,
they increase energy needs dramatically [4]], [[15]]. PoW is a popular consensus mechanism which
results in high levels of energy consumption [15]], [37]], [38]. With more users and transactions on the
network, the energy usage will rise proportionally. Lastly, as the size of the blocks increases and the
number of transactions grows, each block becomes heavier, leading to longer synchronization times
and increased bandwidth consumption [6], [[15]. This results in higher resource costs and greater
energy demand.
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Abstract

This study aims to explore the characteristics and benefits of cloud-native OLAP
databases, comparing them to on-premise OLAP databases. The paper begins
by introducing OLAP and differentiating it from OLTP, emphasizing OLAP’s
capabilities in complex data analysis. The focus then shifts to the characteristics of
cloud-native OLAP databases, which are optimized for cloud environments. Key
features include scalability, elasticity, simplicity, performance, fault tolerance, and
cost-efficiency. The paper further examines the advantages of using cloud-native
OLAP databases over on-premise OLAP solutions. These benefits encompass
enhanced simplicity, elasticity, and cost-efficiency through pay-as-you-go models
and the cloud platform. In conclusion, the paper summarizes the key characteristics
and benefits of cloud-native OLAP databases, emphasizing the advantages of
leveraging cloud-native architectures for OLAP workloads.

1 Introduction

In recent years, there has been a remarkable shift in the way data is managed and stored, with a
significant increase in the adoption of cloud databases. The rise of cloud computing has transformed
the landscape of data storage and processing, offering unprecedented opportunities for organizations
to harness the power of the cloud. The cloud’s inherent features have made it a preferred choice for
businesses across various industries. Within the realm of cloud databases, two prominent categories
stand out: Online Transaction Processing (OLTP) and Online Analytical Processing (OLAP). While
OLTP databases excel in handling transactional workloads, OLAP databases are specifically designed
for complex data analysis and decision-making.

The distinguishing factor that sets OLAP apart from OLTP is its ability to provide advanced ana-
lytical capabilities, enabling organizations to extract valuable insights from large volumes of data.
OLAP databases are optimized for complex queries, aggregations, and multidimensional analysis,
making them ideal for business intelligence, reporting, and data exploration. By leveraging OLAP,
organizations can gain deeper insights into their data, identify trends, and make data-driven decisions
that drive strategic growth.

In the context of cloud-native architectures, where applications and services are designed to fully
harness the capabilities of cloud infrastructure, there is a growing interest in exploring the benefits
of cloud-native, distributed OLAP databases. These databases are specifically tailored to operate
seamlessly in cloud environments, taking advantage of the features offered by the cloud.



The main research question of this paper revolves around "What are the key characteristics and
benefits of cloud-native, distributed OLAP databases?" By examining the specific features and
comparing cloud-based OLAP to on-premise OLAP, we aim to shed light on how the OLAP databases
provide valuable insights to the users and developers.

The rest of the literature study is presented as follows. Section [2f will give an overview of OLAP
databases, comparing to OLTP databases. Section [3] will discuss the key characteristics of OLAP
databases. Section [4] will present the implementation of on-premise OLAP databases and their
drawbacks. Section [5|will introduce the implementations of cloud-native OLAP databases and the
way they mitigate the drawbacks that om-premise databases have. Section [6]gives an experimental
comparison between Vertica(an on-premise OLAP database) and Amazon Redshift(a cloud-native
OLAP database). Section [/| will summarize the paper and answer our research questions. Lastly,
Section[8 will address the future trends in OLAP databases field.

2 OLAP Introduction

2.1 Online Analytic Processing

Online analytic processing(OLAP) is a crucial part of decision support, which is gaining popularity
in the industry. It enables managers or analysts to make better and faster decisions. The functional
and performance requirements of OLAP databases are different from Online Transactional Process-
ing(OLTP) databases. OLTP databases usually look up a small number of records by some key, using
an index. It is typically designed for commercial transactions, such as making a sale, paying an
employee’s salary, etc. These tasks consist of atomic and isolated transactions. It tends to be hundreds
of megabytes to gigabytes in size. In such a scenario, consistency and fault tolerance are crucial to
the system. There are usually hundreds or thousands of users who access the databases concurrently.
The databases should be deployed in the cluster so that it handles so many concurrent requests. It
is a bad experience for users to get stale data or not be able to access the service normally. Hence,
it is indispensable to handle consistency and faults when supporting users’ activities. In addition,
concurrency conflicts need to be minimized. Many users might send requests to the same place at the
same time which might result in some conflict. In order to make it not harm the performance of the
databases and data consistency, developers need to pay much attention to how to solve concurrency
conflicts elegantly.

By contrast, an analytical query normally scans a large number of records, only reading a few
attributes per record, and computes aggregate statistics metrics, such as count, sum, mean, median, or
some more complex metrics, instead of returning a few records to the end users. It aims at helping
managers or analysts to analyze the data and make better decisions. For example, if your data consists
of sales transactions of a local supermarket, possible analytic queries might look like:

* Which kind of beer is most popular?
* How many potatoes we can sell every month?
* How many more apples than usual did we sells after we start the promotion?

The results of these queries are then analyzed by business analysts and put into reports to help the
management department of a company to make better decisions. A normal company tends to have
terabytes or petabytes of data to analyze. In OLAP applications, query throughput and response
time are more important since the newer the results the decision maker gets, the more accurate the
decision is. It normally read the data, hence it is rare to handle data consistency problems. The main
difference between OLTP and OLAP is summarized in Table [T]

Given that OLTP and OLAP databases have different access patterns and different performance
requirements, performing analytical queries in OLTP databases would result in unacceptable perfor-
mance and vice versa. Hence, most companies usually maintain two databases separately. However,
there are many researchers trying to handle two different workloads in a single database, which they
call HTAP databases|[2].



Table 1: Comparing properties of OLTP versus OLAP systems][1]]

Property OLTP OLAP

Read pattern small number of records aggregate over large number of
records

Write pattern Random access, low latency writes  batch import

Used by End user/customer, via web appli- internal analyst, for decision sup-

cation port

What data represents  Latest state of data History of events that happened
over time

Dataset size Gigabytes or terabytes Terabytes to petabytes

2.2 Data model

To mitigate the overhead of complex analytical queries, the data in the OLAP systems are modeled
multi-dimensionally. In a multidimensional data model, there are a set of numeric measures called
fact, such as sales, and budget. Each numeric measure depends on a set of dimensions, which provide
the context for the measure. Taking sales as an example, the associated dimensions could be product
name dimension, date dimension, etc. Each dimension is also described by a few attributes. For
example, attributes for date dimensions could be the year, month, day, timestamp, etc. Most OLAP
databases use star schema to represent the multidimensional data model. It consists of a single fact
table and a single dimension table for every dimension. A few columns in a fact table are normally
the foreign key to each of the dimension tables. An example of star schema is shown in Figure ]|

Order ProdNo
OrderNo ProdName
OrderDate| ProdDescr
Fact table Category
Customer OrderNo ¥ Cat.ego'ryDescr
CustomerNo SalespersonID ggl;-l;nce
CustomerName Cus(;(l)\lmerNo s
CustomerAddress| > | ProdNo
City DateKey DateKey
CityName <— Date
Salesperson guafll;l}’ l\Y/Ionth
SalespersonID e " teaf
SalespesonName / 1y
City CityName
Quota < State
Country

Figure 3. A Star Schema.

Figure 1: An example of star schemal3]

3 Properties

Scalability, elasticity, cost efficiency, simplicity and fault tolerance are some of the most important
features of a typical cloud platform. OLAP databases offer high scalability and others key character-
istics service, allowing organizations to handle increasing data volumes and user concurrency without
compromising performance. In this section, these properties will be presented in detail.

3.1 Scalability and Elasticity

In the age of distributed computing, public cloud platforms can provide users with virtually unlimited
computing and storage resources. Traditional databases have to adapt to the fact that users cannot
afford the cost of traditional software-as-a-service and turn to take advantage of the scalability and
elasticity of the cloud. Most of the mainstream high-performance databases are now shared-nothing
architectures, due to their excellent scalability. This is because, in shared-nothing architectures, each



query processor node has its own local disk. Tables are split horizontally between the nodes and each
node is only responsible for the rows on its local disk. This design scales well for star-structured
queries because very little bandwidth is required to join a small (broadcast) dimension table to a large
(partitioned) fact table[4].

Scalability refers to how much more load a system can handle for a given amount of allocated
resources. A scalable system can handle a load that grows linearly according to the amount of
resources available. Conversely, a poorly scalable system cannot handle more load even if it is given
more resources. Scalability metrics typically include scalability range, resource scalability and cost
scalability. Scalability range is the segment between the number of users that can be handled by
a minimum deployment of resources and the maximum achievable capacity. Resource scalability
is a function of the increase in capacity as a function of the increase in resources. Cost Scalability
describes how capacity increases based on the minimum cost of the configuration, what the minimum
deployed capacity is and the capacity of the deployment of increasing resources until the capacity
plateaus.

There are some similarities between elasticity and scalability, with elasticity referring to the ability of
a system to automatically increase or decrease its provision of resources to cope with the workload. It
can usually be measured by counting the number of times the Service Level Objectives(SLO) rule is
violated in a given period of time, or by finding the slope at which the load grows fastest. Examples
include the average speed at which additional users can be processed without violating SLO criteria,
and the average time it takes for a resilient system to return to normal SLO levels after a sudden
increase in usage[J]].

3.2 Performance

In cloud-native databases, performance is typically measured using various metrics that evaluate the
efficiency and effectiveness of data processing and query execution. Improving a database’s perfor-
mance is essential to meet user expectations, enable faster decision-making, increase productivity,
support scalability, optimize costs, gain a competitive advantage, and effectively power data-driven
applications.

Some commonly used performance measurements for cloud-native databases, including query re-
sponse time, query throughput, latency, resource utilization, and benchmark performance. These
performance metrics provide insights into the efficiency, speed, and capacity of a cloud-native
database. They help assess its ability to handle workloads, process queries, and deliver timely and
accurate results. Monitoring and analyzing these metrics can guide performance optimization efforts
and ensure that the database meets the desired performance requirements.

To enhance the performance of cloud-native OLAP databases, methods such as columnar storage,
data compression, and vectorized processing are utilized.

Columnar storage is a key performance-enhancing feature of cloud-native OLAP databases. By
organizing data in a columnar format rather than the traditional row-based format, these databases
can achieve superior query performance. Columnar storage allows for efficient data compression
and enables selective data retrieval, as only the required columns need to be accessed during query
execution. This reduces I/O operations and improves overall query speed.

Data compression plays a crucial role in optimizing storage and query performance. Cloud-native
OLAP databases employ advanced compression techniques tailored for columnar data. These
techniques reduce the storage footprint and enhance I/O efficiency, resulting in faster data access and
improved query response times. The use of compression also minimizes the network transfer time
when moving data between nodes in distributed environments.

Vectorized processing is another performance-boosting technique employed by cloud-native OLAP
databases. It enables operations to be performed on entire sets of data in a single instruction, known
as SIMD (Single Instruction, Multiple Data) processing. By processing data in parallel, vectorized
processing improves computational efficiency and accelerates query execution. This technique is
particularly effective when working with large datasets and complex analytical operations.



3.3 Fault tolerance

Fault tolerance refers to a database’s ability to continue functioning and providing access to data
even in the presence of faults or failures. The goal of fault tolerance is to ensure the availability and
reliability of the database, minimizing the impact of failures on data access and system operations.
Handling fault tolerance is important because it ensures the continuous availability of critical systems,
maintains data integrity and reliability, enables business continuity, enhances customer satisfaction,
protects data and security, and reduces costs associated with failures and downtime.

The OLAP databases employ various mechanisms such as data replication, data durability techniques,
automatic failure detection, and recovery mechanisms to achieve fault tolerance.

Data replication involves maintaining multiple copies of data across different nodes or instances
within the cluster. This redundancy ensures that data remains available even if a node fails. By
accessing replicas of the data, the system can continue to serve queries and process data seamlessly.

(o]

Data durability is achieved through techniques such as write-ahead logging and persistent storage.
Write-ahead logging ensures that data changes are first recorded in durable storage before being
applied to the database. This allows for recovery in case of failures, ensuring data integrity and
durability.

3.4 Simplicity

Simplicity is a key characteristic of cloud-native, distributed OLAP databases, and it refers to the ease
of use, deployment, and management of these databases. Cloud-native OLAP databases prioritize
simplicity by leveraging various architectural paradigms such as Software-as-a-Service (SaaS) and
serverless computing. These approaches contribute to the ease of use and management of the
databases.

Cloud-native OLAP databases offer intuitive and user-friendly interfaces that simplify the process of
querying and analyzing data. They often provide visual query builders, drag-and-drop functionalities,
and interactive dashboards, enabling users to interact with data in a self-service manner without
requiring extensive technical expertise.

SaaS models further enhance the simplicity of cloud-native OLAP databases. With SaaS, users
can access the database through a web browser, eliminating the need for complex installations or
configurations. This not only reduces the upfront setup effort but also ensures that users are always
using the latest version of the database without needing to perform manual updates. SaaS also
enables easy collaboration and sharing of analytical insights by providing access to the database from
anywhere with an internet connection.[7]]

Serverless computing takes simplicity to the next level by abstracting away infrastructure manage-
ment. In a serverless environment, users do not have to worry about provisioning or scaling resources.
The database provider takes care of automatically scaling the infrastructure based on the workload,
ensuring optimal performance and eliminating the need for manual intervention. This allows users to
focus solely on their analytical tasks without being burdened by the complexities of infrastructure
management. For example, with the automatic on-demand provisioning and scaling capabilities of
Amazon EMR Serverless, Kyligence can quickly meet changing processing requirements at any data
volume.[8]]

3.5 Cost-efficiency

The cost-effectiveness of a cloud database is based on its inherent elasticity and scalability character-
istics. Scalability allows users to be as cost-efficient as they need to be and is an important aspect
to consider when evaluating a cloud database solution, referring to the balance between minimum
cost and maximum performance of the database service and how to maximize the efficiency of the
investment. Elasticity further improves cost efficiency by automatically increasing or decreasing
resources based on real-time demand, allowing businesses to pay only for the resources they need at
any given time.

Cloud database providers need to consider the cost of transferring and storing data, and optimising
query performance and database design can often reduce costs. An effectively designed database,



with proper indexing, partitioning, and data organization, can improve the query performance of data,
thereby reducing resource usage and ultimately cost.

4 Existing on-premise OLAP databases

On-premise OLAP databases are deployed in the on-premise cluster to handle analytical queries,
which help decision-makers make better and faster decisions. In this section, we cover several popular
OLAP databases which are commonly used in industry and describe each.

Vertica[9] The Vertica Analytic database(Vertica) is a commercial, columnar-oriented, distributed,
Massively Parallel Processing(MPP) database supporting efficient analytical workloads on large
datasets while still providing classic relational interfaces. It was founded in 2005 by Michael
Stonebraker with Andrew Palmer and then widely used in business intelligence systems. It originated
from the C-Store column-oriented DBMS[10]], an open-source project created by MIT and other
universities in 2005.

Greenplum Greenplum is a distributed MPP database focusing on analytical workloads based on
PostgreSQL[11]] technology. It was created in around 2005 in California, USA. It recently aims to be
a hybrid system that supports both OLAP and OLTP workloads[12].

Druid[13] Druid is a column-oriented, open-source, distributed OLAP database that is designed for
analyzing a large amount of real-time and historical data. It was created in 2011 to help the analytics
product of Metamarkets. It leverages columnar storage, shared-nothing architecture, and advanced
index techniques to speed up analytical queries. It provides several powerful features, such as low
latency data ingestion, arbitrary slice and dice data exploration, etc.

Krylin Krylin is an open-source distributed OLAP engine started by eBay in 2013. It is designed on
top of Apache Hadoop, Apache Hive, Apache HBase, and Apache Parquet to support the functionality
of analyzing extremely large data in low latency. It was widely adopted by many industry technology
companies, such as eBay, Yahoo!Japan, etc.

Almost all of these implementations have a few things in common. First, they leverage columnar
storage which stores data column by column, instead of storing data row by row. This idea is inspired
by the access pattern of OLAP workloads. Analytical queries tend only to access a few columns
of a table. Hence, there is no need to read all columns into memory. In addition, data in the same
column tend to have the same type, even fixed range which makes it possible to compress the data.
These techniques can reduce the I/O overhead significantly and as a result, speed up the query
throughput and performance remarkably. Second, some advanced index techniques optimized for
analytical workloads are deployed to enhance the query performance further. Ultimately, they are
all distributed systems leveraging multiple servers to perform tasks that are deployed in on-premise
clusters. Analytical workloads need to scan an extremely large number of data which is too expensive,
and even not possible to be handled by a single machine.

However, the on-premise OLAP databases have several serious drawbacks,

1. It is NOT Simple. If a user would like to exploit OLAP databases to extract insights from
the data, he needs to buy a cluster, install OLAP databases, and then configure and operate
them. In addition, security and authentication also require attention. It would take a lot of
effort.

2. Itis NOT Elastic. If a user would like to resize the databases, for example, by adding a node,
he might need to buy a new machine and configure it. It is obviously this would take time.
In addition, removing a node might result in wasting resources.

3. It is NOT cost-efficient. Users normally need to configure the databases according to the
requirements of the peak time in order to guarantee the service is always available. However,
peak time rarely happens in reality, which means that users are wasting their resources most
of the time.

The needs for solving these drawbacks drive people to build cloud-native OLAP databases which
leverage the power of cloud computing.



5 Existing Cloud-native OLAP databases

In this section, we present the Cloud-native OLAP databases and their implementations. In addition,
how cloud-native OLAP databases can mitigate the drawbacks of on-premise OLAP databases is also
presented.

Amazon Redshift[14] Amazon Redshift is the first mover in cloud data analysis systems, which is
based on the columnar analytical database Paraccel[[15]. It is a fast, fully-managed OLAP database
that aims to provide a simple and cost-effective way to analyze a large volume of data. It leverages
techniques that are commonly used in the OLAP field, including columnar layout, data compression,
efficient operators, and code generation. Using these mature techniques and a series of optimization
methods, the performance of Redshift is comparable to the traditional columnar analytical databases.

In terms of simplicity, Amazon Redshift aims to achieve Software-as-a-service(SaaS) that mitigates
the complexity of users’ experience. First, Redshift offers database administration functionalities,
such as provisioning, backup, monitoring, etc. Users could focus on the analysis of the data and
their business logic instead of spending much time and money on managing their databases. Apart
from that, Amazon Redshift also provides some tuning knobs which removes the burden of tuning
databases from users. The main things users need to consider are setting the type and number of
nodes for the cluster and the sort and distribution model. In this way, the complexity of managing
databases is significantly reduced and as a result, it is simple for users to analyze their data.

In terms of cost efficiency, unlike traditional on-premise OLAP databases, which require large upfront
payments, Amazon Redshift offers the pay-as-you-go cost model. Users pay only for compute and
storage capacity consumed while processing their workloads. When they finish their workloads,
they can simply shut down the cluster and save their money, which is hard to achieve in on-premise
clusters. In the on-premise cluster, the company needs to configure the resources according to the
requirements of peak time which rarely appears in order to meet the needs of end users. They have to
waste resources and money during low peaks. Cloud-native databases overcome this disadvantage
and make it cost-efficient by leveraging the power of cloud computing.

In terms of elasticity, Amazon Redshift leverages the Amazon Elastic Compute Cloud(EC2) and
Amazon S3. It can scale out the cluster automatically to meet the performance requirement. It is
deployed in shard-nothing architecture that every node has private CPUs and disks and communication
with each other via the network.

In terms of fault tolerance, Amazon Redshift relies on Amazon S3 which is highly available, and
durable. It also replicates the data to enhance the availability and fault tolerance. If one piece of data
is lost, users can access another replica.

Snowflake[4] Snowflake is a more recent cloud-native data warehouse system, developed especially
for cloud platforms. It shares many design ideas with Amazon Redshift, including column-oriented
storage, common techniques used in OLAP databases, SaaS service, and the pay-as-you-go cost
model which make it performant, elastic, fault-tolerant, and cost-efficient. However, it is more
elastic and scalable than Amazon Redshift. Unlike Amazon Redshift is deployed in the shard-
nothing architecture, Snowflake is deployed in the shared-data architecture. More specifically, it
provides computing via shared-nothing architecture where local disks act as a cache and storage
through Amazon S3. Shared-nothing architecture is the dominant choice in high-performance OLAP
databases since it is highly scalable. Nevertheless, this architecture has a serious shortcoming, that is,
the compute resources are tightly coupled with storage resources, which results in some problems. For
example, if the number of nodes in a cluster changes, either because users want to resize the cluster,
or due to node failures, the data needs to be redistributed which would consume a large amount of
time. In the shared-data architecture, the compute and storage are able to scale independently which
makes the system more elastic.

Apart from elasticity, Snowflake also adds more support for semi-structured and unstructured data. As
the need for machine learning increases, leveraging semi-structured and unstructured data becomes
more and more important.

An interesting finding from Snowflake is that performance turns out not to be a problem for most
users due to the high elasticity of the system. Users could add more nodes to boost performance
instead of optimizing the internal implementation, which makes them could focus on other important
issues.



BigQuery Google BigQuery originated from the Google Dremel[16] is designed for analytical
workloads. It provides a higher level of abstraction than Amazon Redshift and Snowflake. Unlike
Amazon Redshift and Snowflake, it is serverless[17]]. Amazon Redshift and Snowflake aim to offer
Software-as-a-service service, however, users still need to set up and configure the databases clusters.
For example, users need to choose the type and number of nodes in their clusters. By contrast, there
are no such notions in Google BigQuery. What users need to do is upload/choose the data and write
the query statements, and then BigQuery will run the query itself. Users do not need to know the
underlying systems and then could focus more on their business logic.

In summary, cloud-native OLAP databases generally use similar methods to achieve performance and
fault tolerance. More importantly, they deliver Software-as-a-service and serverless service which
removes the burden of configuring and operating databases from users in order that they can focus on
their business logic and make the systems simpler to use, more elastic and more cost-efficient.

6 Comparison

In order to provide the consumption cost comparison between on-premise and the cloud database,
Vertica and Redshift have been selected as two examples.

Elastic Block Store (EBS) and the Simple Storage Service (S3) are two kinds of storage services
provided by AWS. EBS is a remote network storage option that uses a standard file system API. It
offers both SSD (Solid State Disk) and HDD (Hard Disk Drive) options. It also provides persistent
storage that remains even when the compute node is shut down, which makes EBS a suitable choice
for DBMSs (Database Management Systems). On the contrary, S3 is an object store that operates on
specialized S3 nodes and is accessible via a web-based REST APIL. It is intended for scalable and
high-concurrency applications, however, it has higher latency and more unpredictability in throughput
than block storage. Both EBS and S3 are used in Vertica, while Redshift is AWS’s parallel processing
OLAP database service that leverages a typical shared-nothing architecture. It is accessible in instance
sizes that are not labeled the same as the compute types available on EC2, therefore it may be coupled
with additional hardware that is not available to common users.

The system evaluation is characterized between database-as-a-service offerings and cloud provider
agnostic OLAP DBMS, which are Redshift and Vertica individually. The system settings start as
"cold cache" to "warm cache". In the "cold start" case, researchers followed the all vendor instructions
for clearing the DBMS and OS caches after each query execution to avoid caches effect. For Redshift,
they also even restarted the system or recreated the clusters respectively. In the "warm cache" case,
researchers firstly ran the whole query after the cold start before taking further measurements on
subsequent executions.

No matter whether Vertica uses EBS or S3, Redshift always costs much less in computing than
Vertica as shown in Figure[2a]and Figure [2b] If Vertica uses EBS as a storage database, it will cost a
lot, but if it uses S3, the investment will be much lower as shown in Figure However, no matter
which storage Redshift uses, it spends the least amount of money.
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7 Conclusions

The purpose of this research is to investigate the features and benefits of cloud-native OLAP databases
in comparison to on-premise OLAP databases. Key properties such as scalability, elasticity, simplicity,
performance, fault tolerance, and cost-efficiency are studied. From a developer’s point of view,
we believe that simplicity is the most important feature to consider, followed by scalability and
performance. The properties bring cloud-native OLAP databases a lot of benefits over traditional
OLAP. By comparing the on-premise databases and cloud-based databases, cloud-based OLAP
databases are particularly advantageous in terms of the additional cost.

8 Future

OLAP databases are used by more and more companies to analyze the data produced by their daily
activities and help them make faster and better decisions. It turns out that it is not replaced by
Big data technologies such as Hadoop and Spark, but it has complimented them. As the need for
analytical workloads increases continuously, the OLAP databases also keep evolving in order to meet
the requirements of new trends. By reviewing all papers mentioned in this article, we have identified
three main trends that seem to be crucial and would be likely to get more attention in the future:
HTAP databases, more support for semi-structured and schema-less data, and being a full self-service
model.

The first branch of the future work we identified is supporting both transactional and analytical
workloads in a single database. Nowadays, companies operate two separate systems for handling
transactional and analytical workloads. The data in the OLTP databases is transferred to OALP
databases and then analyzed by the data scientists, which obviously incurs many management
overheads. As a result, there is growing interest in handling both workloads in a single system
although it is a hard problem. The difficulty of merging two kinds of databases is that they have
different access patterns and requirements. OLTP databases focus on low latency and concurrency
conflicts. However, OLAP databases focus more on high throughput. There are already some
solutions for this problem, such as TiDB [19] which is based on the Raft consensus algorithm.

The second branch of improvement is adding more support for semi-structured and schema-less data.
In the age of machine learning, semi-structured and schema-less data are playing a more and more
important role in data analysis. There is a fast-growing need in processing these data and extract
useful information.

The third branch of future research is that make the OLAP databases a self-service model. Unlike in
traditional OLAP databases, users need to configure the clusters and databases themselves, cloud-
native OLAP databases allow users to focus on their business logic instead of configuring the
databases. However, in some circumstances, users still need to interact with underlying systems, such
as configuring the parameters of databases to improve performance, asking for the help of service
providers as a result of encountering some security issues, etc. More and more cloud providers are
searching for methods to automatically configure systems and achieve high performance concurrently
by leveraging machine learning techniques, such as Qtune[20], and also putting more attention on
security, and performance problems.
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Abstract

With the rapid development of technologies, digital data are generated and
collected at an unprecedented rate and scale. In recent times, the popularity
of "Big Data" and "Cloud" concepts and their applications has been steadily
increasing, causing significant transformations in numerous industries away from
their conventional norms. Particularly, medical industry, which is one of the
domains that has been actively adopting and embracing a digital evolution based
on the rise of big data and cloud technologies. Many novel applications and
opportunities emerge alongside the evolution, as well as a series of challenges.
This paper intends to answer one research question: How do big data and cloud
impact modern medical industry? To answer this question, this paper provides a
high-level overview of the big data and cloud technologies including the challenges
they impose within the medical industry. Furthermore, big data and cloud in two
specific contexts in medical industry, healthcare and biomedicine, are discussed
thoroughly to provide a more intuitive entry point to comprehend and answer the
research question.

Keywords: Big data, Cloud, Medical Industry, Healthcare, Biomedicine,
Parallel Computing, Security, Privacy

1 Introduction

Alongside the flood of digital data from a variety of digital earth sources such as sensors, smart
devices, Internet, etc., the idea of big data has become more and more important as it provides angles
to improve and/or enable research and decision-making with unprecedented value for various digital
earth applications [40]. That being said, the term "big data" is a rather vague and broad concept. By

studying existing definitions of big data, Mauro et al. [[12] proposes a nucleus definition for big data.

That is, "Big Data represents the information assets characterized by such a high volume, velocity
and variety to require specific technology and analytical methods for its transformation into value."
Moreover, according to Hashem et al., [20], big data can be characterized by three aspects: 1) data are
numerous; 2) data cannot be categorized into regular relational databases; 3) data are constantly and
rapidly generated, captured, and processed. Given these characteristics, big data presents challenges
to researchers from many perspectives including data storage, transportation, process, etc. As a matter



of fact, the emerging trend of big data is transforming many industries and even society from their
traditional profile. Particularly, the medical industry is one of the disciplines which is increasingly
adopting big data technologies. Nowadays, enormous amounts of biological and clinical data are
generated and collected at an unprecedented speed and scale [26]. As a result, a series of relevant
challenges and opportunities also emerge within the field.

Cloud computing plays a crucial role in solving challenges that big data imposes. It makes possible
for industrial applications to perform large-scale and complex computing. Not only because it enables
virtualization, parallel processing, security, scalable data storage and service, but also because it
reduces the cost and restriction for automation and computerization by individuals and enterprises
[25]. However, yet another major challenge is that the growth rate of big data exceeds the current
technology capability both in terms of properly designing cloud computing platforms and updating
intensive workloads [20]. In the medical industry domain, the challenges of storing, managing,
and analyzing massive medical data have been drawing researchers’ attention for many years [26].
Due to the characteristics of big data as discussed above, powerful big data and cloud computing
technologies are indispensable to facilitate the revolution for various applications within the industry.

This study intends to focus on two specific segments in the medical industry domain. Namely, the
biomedicine and healthcare systems. By carrying out a comprehensive investigation regarding the
current big data and cloud applications, challenges, opportunities, and concerns, we aim to provide
a heuristic and intuitive entry point to answer the research question about how big data and cloud
impact the medical industry.

The rest of this paper is conducted as follows. Section 2] gives an overview of the commonly used
big data and cloud technologies in the modern medical industry, as well as the challenges these
technologies impose. Section [3|and Section [ elaborate on how big data and cloud technologies
are used specifically regarding biomedicine and healthcare segments respectively within the general
medical industry. More detailed contextual investigations are engaged, and possible solutions to
cope with the potential technological and ethical challenges are proposed. Section [3] initiates a
comprehensive discussion regarding the common pitfall and dilemmas, and Section [§] concludes the
entire paper.

2 Big data technologies and challenges in Medical Industry

The medical industry as a whole is a multi-dimensional system which aims to prevent, diagnose,
and treats health-related issues or impairments in human beings. Due to the sensitive nature and
complex composition of this industry, the big data repository for medical data is highly diversified
and requires advanced techniques to ensure relatively high-level security, correctness, relevancy,
consistency, stability, and accuracy regarding data storage, privacy, sharing, and processing [11]].
Given the high volume, velocity, and variety of characteristics of big data, the industry has adopted
different big data technologies to fulfil its essential requirements, which subsequently gave rise to a
series of challenges regarding some specific concerns in the medical industry.

2.1 Parallel Computing and Distributed Data Storage

Parallel computing is one of the key components to handle big data. The essence of parallel computing
is to distribute and process data across multiple nodes. This relates to both data storage and processing
frameworks as traditional monolithic data storage and processing technologies are no longer sufficient
or even feasible to handle big data in an effective and secure way. One of the most popular open-source
distributed applications is Hadoop [37]. In short, Hadoop is an implementation of the MapReduce
algorithm, which in essence tries to split a big problem into smaller ones by performing the mapping
procedure to create intermediate key/value pairs, and then solve the smaller problem in parallel
and merge the result based on the same keys via the reducing procedure [14]]. It runs on top of the
Hadoop Distributed File System (HDFS) which is a distributed file system that provides a scalable and
fault-tolerant infrastructure to store data in a distributed environment. Moreover, because it enables
redundant replicas of data chunks, it is less prone to data loss. Consequently, technologies which
enable parallel computing like Hadoop and its alternatives (e.g., Apache Spark) make it possible to
efficiently store and process big data in a distributed environment (i.e., a large-scale cluster consisting
of many machines). Nevertheless, such technologies also have its drawback. For instance, despite
the community has been actively upgrading Hadoop’s security mechanism, it still exposes security



vulnerabilities which might be exploited by malicious activities and potentially cause serious harm
[32]. This remains to be a key challenge for researchers in the medical industry because security is
one of the utmost important requirements for medical data.

2.2 Al-based Information Processing

Nowadays, machine learning and Al techniques becomes more and more popular to refine the
information processing capabilities in the medical industry. For example, the rise of natural language
processing (NLP) technology eases the process of generating, querying, retrieving, and analyzing
textual documents such as clinical notes [11]. Moreover, predictive machine learning models can
even learn from massive input and help physicians to make better clinical decisions or even replace
human judgement in certain functions. Nevertheless, sophisticated Al model tends to entail poor
interpretability because the underlining operations are usually black-box operations. Therefore,
concerns from both technical and ethical aspects for the credibility and security of Al-based data
processing techniques keep drawing people’s attention.

2.3 Concerns for Cloud

Notably, the big data technologies as discussed above are commonly associated with cloud envi-
ronments under the current context because cloud providers provide on-demand usage of resources
and therefore minimize the cost and restrictions for big data applications [25]]. However, this major
advantage of the cloud shifts into a disadvantage when it comes to the medical industry. From a
medical data perspective, many organizations are more comfortable with data storage on their own
premises because it guarantees control over security, access, and up-time. Since medical data are
very sensitive, even though an on-site cluster is more expensive to scale and maintain, medical
organizations still tend to show low willingness in terms of giving away their complete control over
their data to a third-party could provider [11]. Therefore, how to bridge this trust gap between medical
organizations and cloud providers and facilitate a cloud-based ecosystem for medical data become a
primary challenge that is worth studying.

3 Big Data and Cloud in Biomedicine

The field of biomedicine has emerged as a groundbreaking interdisciplinary subject that integrates
the principles and techniques of medicine, life science, and biology. Its primary objective is to apply
biological and engineering methods to address and explore issues related to life science, particularly
in the realm of medicine. Biomedical information, an integral component of the vast domain of
medical "big data," plays a pivotal role in shaping and advancing biotechnology in the 21st century.
It serves as a crucial engineering field that is instrumental in elevating the standards of medical
diagnosis and overall human health [31].

This section begins by discussing the implications and difficulties arising from the use of large-scale
data in the field of biomedicine. Subsequently, we delve into the introduction of cloud-based solutions,
focusing on the various services and systems available within the cloud-based paradigm.

3.1 Big Data applications in Biomedicine

The global big data market in healthcare is projected to exceed $70 billion USD by 2025, with the
United States expected to dominate over 90% of the North American market [8]]. The abundance of
healthcare data, including patient-specific clinical data is one of the main drives of this exponential
growth. Organizations are using analytical tools, artificial intelligence (AI), and machine learning
(ML) techniques to extract data-driven insights, leading to reduced costs, enhanced revenue streams,
personalized medicine, and proactive patient care.

Big data integration is transforming biomedical research by consolidating data from laboratory exper-
iments, clinical investigations, healthcare records, and the Internet of Things. Omics technologies,
such as genomics, epigenomics, transcriptomics, proteomics, metabolomics, and pharmacogenomics,
are generating vast amounts of information, presenting opportunities for advancements in person-
alized medicine and improved patient care [7]. The ultimate objective is to establish personalized
medicine programs that significantly enhance patient care. By applying big data and advancing our



understanding of omics information, researchers aim to identify causal genetic factors, enabling
tailored treatment approaches based on the right target, chemistry, and patient. This comprehensive
approach holds great potential for revolutionizing patient outcomes. The field of biomedicine is
experiencing significant advancements through the integration of omics technologies into big data
analysis. This progress has profound implications for disease diagnosis and patient care management.
Omics big data, particularly in research and healthcare, is primarily focused on enhancing diagnostic
capabilities [10] [19].

However, the most remarkable contribution of big data lies in its pivotal role in advancing Al and
machine learning techniques. These advancements have significant applications in the development
of biomedicine, which holds immense potential for transforming the future of healthcare delivery.
The convergence of big data and biomedicine has opened up unprecedented opportunities in the
field, particularly in personalized medicine, where tailored treatments can be designed based on
individual characteristics and needs. This convergence is poised to reshape the landscape of healthcare,
ultimately leading to improved patient outcomes and enhanced healthcare practices.

Misdiagnosis is a significant challenge in biomedicine and healthcare, as it hinders patients from
receiving appropriate treatment and care [8]]. The current diagnostic methods, reliant on manual
reviews by hospital staff and physicians, are error-prone. Diagnostic errors are complex, elusive, and
difficult to measure, with no clear threshold for identifying them. To address this issue, researchers
and clinicians at the Johns Hopkins School of Medicine have introduced a novel approach known as
Symptom-Disease Pair Analysis of Diagnostic Error (SPADE) [24]. This method harnesses big data
and Al algorithms to mine extensive clinical databases, encompassing numerous patient visits. By
identifying common clinical symptoms associated with doctor visits, SPADE enables the pairing of
these symptoms with diseases that are prone to misdiagnosis in specific clinical contexts. SPADE is
particularly effective for acute and subacute diseases, which frequently result in hospitalization or
disability.

The field of biomedicine and healthcare is undergoing a transformation with the integration of Al
and ML techniques. While traditional statistical methods have limitations in handling complex
biological datasets, ML algorithms offer powerful tools for analyzing big data and identifying
meaningful patterns and features [8]. ML techniques such as principal component analysis, graph-
based clustering, random forests, and deep learning have been successfully applied to genomics data,
aiding in the understanding of molecular details and disease states [26]. This approach holds great
promise for improving disease diagnosis, treatment, and prevention through customized approaches
tailored to individual patients.

3.2 Challenges in Biomedical Big Data

The advent of big data generation and acquisition has sparked a paradigm shift, posing significant
challenges pertaining to the storage, transfer, and security of information [7]. The cost associated with
generating data has now become comparatively lower than that of storing, securing, and analyzing
it. Notably, biological and medical data exhibit greater heterogeneity than data from other research
domains. Analysis reveals that biomedical data is characterized by its voluminous nature and the
inherent difficulties of handling it [41]].

The rapid growth of clinical data and advancements in Al technologies have presented researchers with
unprecedented challenges in managing data storage, scalable processing, and analysis capabilities
for diverse and multi-sourced datasets. One of the primary obstacles lies in the necessity for
substantial computational power and storage capacity [13]]. The processing and analysis of big
data necessitate extensive resources that often surpass the capabilities of individual institutions or
researchers. Moreover, the quality and accuracy of data used in machine learning models are pivotal
in ensuring reliable predictions. However, biomedical data can be afflicted with noise, incompleteness,
or bias, thereby potentially influencing the performance of machine learning algorithms.

Another challenge have to mention lies in the efficient transfer of data between locations. All
transfer protocols encounter obstacles when dealing with the transfer of large, unstructured datasets.
Consequently, tools that expedite the data transfer process and mitigate latency issues are imperative.

The security and privacy of individual data constitute an additional concern. Biomedical research
heavily relies on access to vast amounts of sensitive information. Patient data, stored in electronic
form within medical databases and bio-repositories, need to be queried, mined, and analyzed by



doctors and researchers [9]]. In light of the collaborative nature and the imperative for data sharing, it
becomes crucial to address data security and privacy concerns.

3.3 Cloud Adoption in Biomedicine

The challenges associated with ensuring secure data storage, establishing effective data integration
models, and implementing efficient data analysis methods can be effectively tackled through the
utilization of high-performance computing (HPC) and cloud solutions. Parallel computing and
cloud computing present orthogonal yet highly efficient and scalable solutions to address these
challenges. In practical terms, the utilization of parallel biomedical software on widely available
high-performance computers can be applied at a lower layer to preprocess and analyze biomedical
data [3]]. While numerous data analysis tools have been developed in the field of biomedicine, only a
few have been adapted to harness the full potential of high-performance computing resources [23]].
For certain tools, an appealing option is to employ a map/reduce strategy, allowing for improved
scalability and performance.

In contrast, cloud computing offers extensive capabilities for data storage, data sharing services, and
the flexibility of accessing resources and applications on-demand, regardless of time and location.
Furthermore, HPC tools can be executed in parallel on cloud platforms, further enhancing their
scalability and adaptability. This enables the development of elastic and scalable applications and
services in the context of biomedicine. It is noteworthy that the integration of HPC tools with cloud
platforms provides researchers and practitioners with enhanced computational power and efficient
data handling, thereby facilitating large-scale applications in biomedicine. In this section, our focus
is specifically on cloud-based biomedicine services and systems that are specifically designed to
address the demands of large-scale applications.

3.3.1 Cloud-based Services in Biomedicine

Over the past decade, cloud computing has gained significant traction in the healthcare and
biomedicine domains, finding extensive adoption in both academic and industrial settings [5]. The
Cloud computing model has witnessed a rapid proliferation in recent years as a means of delivering
IT resources, encompassing hardware and software, through network-accessible services. This
model offers several novel advantages, including access to massive and scalable computing resources
on-demand, the utilization of virtualization technology, and a pay-as-you-go pricing model based on
resource usage [3]. In the realm of biomedicine, Cloud-based services can be categorized into four
main models, which are outlined in the subsequent content.

Data as a Service (DaaS): The conventional approach to biomedical pipeline analysis involves down-
loading or accessing public datasets from repositories such as NCBI or Ensembl, installing software
locally, and performing in-house analyses. However, transitioning to a cloud-based environment
offers enhanced integration capabilities that optimize the analysis and storage of biomedical big data.
DaaS provides the dynamic virtual space provided by the cloud to facilitate data storage, ensuring
that the data remains up-to-date and accessible from a diverse range of connected devices via the
web. Notably, Amazon Web Services (AWS) offers a notable example of DaaS with its centralized
repository of public datasets. This repository includes archives of prominent databases such as
GenBank, Ensembl, the 1000 Genomes Project, Unigene, and Influenza Virus. AWS provides these
datasets as public services within their cloud infrastructure, allowing for seamless integration into
cloud-based applications.

Software as a Service (SaaS): In recent years, there has been a proliferation of cloud-based tools,
known as Software as a Service (SaaS), developed for various biomedical tasks, including genomics
analysis, sequence alignment, and gene expression analysis. These tools often use the parallel
execution capabilities of the open-source Hadoop implementation of MapReduce, which allows for
distributed processing across multiple compute nodes. One example is ProteoCloud [29]], a compre-
hensive cloud-based platform in the field of proteomics, offering five different peptide identification
algorithms and an easy-to-use graphical user interface. Another example is CloudBurst which stands
out as a parallel read-mapping algorithm optimized for mapping next-generation sequencing (NGS)
data to reference genomes in the genomic domain [34]]. These examples highlight the increasing



utilization of cloud-based platforms in biomedicine, which provide scalable and parallel processing
capabilities, improving the efficiency and performance of various analyses in biomedical big data.

Platform as a Service (PaaS): In the field of biomedicine, a Platform as a Service (PaaS) model
provides users with the flexibility to customize their solution deployments and exert full control
over their instances and associated data, distinguishing it from SaaS. Currently, several Cloud-based
platforms cater to the needs of researchers in this domain. Examples include CloudMan [2]], which
empowers individual biomedical researchers to effortlessly deploy, personalize, and share their
complete datasets, tools, and configurations. Another prominent biomedical PaaS offering is Eoulsan
[22], which is based on the Hadoop implementation of the MapReduce algorithm for high-throughput
sequencing data analysis. It provides a dedicated environment for processing large-scale sequencing
datasets efficiently. PaaS solutions exemplify the range of Cloud-based platforms available to
researchers, enabling them to tailor their computational workflows, streamline data analysis, and
facilitate collaboration and knowledge sharing in the field of biomedicine.

Infrastructure as a Service (IaaS): Within the field of biomedicine, the IaaS model contains a
computing infrastructure that encompasses servers, often virtualized, with dedicated computational
capabilities and storage resources. An example illustration of bioinformatics IaaS is BioNimbus [21],
an open-source cloud-computing platform specifically designed to process genomics and phenotypic
data. BioNimbus has been tailored to accommodate next-generation sequencing instruments and
incorporates cutting-edge technologies for efficient analysis and the seamless transfer of large
datasets. IaaS solutions exemplify the potential of cloud computing in facilitating the computational
infrastructure required for biomedical data analysis. By employing virtualized servers and flexible
storage resources, these platforms offer researchers the means to efficiently process and analyze
large-scale datasets, ultimately driving advancements in the field of biomedicine.

3.3.2 Cloud-based Ecosystems for Biomedical Research

As was shown in the part before, using cloud-based services with different models offers a workable
solution to the problems related to data storage and analysis. We will elaborate on the cloud-based
ecosystem solution in this section, which gives institutions and researchers the opportunity to improve
the chances of open science in the field of biomedical research [30].

The cloud-based ecosystem in biomedicine provides a range of benefits and opportunities for re-
searchers. It allows institutions to create a customizable digital infrastructure that supports collabora-
tion and open science. The principles of Findability, Accessibility, Interoperability, and Reusability
(FAIR) guide data management and enhance the reusability of data, algorithms, tools, and workflows.
Biomedical data ecosystems should be able to include indexing capabilities and align with initiatives
to facilitate efficient search and retrieval.

Linux container technologies like Docker and workflow languages such as WDL enable the packaging
and orchestration of complex software tools, while cloud providers offer batch-processing capabilities
for large-scale data analysis. The core of a cloud-based platform is a shared commons ecosystem,
where computing capacity, storage resources, databases, and informatics tools are co-located for
easy access and collaboration. Interoperability between multiple commons is facilitated by digital
IDs, metadata, APIs, data portability, data peering, and pay-for-compute mechanisms. Features like
indexing and search capabilities, meta-learning frameworks for algorithm selection, and integration
of established bioinformatics software tools enhance the functionality of the ecosystem.

Security is paramount in a cloud commons architecture, with robust controls, risk assessments,
and regular training programs, data users can protect sensitive data and minimize vulnerabilities.
Moreover, cryptographic techniques increase security in data outsourcing and collaboration in the
cloud. Through these technologies, the cloud-based ecosystem supports open biomedical data access
while maintaining security and privacy.

One example of the cloud-based ecosystem is Multi-X [[13]], which is a research-oriented platform de-
signed for collaborative and reproducible science. It provides a scalable and integrative computational
framework that fosters the development and integration of scientific tools. The platform comprises six
key components: DATA, for flexible data repositories; ANALISE, for multi-domain scientific tools;
COMPUTE, for on-demand computational resources; WORKFLOW, for automated data analytics
processes; EXPLORE, for analysis dashboards and visualizations; and COLLABORATE, for web-



based interfaces and sharing capabilities. Through these components, MULTI-X enables researchers
to connect with large-scale data repositories, gain immediate insights, and streamline collaboration
within and across different domains. It offers a comprehensive ecosystem for cross-domain research,
enhancing reproducibility and facilitating scientific exploration.

By embracing the cloud-based ecosystem, researchers can benefit from interoperability, scalability,
and flexibility, driving advancements in biomedical research and fostering open science initiatives.

4 Big Data and Cloud in Healthcare

Among the whole medical industry, healthcare attaches more importance to diagnosing, preventing
illnesses, and maintaining physical, mental, and emotional well-being. Considering its extensive
composition, it is also a highly information-intensive industry, characterized by a vast and constantly
updated collection of specialized data from diverse sources[18]]. And since the last decade of the
twentieth century, with the digitization of health data and the tendency of adopting electronic health
records(EHR)[38], the healthcare field has gained significant advances and breakthroughs by utilizing
both the collected digital health data and big data and cloud technologies[27]. This section will
explore the impact of big data and the cloud on the healthcare industry such as healthcare delivery
and personal health management. It will discuss their applications, advances, as well as the existing
inadequacies and challenges within the healthcare field.

4.1 Healthcare Big Data

Healthcare data is composed of a diverse range of information, which can be categorized into two main
types: biomedical data and non-medical data. As it has been mentioned in the last section, biomedical
data includes medical imaging data, EHR data(e.g. medical history, diagnoses, medications and etc),
public health surveillance data and etc. Making the most of biomedical data, there is a significant
potential to enhance the diagnosis and prevention of diseases as well as foster healthy habits and
practices[28]]. Biomedically unrelated data in healthcare refers to information that is not directly
related to the medical or clinical aspects but still holds relevance and impact on healthcare. Such as
the web and social media data from patients, publications(i.e. health reference materials and clinical
research reports), patients’ feedback, and other important non-medical data[39]. These sources
provide valuable insights into patient experiences, healthcare trends, public health issues, and other
factors that can influence healthcare decision-making, research, and policy development.

Healthcare data qualifies as big data due to several key factors. First, it involves large volumes
of datasets, namely there is a huge amount of data involved which is also increasing at a high
speed. Second, the high velocity. That is to say, the speed of continuously generating new data
and processing data for clinical decisions is very high. Finally, healthcare data also shows a great
variety which contains various formats and broad resources. Specifically, there are mainly three kinds
of formats, which are structured data, semi-structured data, and unstructured data. Structured data
is stored in a predefined format and it’s specific, such as clinical or health data, it’s easy to store,
manipulate and analyze. Unstructured data is stored in the original format without a predefined
manner while semi-structured is between these two formats with partially consistent characteristics
in format. Almost healthcare data is saved as unstructured or semi-structured, such as doctor notes,
office medical records, and images[33]].

Hence, with the integration of healthcare big data and advanced big data analysis techniques, along
with cloud computing, we shall present a more personalized and efficient healthcare industry.

4.2 Accurate analysis and prediction in healthcare

As it’s mentioned in the last section of the biomedical part, machine learning, such as deep learning
algorithms can be used in comparing new patients with large populations to support risk assessment,
treatment, and other critical clinical decisions. Considering the characteristic of healthcare big data
as complex sources with practical applications, achieving high accuracy in analysis and prediction
shall be more important in the healthcare industry, especially from the user’s perspective. The
reliability and precision of these analyses and predictions play a vital role in delivering effective and
personalized healthcare services. Therefore, this part shall focus more on accuracy improvement to
improve the quality of decision-making.



Machine learning focuses on developing algorithms and models that can learn from and make predic-
tions or decisions based on the processed data. To improve the accuracy of disease prediction, the
most intuitive and effective way is to get high-quality data with complete and accurate information.
The source of healthcare data is various and complex, it can be the data from patients’ descriptions or
doctors’ notes, it can also be biomedical data from medical devices, such as blood pressure, tempera-
ture, heart rate, etc. However, most of the raw data of healthcare is incomplete with missing values,
or vague with inaccurate and even incorrect descriptions. To address the challenges of undesired data,
there are two kinds of strategies, regarding the data source and data process respectively.

From the perspective of the data source, accurate healthcare data can be obtained directly from
medical sensors by combining the healthcare system with the Internet of Things (IoT). The IoT
refers to a network of embedded items, such as physical devices, vehicles, home appliances, etc,
that are equipped with electronics, software, sensors, actuators, and connectivity. This allows these
objects to connect with each other and exchange data[35]]. So for the healthcare of medical usage,
the development of wireless sensors and wearable technology has made it possible to monitor a
patient’s multiple vital signs anywhere and anytime. By utilizing wireless sensors and wearable
devices, healthcare providers can continuously monitor crucial parameters with accurate and real-time
values(e.g. heart rate). One important application of healthcare big data combining the IoT is the
medical body area networks (MBANS)[[1]], equipped with medical sensors, MBANs can continually
monitor the patients’ condition by sensing and transmitting the body measurements, like the body
temperature, blood pressure, respiratory rate, blood glucose, oxygen saturation and, etc. This data can
provide an accurate picture of a patient’s physical condition, which is invaluable for both diagnosis
and prediction through machine learning, as opposed to the vague descriptions that some patients
give of their own bodies.

From the perspective of the data process, there are still lots of methods to estimate and reconstruct the
incomplete data. One of a powerful way is to use the latent factor model[6]. This model serves as a
feature extraction tool to capture the relationship between observable variables and latent variables[4]].
The observed variables refer to those variables that can be directly measured and quantified while
the latent variables are measured indirectly through the relationships and patterns observed in the
observed variables, rather than measuring things that can’t be quantified. In order to reconstruct
missing values, the latent factors are able to capture the underlying structures and relationships within
the observed data. This enables estimating and filling in the missing values based on the information
captured by the latent factors so as to get the complete information.

4.3 Cloud system for healthcare big data

The rapid development in information technology indeed has brought significant progress to the
healthcare industry across different domains, like using healthcare big data to analyze and predict
diseases combing with machine learning and IoT as mentioned above. However, these advancements
have also resulted in an exponential increase in the volume and complexity of healthcare data, making
it increasingly challenging to handle and process effectively. Like the data collected from different
sensors in the MBANS, it’s with a huge amount that can be generated within a short time. Additionally,
it’s also heterogeneous as there are different kinds of formats(e.g. text, image, etc.), which needs
to be processed in advance. Hence, the high volume, velocity, and variety of healthcare big data
contribute to the complexities of processing, managing, and extracting valuable insights from those
data. Dealing with such data requires specialized techniques and technologies capable of handling
the scale and diversity of information effectively.

As cloud computing is a technology that is used for effective virtualization, process power, storage,
connectivity, and resource pooling[16]]. Specifically, the process power refers to advantage of cost-
effectiveness in terms of both energy and financial resources during data processing in a cloud-based
environment, while the connectivity enable data from different sources shall relate to each other and
the users within the cloud services are able to interact with the Internet. Regarding these features, the
introduction of the cloud allows these resources to be accessed and shared across multiple devices
effectively through a wide network, such as the Internet. With a cloud computing infrastructure
merging into the healthcare industry, patients can obtain services on demand, such as real-time
monitoring of the medical signs at home, information island, teleradiology, and telemedicine systems,
etc. In the meantime ensuring key concepts like isolation, security, distribution, and resilience are
upheld. Hence, cloud computing and cloud-based system perfectly matches the needs of healthcare big



data, namely integrating resources on a cloud platform that combines with state-of-the-art technology
shall solve most of the issues the healthcare big data faces, such as processing heterogeneous data,
data management, etc.

Such as the Healthcare Cyber-Physical System(Health-CPS) based on cloud and big data[42]]. It’s a
cloud-based and patient-centric system of three layers. Data collection layer, data management layer,
and application service layer. The data collection layer, it’s used to collect raw data from different
sources(e.g. clinics, research institutes, etc) from a data node. Then a built-in component named
adaptor shall preprocess data with a unified standard, and encrypt preprocessed data to ensure the
security of the collected data. The preprocessed and encrypted data includes data description, data
entity, and security tag. After that, it will get access to the data management layer, which includes
two modules, a distributed file storage (DFS) module and a distributed parallel computing (DPC)
module. The DFS module will enhance the performance of healthcare data with efficient storage,
high throughput, and high fault tolerance. The DPC supports both real-time analyses as well as offline
analysis, combing with some data mining and recommendations algorithms. Depend on different
situations, the focus shall also be different. The real-time analysis requires quick responses while
the offline focus more on personalization. And the last is the application service layer for practical
usages, such as the monitor-based application equipped with sensors, it can not only offer real-time
sensing and transmit some vital body measurements to prevent an emergency but also enable offline
analysis for long time conditioning.

5 Discussion

In the preceding sections, we provided detailed explanations of the utilization of big data in the
biomedical and healthcare domains, as well as the adoption of cloud-based solutions to address
associated challenges. While big data and cloud technologies have undoubtedly contributed to
substantial advancements in the medical sector, it is imperative to recognize the existence of certain
limitations and challenges. Given the accelerating trend towards patient-centric treatment and
healthcare, cloud platforms and services have introduced security measures to authenticate data
access and safeguard sensitive information. However, it is crucial to acknowledge that security and
privacy concerns have not been entirely overcome.

Regarding the issue of security, the prevailing trend in healthcare systems is the adoption of cloud-
based infrastructures. However, it is crucial to acknowledge the vulnerability of the cloud to cyber
attacks. Since all user information is stored in the cloud, any breach in the cloud systems poses
a significant risk of data leakage. Given the sensitive nature of the user data involved, such a
vulnerability would have severe consequences for user privacy and the reputations of healthcare
institutions. The potential harm resulting from the exposure of user data is, therefore, a matter of great
concern. One potential solution to mitigate the potential loss of critical data is the implementation
of the decoy technique [36]]. This approach involves the retrieval of decoy files when an attacker is
detected accessing the system data, thereby enhancing data security. Furthermore, to enhance the
security level, the original files can be automatically encrypted once attacks are detected. However,
despite the cloud providing a barrier to user access and the application of security techniques to
defend against attackers, there is no guarantee of complete data protection.

In terms of privacy, clinical records and healthcare data are obtained with the consent of patients and
are safeguarded by medical institutions and centers. As a result, organizations, research teams, and
analytical firms are required to obtain patient consent before utilizing any datasets in order to mitigate
the risks of data exploitation and identity misuse. It is crucial to acknowledge that the outcomes and
clinical characteristics of patients involved in studies become publicly accessible, thereby increasing
the potential for breaches in privacy and improper utilization of patient data. Consequently, the issue
of accessing patient data from publicly available sources remains a highly sensitive concern in the
healthcare domain, necessitating stringent measures to protect patient privacy and ensure responsible
data usage [15]. For this issue, there is an urgent need to address the inadequacy of policies related
to the utilization of patients’ data. It is crucial to establish more comprehensive policies that ensure
appropriate and ethical usage.

In the future, several key actions can be implemented to enhance the utilization of big data in the
medical industry. These approaches aim to promote collaboration among various entities such as
firms, industries, and data-generating teams to ensure equitable access to data while minimizing



the generation of redundant and low-quality data. This collaborative effort seeks to overcome the
challenge of data overload and improve the overall efficiency of data analysis. Additionally, the
approval of artificial intelligence (AI) and machine learning (ML) modules and methods by regulatory
agencies is crucial to facilitate their integration into therapeutic and drug discovery pipelines. This
regulatory endorsement will provide a framework for the safe and effective application of AI-ML
techniques in medical industries, enabling the development of innovative solutions and advancements
in medical research. It is also important to address compliance issues that arise throughout the process
of collecting, managing, and analyzing medical big data. All relevant stakeholders must be mindful
of their compliance obligations in accordance with the specific requirements of their respective fields.
This includes adhering to ethical guidelines, privacy regulations, and data protection laws to ensure
the responsible and lawful handling of medical big data [17] [8].

6 Conclusion

In summary, big data and cloud technologies play crucial roles in the modern medical industry.
The utilization of these technologies gives rise to a variety of novel applications and opportunities,
which are capable of enhancing various aspects within the medical industry. Nevertheless, a series
of challenges also emerge alongside this evolution. Specifically, this paper elaborates on two
segments within the general medical industry, namely biomedicine and healthcare, to provide more
contextual and intuitive insights into the comprehension of the research question: how do big data
and cloud impact the modern medical industry? Our investigation into the literature shows that big
data technologies have the potential to revolutionize the industry by providing valuable insights,
mitigating health risks, minimizing harmful environmental exposures, improving patient care, and
enhancing overall health outcomes [8]], while cloud technologies offer opportunities to deploy and
integrate big data applications with better usability, accessibility, interoperability, scalability, cost
efficiency, and flexibility. However, concerns with these technologies regarding security and privacy
are not yet entirely conquered. Through a thorough discussion section, this paper also exhibits
how researchers and developers are actively coping with these challenges from both technology
and political perspectives. Consequently, by conducting this literature review, we wish to provide
a comprehensive and coherent analysis which helps researchers to better understand and study the
concepts, applications, and challenges of big data and cloud technologies in the medical industry.

Work Distribution

Table 1: Work Distribution
Name Work

Yudong Fan  Abstract, Section 1,2,6
Yuna Chen Section 3, 5
Shutong Cai  Section 4, 5
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Abstract

The convergence of Internet of Things (IoT), Edge Computing, and
Cloud Computing has gained significant attention in recent years due to
its high performance and cost efficiency. In this paper, we provide an
overview and key components of these technologies, exploring their benefits
and challenges. We discuss how the combination of edge computing’s low
latency and high security, cloud computing’s scalability and flexibility, and
IoT devices’ ability to connect with the physical world can revolutionize the
capabilities of IoT devices. This paper also includes real-world examples
to illustrate how these technologies are being effectively utilized together
in various domains. Furthermore, the paper explores challenges and future
trends in the industry and offers observations on the potential impact of
this convergence across various domains.

1 Introduction

In the past few years, smart devices, such as smartphones and smartwatches,
gained a huge user base. Along with the advent of 4G and 5G networks, Edge
Computing, which benefits a lot from the rise of these two technology, becomes
popular in the industry. As the name suggests, Edge Computing mainly happens
at the edge of the internet and processes various data in a closer geographical
location to the user. Therefore, it is obvious that one of the biggest advantages of
Edge Computing is low-latency response|l]. In the meantime, Cloud Computing
thrives and changed our lifestyles significantly as well. As the era of Cloud
Computing 3.0 approaches, the enterprise I'T’s own application architecture has
gradually shifted from (relying on traditional business databases and middleware
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business suites, specifically designed for each business application field, chimney-
like, high-complexity, stateful, large-scale) vertical scale application layered
architecture to (relying on open source enhanced, highly shared across different
business application domains) database, middleware platform service layer and
(more lightweight and decoupling functions, complete separation of data and
application logic) distributed stateless architecture[2|. This shift of focus, in
turn, enables a better interplay between Edge Computing and Cloud Computing.

Next to Edge Computing, another frequently mentioned concept is the
Internet of Things (IoT). The number of IoT devices that are active grows at an
incredible speed in recent years, and this number is expected to hit 50 billion
in 2025[3]. Moreover, the relationship between Edge Computing and IoT is
convoluted. IoT enables multiple new technologies while influencing existing
research fields, such as Machine Learning[4] and Deep Reinforcement Learning|).

This literature review aims to discuss the current development and con-
vergence of Cloud Computing, Edge Computing and IoT. Sections 2, 3 and 4
present a comprehensive view of Edge Computing, Cloud Computing and IoT
respectively. Section 5 gives a closer look of the relationship between Cloud
Computing and Edge Computing while Section 6 focuses on the convergence of
all three. Some of the existing obstacles faced by all three of them are listed in
Section 7. Finally, we show our observation of the future trends of the industry
and conclusion in Sections 8 and 9.

2 Edge Computing

2.1 Overview

As previously mentioned in Section 1, Edge Computing sits at the edge of the
network. It brings data processing and computation closer to the source of
data generation, rather than relying on a centralized cloud infrastructure. This
distributed computing paradigm benefits from the fact that the computation
power, namely the CPU, of edge devices grows significantly over the past few
years. Edge Computing has been acknowledged to overcome the issues caused by
the conventional centralized computation network formed by cloud computing
alone, e.g., single point of failure and excessive traffic/computation burden caused
by data aggregation|6]. It is common that people often mention IoT along with
Edge Computing. Edge-Computing-Driven IoT (ECDriven-IoT) is strong proof
for the fact that they are closely related. ECDriven-IoT is a promising solution
taking advantage of edge computing to build scalable and efficient IoT systems.
As a combination of the two, ECDriven-IoT managed to overcome issues, such
as how to achieve good interconnection and interoperability among IoT devices,
for traditional IoT with the help of Edge Computing]|1].



2.2 Key Components

Edge devices, which are the physical component of Edge Computing, is crucial.
Meanwhile, since the network architecture becomes rather distributed, it is
really essential that the network connections between edge devices have low
latency. The goal of such an architecture is to perform the delay-sensitive and
computationally intensive part of an application in the edge network|7]. As a
result, low-latency network plays an important role in Edge Computing.

3 Cloud Computing

3.1 Overview

Different from both Edge Computing and IoT, Cloud Computing is a well-known
concept with a history of longer than two decades|8|. It allows users to use IT
services as easily as using water from a water faucet. More importantly, users can
use them without worrying about purchasing the underlying hardware or coping
with the complex setup. Some of the main properties of Cloud Computing are
On-Demand Self-Service, Extensive Network Access, Resource Pooling, Fast and
Elastic Scaling and Measurable Services|2]. After more research and practice,
scholars believe that it is necessary to decentralize Cloud Computing. Boundaries
between Edge Computing and Cloud Computing blur as technologies like Ad-hoc
Edge Cloud architectures and Swarm computing emerge|9].

3.2 Key Components

There are many fundamental technologies which enable Cloud Computing. The
importance of Broadband Network and Internet Architecture goes without
saying. Data Center Technology, Virtualization Technology and Multi-
Tenant Technology defines the architecture of Cloud Computing. Web
Technology is often used as the realization medium and management interface
of cloud services|2].

4 Internet of Things (IoT)

4.1 Overview

Internet of Things was first introduced by Marc Weiser in 1991 in his book "The
Computer for the Twenty-first Century". IoT technology benefits a wide range
of fields including agriculture, healthcare, transportation & logistics and smart
cities. The definition of IoT also varies in different scientific fields. However, the
book|10] gives a comprehensive definition of IoT devices covering many aspects.
When looking at the hardware definition of IoT, sensors and actuators make
IoT distinguishable from others. By using sensors and actuators, IoT devices
manage to extract, pre-process, interpret and transfer data to other devices or
other receiving entities in the Internet.



4.2 Key Components

Except for sensors and actuators, [oT requires internet connectivity similar
to all the other internet-based technologies. On the other side of the network
connection, cloud infrastructures frequently communicate with IoT devices.
Cloud Computing plays a significant role in IoT deployments. Cloud infras-
tructure provides storage, computing power, and data processing capabilities
necessary for handling large volumes of IoT data. It enables scalable and flexible
data storage, analytics, and access to services and applications.

5 Relationship between Edge Computing and Cloud
Computing

To begin with, we take a look at the differences between these two computing
technologies. The crucial difference is that they process data at different locations,
which also results in their different features [11|. Edge computing processes
data closer to the data source. It brings computing resources and data storage
closer to the devices generating the data, such as IoT devices, sensors, or mobile
devices. Cloud computing, on the other hand, centralizes data processing and
storage in remote data centres or the cloud. It relies on a network of powerful
servers and infrastructure to handle data processing, storage, and computing
tasks. Users can only access and utilize cloud resources over the internet. Thus
it provides the different properties as follows.

Latency: edge computing excels in scenarios where low latency and real-time
processing are critical. By processing data locally at the edge, edge computing
can provide faster response times and immediate decision-making. This is
particularly advantageous for applications requiring real-time analysis, such as
autonomous driving, and remote monitoring. While cloud computing can handle
real-time tasks to some extent, it is not an ideal choice for applications that
require immediate responses. This is because the need for internet connection
and data transmission to the cloud introduces delays and latency, which makes
it less suitable for such time-sensitive applications. As Wan [12]| analyzes in
the paper, the current distributed Cloud introduces unpredictable latencies
caused by dispatching, network transmission and computation compared with
the traditional computing model. It challenges Cloud Computing and hinders
the effort to migrate applications to the Cloud. Liu et al. [13]| present the
opportunities and challenges of applying edge computing for automatic driving.
As the vehicle constantly collects data from various sensors, such as cameras,
lidar, and radar, edge computing is preferred over cloud computing since it allows
for immediate data processing and decision-making directly within the vehicle.
By processing the data locally, edge computing reduces the reliance on the cloud
and minimizes the latency introduced by transmitting data to a remote server.
Otherwise, the vehicle may react slowly and passengers can face dangers because
of the low efficiency of data flow and analysis.

Scalability: cloud computing is highly scalable. It can easily R/W comput-



ing resources and dynamically allocate computing resources. Edge computing,
however, typically operates on a smaller scale and involves localized resources.
The computing capabilities at the edge are limited by the physical hardware and
network infrastructure. Because cloud computing providers maintain large data
centres with extensive server infrastructure and storage capacity, applications on
the cloud are able to scale and handle increased workloads without limitations
imposed by local edge devices. Therefore, cloud computing is an essential part of
the big data field [14]. Various cloud performance benchmarks and evaluations
[15] [16] demonstrated that balancing the number and size of VMs as a function of
the specific applications is critical to achieving optimal scalability for geospatial
big data applications. It provides effective tools to manage, process, and analyze
for big data.

Security: edge computing performs better on data privacy and security since
sensitive data can be processed and analyzed locally without being transmitted
to the remote server. This can be crucial for industries with strict data privacy
regulations or applications dealing with sensitive user information. In Carlin
and Curran’s paper [17], they illustrate the main security risks and issues that
are currently present within the cloud computing industry. Although cloud
computing applies robust security measures implemented by cloud service to
protect data, there are still concerns over the data privacy caused by compliance
issues or authorized access.

In summary, even if edge and cloud computing are both state-of-the-art
computing methods nowadays, they are not perfect and have some defects in
some application scenarios. While edge computing enables real-time processing,
reduces latency, and protects data privacy, cloud computing provides scalable
infrastructure and better capabilities to handle large-scale processing. Therefore,
a hybrid approach combining both computing technologies can be adopted to
improve the performance of systems.

6 Convergence

As discussed above, edge computing and cloud computing have their pros and
cons. Thus how to make use of their advantages and combine them with IoT
becomes a transformative trend. The convergence is revolutionizing the way we
interact with technology and the capabilities of IoT devices. It brings the low
latency and high security of edge computing, scalability and flexibility of cloud
computing, as well as the ability of IoT devices to connect with the physical world.
We analyze how IoT benefits from edge and cloud computing with instances.

6.1 Real-time Solution

Edge computing enables rapid analysis and decision-making at the edge devices,
reducing latency and enabling real-time responses. Sood et al. [18] developed
an Edge Cloud-centric IoT-based smart traffic management system for traffic
inflow prediction and time-optimized smart navigation of vehicles. By accurately



predicting traffic movement, the system can adjust traffic signal timings at
intersections and prevent long waiting queues and congestion. Additionally,
through smart navigation, the system can distribute traffic optimally across
different paths, improving road safety at intersections. This system leverages real-
time data from connected devices, processes it locally with edge computing, and
utilizes cloud resources for complex analytics and decision-making. Therefore,
critical data can be processed locally, while non-time-sensitive data can be sent
to the cloud for further analysis, which makes provide real-time robust and smart
solutions to IoT systems.

6.2 Big Data Analysis

As cloud computing is widely used in IoT and big data field, IoT Cloud becomes
a term that represents the technology architecture that connects IoT devices to
servers housed in cloud data centres. While the Internet of Things refers to the
world’s collection of devices that gather and share information across various
industries and sectors, cloud computing offers storage and processing capabilities
for huge amounts of data among clusters. IoT Cloud is affecting our life in
every corner. Take healthcare for example, IoT Cloud is revolutionizing eHealth
and its whole ecosystem. Nowadays, [oT devices are indispensable in medical
systems. With combination with cloud computing, the systems are able to store
and process the immense volume of data generated by IoT devices. According to
the models learn from vast amounts of previous patients’ data, patients can get
detailed reports and even personalized healthcare. Aceto et al. [19] discussed
the relationship between health and these technologies, believing IoT, cloud
computing, and big data are moving it towards HealthCare 4.0. Besides the
medical field, cloud computing enables IoT deployments to grow rapidly and
adapt to changing requirements in various areas.

6.3 Data Privacy

IoT devices are not usually built with security solutions, leading to potential
vulnerabilities in a multiple-device system. Edge computing, however, can help
reduce these risks. It provides encrypted tunnels and access control to secure
access. Besides, edge computing is not centralized, it is able to implement
threat detection technologies to identify a potential breach as early as possible.
Security agents or micro data centres, for example, can be applied on edge
nodes to prevent unauthorized or malicious traffic from compromised IoT devices.
According to the levels of data sensitivity, systems are supposed to store and
process different data between edge and cloud computing, which will greatly
enhance data privacy issues.

6.4 Cost Efficiency

The distribution between edge and cloud computing can optimize the costs.
First, with edge computing, systems can send only relevant and delayed data to



the cloud, which will significantly reduce bandwidth requirements and associated
costs. It is particularly important in scenarios where network connectivity is
limited or expensive. Additionally, cloud computing offers elasticity, allowing it
to dynamically scale the computing resources based on demand. Some dynamic
task allocation algorithms were also studied by Ding et al. [20] and Du et al.
[21] to make the best use of the available resources.

Overall, the convergence of IoT, edge computing, and cloud computing op-
timizes how data is stored, processed, and managed. The convergence utilizes
the strengths of different technologies and creates a powerful and complemen-
tary ecosystem. It opens up new possibilities and opportunities across various
industries, ranging from traffic and healthcare to smart cities.

7 Challenges

7.1 Challenges of IoT

Rob et al. [22] states challenges regarding IoT devices, some the highlights are:

Zero-Entropy systems: Energy will be a major technological challenge in
the next five to 10 years, and research must be conducted in order to develop
systems that are able to harvest energy from the environment and not waste any
under operation.

Security & Privacy: It is crucial to effectively tackle and resolve the
challenge of ensuring adequate security on devices that have limited capabilities.
Additionally, there is a need to establish and implement technological frameworks
prioritising privacy protection, serving as the foundation for future advancements.

Scalability: The Internet of Things (IoT) is anticipated to consist of an im-
mense number of devices, potentially reaching trillions. Although it is improbable
for all devices to be interconnected in a mesh-like structure, they will likely be
organized into hierarchical subdomains. Nonetheless, the scale of interconnected
objects within the IoT is expected to surpass the current internet by several
orders of magnitude.

7.2 Challenges of Edge Computing

Varghese et al. [23] discuss the following challenges:

Heterogeneity: The edge computing landscape is highly heterogeneous, with
diverse devices, platforms, and network technologies. Achieving interoperability,
seamless integration, and efficient communication across this heterogeneous
environment is challenging.

Data Management and Analytics: Managing and processing data at the
edge efficiently is crucial for real-time decision-making. Edge analytics, data
aggregation, filtering, and synchronization techniques need to be developed to
handle data in a distributed and dynamic environment.

Quality of Service: Meeting the desired quality of service requirements in
terms of latency, reliability, and availability is a challenge in edge computing.



Efficient task scheduling, service placement, and network optimization techniques
are needed to deliver satisfactory performance.

Resource Constraints: Resource Constraints: Edge devices typically have
limited resources such as processing power, memory, and energy. Optimizing
resource utilization and designing lightweight algorithms and protocols are
essential to operate within these constraints.

7.3 Challenges of Cloud Computing in the Context of IoT
Devices

Sadeeg et al. |24] include the following challenges:

Storage and Computational performance: Systems that include the use
of cloud-based IoT devices require a high degree of performance goal requirements.
Such specifications can be difficult to meet in all settings because cloud-based
IoT devices are in motion for many applications

Reliablitiy: IoT devices are dependent on the Cloud to work providers for
time-critical apps, and the effect would directly reflect the program’s output. In
cars, surgical instruments, or in the security field, for example.

8 Trends

Carvalho et al. [25] states the following: The rapid growth of mobile devices
connecting to the network edge presents both opportunities and challenges. While
mobility enhances flexibility for users and applications, it also leads to frequent
disconnections between edge devices and the network, negatively impacting
service quality in terms of loss, delay, and bandwidth.

However, there is a need for a comprehensive management architecture that
facilitates seamless device and service handover, along with fault-tolerance sys-
tems to mitigate failures. Considering different network access technologies and
administrative domains, optimization of both horizontal and vertical handovers
is crucial. This optimization should account for factors beyond signal quality,
including movement direction, network cost-benefit analysis, and service quality.

Furthermore, the mobility of edge nodes intensifies requirements for resource
availability, resource discovery, task offloading, and resource provisioning [125].
User mobility also affects the number of hops between users and their services,
particularly at network boundaries. Therefore, efficient and dynamic migration
or replication of edge services becomes imperative in response to such network
transitions.

Edge computing can leverage the cloud to enhance reliability. By storing data
and running applications on Cloud servers, the risk of data and application loss
on mobile devices is reduced. However, it is crucial to establish dependable edge
systems that do not rely on Cloud servers. Additionally, addressing challenges
such as individual device failures, network coverage issues, network failures,
platform failures, and user interface failures requires the development of a
reliable and fault-tolerant edge environment.



9 Conclusion

The convergence of IoT, Edge Computing, and Cloud Computing has paved the
way for transformative advancements in the field of technology. This convergence
offers numerous opportunities to create intelligent, efficient, and interconnected
systems that can revolutionize industries and improve the quality of life for
individuals.

By leveraging the capabilities of IoT devices, data can be collected and
processed at the network edge through Edge Computing. This allows for real-time
analytics, reduced latency, and efficient resource utilization. The Edge Computing
layer complements the Cloud Computing infrastructure, which provides scalable
storage, computation, and services.

Together, IoT, Edge Computing, and Cloud Computing enable a distributed
architecture that offers several benefits. It enables efficient data processing and
analysis closer to the source, reducing the need for transmitting large amounts
of data to the cloud. This reduces network congestion, minimizes latency, and
enhances overall system performance.

Moreover, this convergence enables the seamless integration of various de-
vices, sensors, and applications, fostering the development of innovative solutions
across industries such as healthcare, transportation, manufacturing, and smart
cities. It facilitates real-time decision-making, predictive analytics, and automa-
tion, unlocking new possibilities for optimization, cost reduction, and improved
operational efficiency.

In conclusion, the convergence of IoT, Edge Computing, and Cloud Comput-
ing has its set of challenges but holds immense potential to drive innovation and
transformation across various domains. By effectively harnessing the capabilities
of these technologies, organizations can unlock new opportunities and deliver
enhanced services, ultimately shaping a more connected and intelligent future.
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Abstract

The way that organizations and people access and use computing resources has
been changed by cloud computing. Understanding how payment system models
are changing is essential as demand for cloud services increases. In order to
provide light on how payment systems have evolved and what effect they have on
pricing models and user experiences, this literature review examines both past and
present payment system models used in cloud computing. The report explores fixed
pricing, dynamic pricing, and value-based pricing, highlighting their advantages,
disadvantages, and the importance of cloud service users understanding these
models.

1 Introduction

With the introduction of cloud computing, organizations now have access to a wide range of flexible,
scalable, and economical services. One crucial aspect of this digital transformation is the implemen-
tation of payment systems in clouds, which has become a focal point for Cloud Service Providers
(CSPs) [21]. This literature review delves into the various models used by CSPs for cloud-based
applications, providing a comprehensive understanding of the current landscape and future trends.

Cloud-based applications cannot work without payment mechanisms, which enable frictionless
interactions between consumers and service providers. Over time, these systems have changed to
accommodate both the changing needs of businesses and customers. The path has been characterized
by technology improvements and creative solutions, from conventional approaches to sophisticated
cloud-based systems.

The CSPs’ various models for these payment systems each have their own advantages and disad-
vantages. The "pay-as-you-go" business model is one that some service providers use to give their
clients flexibility and scalability. Others prefer a business plan that relies on subscriptions because it
provides a more steady and regular flow of income. Also increasing popularity is a hybrid model that
incorporates the greatest features of each.

In-depth examination of these models will be done in this paper using case studies from top CSPs
including Amazon Web Services, Microsoft Azure, and Google Cloud. The difficulties providers
have putting these systems in place will also be covered, along with possible answers.
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Cloud-based payment systems have a bright future ahead of them as new trends emerge as technology
advances. This assessment tries to clarify these patterns and provide information on how cloud-based
applications and associated payment systems will develop in the future.

In conclusion, it is impossible to exaggerate the significance of effective payment mechanisms
in clouds. Understanding these systems and their implications is essential for both providers and
customers as cloud computing continues to rule the digital environment.

2 Evolution of Payment Systems in Clouds

In the early days of cloud computing, fixed pricing was the predominant pricing model. Customers
could choose a plan and then upgrade to a higher tier if it didn’t suit their needs. Most cloud services
now offer a form of dynamic billing where customers only pay for the resources they have used
[LO]. Service Level Agreements (SLAs) are a crucial component of cloud computing. They detail
the negotiations between the provider and the consumer. Other points included in the SLA are
the provision of services, the specific level of Quality of Service (QoS), and guarantees. The final
agreements are documented in a contract with the concerned parties [3].

Over time, payment systems began to adopt dynamic models that change based on supply and demand.
If a large amount of resources is required at a certain moment in time, the price per unit can rise. The
main advantage of this model is that the service provider has more control over the price and can
potentially generate more profits. For users, this introduces price risk, as they have to take this into
account when they reserve resources to prevent unintentional overpayment. Dynamic systems are
also more difficult to implement as they require more features: customers generally want to be able
to set upper and lower bounds to reduce their price risk, and algorithms are needed to determine the
current market price of the requested resources [15]].

Market-dependent pricing models are rarely used and are quite difficult to implement. In this model,
the price is not only based on supply and demand like dynamic pricing but a bid-ask marketplace is
also introduced, where multiple bidders can buy resources based on real-time market conditions. This
strategy can be profitable but is infrequently utilized because it is highly challenging to implement
because it requires a working marketplace. We may anticipate more advancements in payment
systems with more complex pricing models that better reflect the value offered to customers and the
costs incurred by providers as cloud computing continues to expand.

3 Models Used by Cloud Service Providers

3.1 Current models used by cloud service providers

The current models used by cloud service providers Cloud service companies offer a variety of pricing
models to suit the various needs of their clientele. Fixed pricing models, dynamic pricing models,
and value-based pricing models are the three main categories. Each has unique benefits and potential
disadvantages of its own. Customers must therefore be aware of their own requirements and available
resources before choosing a model.

Fixed pricing, also known as static or cost-based pricing, is perhaps the simplest and most commonly
used model among these. Customers subscribing to this model pay a predetermined fee for a specified
service unit. This could be charged monthly, per computing node, per CPU usage, or based on a
different metric. The primary advantage of fixed pricing is its ease of implementation.

For businesses seeking transparency and predictability, a clear pricing structure is essential. This
can be found in the fixed model, which provides stability around budgeting needs. However, there
is a drawback to this option as it doesn’t account for fluctuations in supply and demand within the
market. The other consideration is dynamic pricing models that base adjustments on supply and
demand changes in real time. While this offers flexibility, the user may experience price risk at peak
times. On the other hand, service providers can take greater control over their pricing with potential
profits that reflect market conditions.

It also necessitates a more complex implementation process, as the service provider needs to constantly
monitor and adjust their pricing in line with market conditions [15].



The third model is value-based pricing. It looks at the pricing issue from the perspective of the
customer’s value perception. Instead of setting a price based on the service cost or the current market
conditions, this model derives the price from the perceived value of the service to the customer.
This can allow CSPs to maximize their profits by charging a premium for highly valued services.
However, implementing a value-based pricing model has its own challenges, for it requires a thorough
understanding of each customer’s perceived value, which can be highly subjective and difficult to
quantify.

3.2 Fixed Pricing Model

Fixed pricing, also known as static pricing or cost-based pricing, is a pricing model where the price is
predetermined, providing transparency and stability between the Cloud Service Provider (CSP) and
the customer [5]. This model is predominantly used in the early stages of cloud computing, where
the market was less volatile and the demand was relatively predictable.

Fixed pricing models are typically adopted by companies that value predictability and stability in
their costs. These companies usually have a steady and predictable usage pattern, which aligns well
with the fixed pricing model. Major CSPs like Amazon Web Services, Microsoft Azure, and Google
Cloud Platform have offered fixed pricing models, especially for their Software as a Service (SaaS)
offerings [8]].

One of the main advantages of the fixed pricing model is its simplicity and ease of implementation.
The price is set in advance, and customers know exactly how much they will be charged, making it
easier for them to budget and plan their expenses. This model also provides stability for the CSP, as
they can predict their revenue based on fixed prices.

However, the fixed pricing model also has its disadvantages. The main one is that the price might not
reflect the actual market value. Customers might end up paying more than the market value if their
actual usage is less than the provisioned resources. This model also makes it difficult for providers to
change the price, limiting potential profits.

3.2.1 Subscription-based Model

The subscription-based model is a common type of fixed pricing model used in the cloud industry,
particularly for SaaS offerings. In this model, customers pay a fixed fee each month or year for a
specific level of service. The fee usually depends on the number of users, the amount of resources, or
the level of service required.

The subscription-based model is favored by businesses with predictable usage patterns, as it allows
for easy budgeting and cost control. It also provides transparency in pricing, as customers know
exactly how much they will be charged each month [6].

However, like the general fixed pricing model, the subscription-based model may not be cost-effective
for customers with variable or unpredictable usage patterns. Customers may end up paying for more
resources than they actually use. Furthermore, this model may not reflect the actual market value of
the resources, especially in a rapidly changing market like cloud computing.

3.2.2 Pay-as-you-go Model

The pay-as-you-go model is a payment method that provides users with flexibility by charging them
based on their specific usage or consumption of a product or service[2]. This model calculates charges
at regular intervals, such as hourly, daily, or monthly, ensuring that users only pay for the resources
or services they have actually utilized during that specific period[9]. In 2006, Amazon Web Services
recognized the significance of this concept and introduced a pay-as-you-go computing service that
required no contractual commitment. Customers simply needed a credit card to access and utilize the
services. The key advantage of this model lies in its ability to accommodate changing needs, allowing
users to easily scale their usage up or down as required, and adjust their payment accordingly. By
aligning costs with usage, the pay-as-you-go model offers a cost-effective and adaptable solution for
users.



3.2.3 Tiered and Volume-based pricing

Tiered and volume-based pricing are two distinct yet interrelated pricing strategies that businesses
utilize to incentivize larger purchases and optimize revenue.

Tiered pricing is a model where the unit cost of a product or service decreases as the quantity
purchased increases. It establishes different price points for different levels or "tiers" of product
quantities. For example, a company may charge $100 for 1-10 units, $90 for 11-20 units, and so on.
This method encourages customers to purchase in larger quantities to enjoy a lower unit cost. It also
allows businesses to cater to a wide range of customers with varying needs and budget constraints.

Volume-based pricing offers a flat discount on the total cost based on the quantity purchased. In
this model, the price per unit remains constant, but the total cost decreases as the volume of purchase
increases. For example, a company may offer a 5% discount on orders over 100 units and a 10%
discount on orders over 200 units. This strategy encourages bulk purchases and can be especially
effective in industries where marginal production costs decrease with volume [[15]].

3.3 Dynamic Pricing Model

The concept of the dynamic model entails that the price of the product or service is determined by
multiple dynamic factors, including time, customer demand, and other relevant variables[18]]. Many
companies employ this pricing strategy to effectively manage their limited capacity or resources.
The dynamic model has found extensive application in various service and utility industries. Cloud
Computing has transformed a large part of the IT industry, making computing a utility, so developers
of innovative internet services no longer face the need for significant upfront capital investment in
hardware or extensive human resources for operations. The unprecedented resource elasticity marks
a significant milestone in IT history[/11]].

Talking about payment or pricing models, the elasticity of the dynamic payment model follows
the core advantage of Cloud Computing services. There are a variety of dynamic payment models
offered by CSPs, providing cloud customers the chance to choose their most satisfying solutions in
the marketplace. The dynamic model offers many advantages for both CSPs and customers.

For the CSPs, the flexibility enables them to adapt to market conditions and optimize their pricing
strategies accordingly. By adjusting prices, they can incentivize customers to utilize underused
resources or shift demand to less busy periods, resulting in better spare cloud capacity utilization
and cost optimization. They can also respond quickly to market dynamics, optimize their pricing
strategies for more benefits, and stay ahead of competitors, bringing about a competitive edge in the
market.

For cloud customers, the flexibility enables a much closer alignment of resources with the workload
at hand. Real-world estimates of server utilization in data centers range from 5% to 20%. Another
observation is that the peak workloads for many services can surpass the average workload by factors
of 2 to 10 [11]. Since few users provision resources for less than the anticipated peak, they end
up provisioning for the peak and leaving resources idle during non-peak periods. The greater the
variation in workload, the more waste occurs. Elasticity provided by dynamic models can mitigate
this waste, compensating for the potentially higher cost per server hour associated with traditional
fixed payment models.

For example, AWS offer spot instances or spot blocks with pricing that can be categorized as dynamic-
based pricing in 2009. It can be considered as auction-based, cost-based, or time-based pricing due
to its multiple characteristics[[16]]. The shifting conditions of supply and demand have an impact
on these pricing alternatives. It might be challenging to classify one pricing model into a single
category because the CSPs frequently incorporate components from several pricing strategies into
their models. Pricing structures that exhibit traits of many pricing models may be produced as a result
of the dynamic nature of cloud computing and the variability in supply and demand.

We will examine two typical dynamic models used for cloud pricing.



3.3.1 Segment-based model

Segment-based pricing is a strategic approach employed by CSPs to categorize their customers into
segments based on specific criteria. This strategy allows CSPs to offer customized pricing plans and
services that cater to the unique needs and requirements of each customer segment.

The criteria used for segmentation may vary depending on the CSP and its target market. Common
factors considered for segmentation include usage patterns, resource demands, geographic location,
industry vertical, customer size, and specific service preferences. For example, Microsoft implements
segment-based pricing by offering student licenses for their MS Office package, recognizing the
specific needs and budget constraints of students. Another example is when a cloud service provider
offers discounted prices specifically tailored for students to access cloud services, understanding their
unique requirements and financial limitations. Another example is Amazon segments its customers
by combining operational revenue streams, such as e-commerce and cloud services, to offer bundled
pricing options and provide business customers with valuable advice on cost optimization and
efficiency[18]].

Segment-based pricing brings several benefits for both CSPs and customers. For CSPs, it allows
them to optimize revenue generation by setting different prices based on the perceived value of their
services within each segment. This approach maximizes profitability and ensures that customers in
high-value segments contribute proportionally to the provider’s overall revenue.

From a customer perspective, segment-based pricing offers greater flexibility and cost-effectiveness.
Different segments may have varying needs and usage patterns, and pricing plans can be tailored
accordingly. This ensures that customers only pay for the resources and services they actually utilize,
resulting in a more personalized and cost-efficient solution.

3.3.2 Auction-based model

Auction-based pricing is a dynamic pricing model widely utilized across various industries. Under
this model, prices are established through competitive bidding among buyers. Sellers present their
products or services, and buyers place bids to acquire them. The highest bidder emerges as the winner
of the auction and pays the amount they bid.

Auction-based pricing offers several advantages. The auction process is swift and devoid of intricate
processing steps. The pricing mechanism is transparent, with bidders only required to pay the
incremental cost at each bid. It also ensures fairness among all participating bidders who adhere to
the rules of the auction. However, this model has its limitations. Bidders face time constraints while
making decisions during the bidding process, which can result in bids surpassing the actual value of
the goods.

In the cloud market, the auction-based pricing model is specifically designed for niche and expanding
markets. Its objective is to capture additional value from customers at the lower end of the demand
curve. In 2009, AWS introduced its own auction-based spot instance. The AWS bidding process
initially functions as a blind auction, where bidders simultaneously submit their prices without
knowledge of other participants’ offers[18].

The auction-based model in the cloud market allows market forces to determine the price, establishing
a transparent and competitive environment. It facilitates price discovery, as buyers’ and sellers’
willingness to engage in transactions is unveiled through the bidding process. Auctions create a sense
of urgency and excitement, fostering competition among buyers and potentially maximizing revenue
for sellers.

3.4 Value-based pricing model
The models we previously introduced mainly focus on the cost or the market, but differently, the
value-based pricing model is driven by demands.

Value-based pricing is a subjective pricing strategy that focuses on the perceived value delivered to cus-
tomers, rather than market prices or service costs. It takes into account customers’ expectations[13]].

Customers’ perceived values consist of five dimensions: functional, conditional, social, emotional,
and epistemic values. The decision-making process for customers is influenced by these perceived



values. Value-based pricing offers the advantage of capturing a wide range of cloud service values,
including emotional and epistemic aspects.[17]]

A key challenge is defining value metrics that accurately measure customers’ subjective perceptions of
value. Hedonic pricing might be a useful model for estimating the value of new services if historical
data is available. [19]

4 Case Studies

4.1 Amazon Web Services

AWS is a cloud computing platform that provides a wide range of services to assist individuals,
enterprises, and organizations in efficiently and securely maintaining their applications, infrastructure,
and data. These services include computing power, storage options, networking capabilities, databases,
and machine learning. Furthermore, they cater to numerous industries and use cases with Artificial
Intelligence boosting the company’s abilities.

Currently, AWS operates on three pricing models basically.

Pay-as-you-go (Fixed Pricing Model) The pay-as-you-go model lets customers adjust resource
usage as needed without long-term commitments. Customers using AWS services pay based on
actual consumption under this arrangement. Businesses may respond to shifting demand without
running the risk of over-provisioning or idling capacity because of this flexibility.

Savings Plans (Fixed Pricing Model) Savings Plans offer cost savings for AWS Compute and
AWS Machine Learning services in exchange for a commitment to use a specific amount of service
over a one- or three-year period.[4] Customers can get lower prices compared to on-demand rates by
committing to a set amount of usage. While there is a commitment associated with Savings Plans,
AWS also provides freedom within that commitment. Customers are allowed to use the services they
have been given in a flexible way, changing how they use the resources according to their needs.

Volume-Based Discounts (Dynamic Pricing Model) As clients’ consumption grows, AWS offers
volume-based discounts that result in savings. In the case of certain services such as S3, the price per
unit (e.g. per GB) tends to decrease as more individuals avail the service. This kind of pricing system
encourages users to consume more resources due to the fact that the price per unit falls alongside
increasing volume.

This dynamic pricing model aligns with the concept of dynamically adjusting prices based on usage
levels. Customers benefit from economies of scale and pay less as their usage increases, which
reflects the dynamic nature of their resource consumption.

4.2 Microsoft Azure’s payment system

Azure, Microsoft’s cloud computing platform and service, offers a wide range of cloud services that
enable businesses to create, manage, and launch apps and services using Microsoft-run data centers.
Its offerings include Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software
as a Service (SaaS) tools among several others. With Azure at their disposal, companies can scale
the performance of their applications while providing users with great experiences by deploying
them closer to their intended audiences. Notably, Azure has an adaptable architecture making it fit
for multiple workloads or applications since it supports diverse programming languages, platforms,
operating systems, etc. Businesses can select the Azure pricing model that best fits their requirements
and financial constraints from a variety of options offered. We list various Azure pricing models,
along with their benefits.

Pay-as-you-go (Fixed Pricing Model) This pricing model allows users to pay only for the resources
they consume on Azure, without any upfront costs or long-term commitments. It is a flexible and
affordable choice for companies with unpredictable workloads or those wishing to test new services
because users are charged based on hourly usage rates for the services they use.



Reserved Instances (Fixed Pricing Model) With Reserved Instances, customers can commit to
using particular Azure resources for a set amount of time (usually 1 or 3 years) in exchange for a
discount off the pay-as-you-go prices. Businesses with predictable workloads and long-term resource
needs are suitable to use this model since it allows them to cut expenses while ensuring resource
availability.

Hybrid Benefit (Value-based) The primary value of Azure Hybrid Benefit comes from the cost
savings it offers to users who already have on-premises Windows Server or SQL Server licenses. By
leveraging their existing licenses, users can significantly reduce the costs of running their workloads
on Azure virtual machines compared to the standard pay-as-you-go rates[7].

The Hybrid Benefit can be categorized as a cost-saving option in conjunction with other pricing models
like Pay-as-you-go. It can also be considered as a value-based pricing option from the perspective of
the value it provides to users by maximizing existing investment and offering customized pricing. It
delivers value to users, aligning the cost of the service more closely with the users’ perceived value.

Spot Instances(Dynamic Pricing Model) This pricing model falls under the category of dynamic
models because it enables companies to bid on available Azure capacity, which can save them a lot of
money.

4.3 Google Cloud’s payment system

The full range of cloud computing services provided by Google is known as Google Cloud. It
offers both businesses and people a vast range of information and tools for creating, deploying,
and managing their cloud applications and services. Users get access to scalable and trustworthy
infrastructure, storage options, machine learning capabilities, data analytics, and more with Google
Cloud. Businesses can efficiently innovate, cooperate, and grow their operations thanks to the flexible
and secure environment that it provides. Because of its broad ecosystem and wide range of offers,
Google Cloud is a well-liked option for businesses, developers, and individuals looking for innovative
cloud solutions. The main pricing models available on the Google Cloud Platform are as follows.

Pay-as-you-go (Fixed Pricing Model) In this pricing model, Google Cloud enables users to access
and utilize cloud services without any upfront expenses or long-term obligations. This pricing strategy
is basically the same as the other two companies we mentioned in previous chapters.

Reserved Instances (Fixed Pricing Model) In exchange for committing to a longer period of
service usage, Google Cloud provides users with significant discounts compared to the pay-as-you-go
model. Users can commit to using Google Cloud services for a predetermined amount of time by
choosing this pricing plan, which enables them to enjoy significant cost savings. Organizations can
efficiently save costs while assuring the reliable availability of Google Cloud services by using the
longer-term commitment approach. Businesses that can predict their resource needs and are prepared
to commit to Google Cloud for a certain period of time stand to gain the most from this strategy.

Free tier plan (Value-based) This plan provides a free tier option for those who are not yet ready
to fully transition to a cloud service[12]. It offers a predefined amount of resources over a specific
period, allowing users to try out the service without incurring costs. Google also offers "always free"
cloud services, which are suitable for organizations with minimal usage requirements and are not
concerned about potential interruptions in operations.

By doing this, Google Cloud allows potential customers to experience and evaluate the value of their
services firsthand. Google Cloud aims to attract and retain users based on the perceived worth of their
offerings, which can be interpreted as having elements of a value-based pricing model.



5 Challenges and Solutions

5.1 Challenges

As cloud computing adoption grows, in order to put in place effective payment systems for its clients,
CSPs must overcome a number of obstacles. The main obstacles that CSPs must overcome are
covered in this chapter in order to provide their users with a simple and efficient payment experience.

Managing Diverse Pricing Models CSPs face a significant challenge in managing the diverse pric-
ing models available to customers, including pay-as-you-go, subscription-based, reserved instances,
and hybrid benefits. Each model has distinct billing and payment requirements, posing difficulties in
developing a unified and efficient payment system that accommodates all customer needs

Security Concerns Security and compliance are one of the most paramount concerns for CSPs when
it comes to their payment systems. It is crucial for them to maintain the integrity and confidentiality
of customer data. To achieve this, CSPs must comply with stringent data protection and privacy
regulations, including the General Data Protection Regulation (GDPR) and the Payment Card Industry
Data Security Standard (PCI DSS). By adhering to these regulations, CSPs can safeguard customer
information, prevent unauthorized access, and mitigate the risks of data breaches.

5.2 Solutions

To address the challenge of managing diverse pricing models, more customer research can be
conducted upfront to understand customers’ true needs and preferences[20].

In order to solve security issues and ensure the security of the payment system, the payment system
can be specially designed to enable regulatory compliance and ensure compliance with relevant
data protection and privacy regulations. It is not possible for a company like Amazon Web Services
(AWS), for example, to offer its customers a compliance solution. However, what it can and does do
is guarantee users that rigorous data-privacy policies are in place and give full disclosure on exactly
where a brand’s data is stored at all times][1]].

6 Future Trends

In the previous section, we discussed the popular models of payment systems and provided some well-
known cases of cloud service providers. However, with the continuous advancement of technology
and evolving market demands, payment system models are also expected to change. Here are the
future trends that we have identified:

Exploring Consumer Self-Selection and Complex Models In the future, there is a potential for
consumers to have the ability to self-select from multiple pricing schemes[3]]. This has the potential
to impact the optimal pricing choices made by service providers. As a result, it becomes crucial to
examine the dynamics of complex models involving both providers and consumers. Addressing this
evolving landscape would present an exciting and promising area for future research in the field of
pricing strategies and models.

Cost-based to Value-based Pricing The traditional approach to cloud pricing has primarily been
based on the cost incurred by the cloud service providers. As cloud computing evolves, the importance
of considering the value delivered to customers is becoming more apparent. With value-based pricing,
customers are able to get the most out of cloud services by taking into account the benefits and
outcomes they will receive. This approach involves understanding customers’ needs, expectations,
and the impact that cloud services have on their businesses. Pricing structures can be established
that accurately reflect the worth of providers’ offerings by considering the value they create for
customers|18]].

Emerging Technologies Shaping Cloud Pricing Serverless Computing, Docker Containers, Open
API, DevOps, Desktop Grid, Microservices[18]], by introducing new technologies, optimizing re-
source utilization, and enabling more granular and flexible pricing models, these emerging technolo-
gies are changing cloud pricing.
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Figure 1: Future trends in cloud technologies and cloud pricing strategy by Wu et al. [18]]

Serverless computing involves cloud providers managing the infrastructure and allocating resources
automatically without the need for server management. This technology enables developers to focus
solely on writing and deploying functions or applications without concerning themselves with the
underlying infrastructure. Serverless computing is revolutionizing cloud pricing by introducing a
pay-as-you-go model based on actual usage rather than fixed resource allocation.

Docker containers make it simpler to scale and manage applications by enabling uniform application
deployment across many environments. The adoption of containerization technologies like Docker is
having an impact on cloud pricing models since they allow for effective resource consumption and
flexible resource allocation based on application requirements.

Microservices design has an impact on cloud pricing since it enables cost minimization and fine-
grained resource allocation by scaling only the essential parts of an application. Complex programs are
divided into smaller, deployable services that may be built and scaled separately using a microservices
architecture. This method improves the software systems’ flexibility, scalability, and fault isolation.

By utilizing these technologies, cloud service providers are better able to meet client requests, allocate
resources optimally, and develop creative pricing plans that complement certain service offerings.

7 Conclusion

The terms "cloud computing" and "cloud services" are often used today. We go over the most
prevalent cloud payment system models in this review. The evolution of cloud payment systems has
changed significantly over time. From the early days of fixed pricing models, where customers paid a
predetermined fee for a specified unit of service, to the introduction of dynamic pricing models based
on supply and demand adjustments, and even market-dependent pricing models based on real-time
market conditions, payment systems have become more complex.

For both users and cloud service providers, fixed pricing models offer transparency and predictability
while being straightforward and stable[[14]]. Overpayments, however, may result if prices do not
accurately reflect market values and are not flexible enough to be adjusted.

Dynamic pricing methods give service providers more flexibility over pricing and could result in
bigger margins. Customers gain from having the option to increase usage as needed. However,
dynamic pricing introduces price risk to users and requires a more complex implementation process.



Value-based pricing models focus on the perceived value delivered to customers and take into
account their expectations. By aligning prices with customers’ perceived value, service providers can
maximize profits. This is the future trend of pricing models for cloud payment systems. Implementing
a value-based pricing approach, however, makes it difficult to quantify how people perceive value.

Cloud service providers use a variety of models in these categories, such as subscription-based
models, pay-as-you-go models, tiered and volume-based pricing, segmentation-based pricing, and
auction-based pricing. Each model caters to various consumer needs and usage patterns and has its
own advantages and disadvantages. We may anticipate more advancements in payment systems, with
more complex pricing models that better reflect the value offered to customers and the costs spent
by providers, as cloud computing continues to expand. The challenge is to find the right balance
between simplicity, transparency, flexibility, and profitability to meet the different needs of cloud
service providers and customers.
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Abstract

Now more than ever do we need to look at finding ways to improve the environmen-
tal impact we have on the world. Also in cloud computing do we need to find ways
to improve efficiency and decrease the carbon footprint from these technologies.
Cloud computing is becoming more ubiquitous everyday and with this growth the
demand for energy and other resources is growing as well. There is a clear need for
finding less resource intensive ways for computing and mobile cloud computing
can as this goal. In this paper we present mobile cloud computing, it’s strength and
weaknesses, and how it is contributing to the green IT initiative.

1 Introduction

1.1 Background

Mobile cloud computing has emerged as a game-changing model that has transformed the way we
use mobile devices and access computational resources. To take around the ambiguity around the
term Mobile cloud in this literature study. We define Mobile cloud as dedicated cloud infrastructure
for Mobile devices. There is a need for more research on this topic the increasing popularity of
smartphones and tablets has led to a growing demand for mobile applications and services. However,
these devices face significant limitations in terms of processing power, storage capacity, and battery
life, making it challenging to meet these growing demands [12].

To overcome these challenges, mobile cloud computing has created considerable attention as a
promising solution. By using the power of cloud computing, mobile cloud computing allows for the
offloading of computationally intensive tasks and data storage to remote servers. This improves the
capabilities of mobile devices by allowing users to access a variety of services and resources without
being limited by the capabilities of their devices. [1].

Meanwhile, the concept of sustainable development and the green computing initiative have become
more important in the era of digital transformation. The environmental impact of information
and communication technologies (ICT) has raised significant concerns, given their rapid growth
and energy consumption. Sustainable development points out the need to create balance between
economic growth, social development, and environmental protection. Green computing, a subset of
sustainable development, aims to minimize the ecological footprint of ICT through energy efficiency,
resource optimization, and responsible technology practices [19]].

Taking these considerations in mind, this thesis addresses the research question: "How does mobile
cloud computing contribute to sustainable development and the green computing initiative?" This
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question seeks to explore the potential benefits and implications of integrating mobile cloud computing
with the objectives of sustainable development and the practices of green computing. By researching
the environmental, social, and economic impacts of mobile cloud computing, this paper aims to shed
light on its potential role in promoting sustainability and minimizing the environmental footprint of
mobile technologies.

Through a comprehensive analysis of service models, infrastructure requirements, platforms, and
applications in mobile cloud computing, this thesis aims to provide valuable insights into the contri-
bution of mobile cloud computing to sustainable development and the green computing initiative.
Understanding the potential benefits and challenges associated with this integration can empower pol-
icymakers, industry practitioners, and researchers to make informed decisions and develop strategies
to leverage the potential of mobile cloud computing in a sustainable and environmentally responsible
manner.

1.2 Mobile Cloud Computing: Service Models and Infrastructure Requirements

Mobile cloud computing offers three service models: Infrastructure as a Service (IaaS), Platform as a
Service (PaaS), and Software as a Service (SaaS). [aaS provides virtualized computing resources, like
virtual machines, storage, and networking, allowing mobile applications to perform tasks and access
infrastructure on-demand. PaaS offers a complete development environment with built-in services
for mobile app development, while SaaS delivers fully functional software applications to mobile
devices over the cloud.

To support mobile cloud computing, infrastructure requirements include cloud data centres, wireless
networks, and edge computing. Cloud data centers host servers, storage, and networking equipment,
providing resources for data processing, storage, and service delivery. Wireless networks, such as
cellular and Wi-Fi, connect mobile devices to the cloud infrastructure, enabling access to cloud
services and data exchange. Edge computing brings computation and storage closer to mobile devices,
reducing latency and improving responsiveness by processing data near the source.

In short, mobile cloud computing’s service models (IaaS, PaaS, and SaaS) enable the delivery of
services to mobile devices, while infrastructure components like cloud data centers, wireless networks,
and edge computing support the computational and storage needs of mobile applications.

1.3 Platforms and Applications Analysis

The analysis of platforms and applications in mobile cloud computing is essential for understanding
their implementation and usage. Mobile cloud computing platforms enable the development, deploy-
ment, and management of mobile applications in the cloud. They provide developers with tools and
resources to optimize mobile apps using cloud services.

Platform analysis considers factors like ease of use, scalability, security, and compatibility with
different mobile operating systems. It also focuses on applications across domains like healthcare, e-
commerce, entertainment, and productivity. Understanding their use cases and requirements provides
insights into the advantages and challenges of integrating mobile cloud computing into diverse
industries.

Performance and user experience are crucial. Factors like response time, data transfer rates, and
reliability impact the success and usability of mobile cloud applications. Real world case studies and
user feedback offer valuable insights into their performance and satisfaction levels.

1.4 Mobile Cloud Computing and Sustainable Development

Sustainable development is all about finding a balance between economic growth, social progress, and
protecting the environment. In the context of mobile cloud computing, it’s important to understand
how it contributes to sustainability and its impact on society and the environment.

This paper will focus on the environmental side of mobile cloud computing and how it can help
reduce the environmental impact of mobile technologies. It explores how offloading computational
tasks to remote servers can save energy, which means our mobile devices will use less power and
last longer on a single charge. Also it will take a look into how cloud data centers can adopt green
practices like using energy-efficient hardware and renewable energy sources.



It will also dive into the social and economic effects of mobile cloud computing on sustainable
development. investigating how it can make advanced services more accessible and affordable
for everyone, promoting inclusivity and also mentions the economic benefits for businesses and
individuals, like saving money, boosting productivity, and creating job opportunities.

2 Research

2.1 Research questions

To answer our main research question How does mobile cloud computing contribute to sustainable
development and green computing initiatives? We will divide our research into the following sub-
questions: How does Mobile cloud work and how does it distinguish itself from other cloud solutions?
In what kind of applications is Mobile cloud used? What is the environmental impact of traditional
cloud and how does mobile cloud compare? What are the barriers and challenges of implementing
Mobile cloud?

2.2 How does Mobile cloud work and how does it distinguish itself from other cloud
solutions?

As mentioned in the introduction mobile devices face shortcomings in the aspect of processing power,
storage capacity, and battery life. The goal of mobile cloud is to mitigate these shortcomings and it
does so in the following ways. Lowering the latency, minimising data transfer and faster response
times. This is achieved by applying the following strategies. Network bandwidth strategy: using
regional data centres closer the mobile broadband. Network latency strategy: Move the nodes that
need to process on request closer to the mobile broadband. Mobile cloud application elasticity:
Dynamically optimizing the application for delivery and execution between device and network [19].
On the topic of application elasticity offloading plays a vital role in mitigating the problem of the
lesser amount of computational resources available on a mobile device. Heavy computational issues
like speech recognition, natural language processing, computer vision and graphics, machine learning,
and augmented reality will then be offloaded to the mobile cloud infrastructure [5].

2.2.1 Alternative cloud programming models

As mentioned earlier, data efficiency is crucial for mobile devices due to bandwidth constraints. In
order to improve data efficiency, alternative programming models can be explored, as the currently
dominant method of communication on the web is REST (Representational State Transfer). According
to a recent survey conducted by Postman, 89% of developers use REST as their API architecture
style (multiple answers were possible) [23].

However, REST is known to retrieve more data than necessary and introduce unnecessary overhead.
This has led to the exploration of other protocols, such as MQTT (Message Queuing Telemetry
Transport), for the development of mobile cloud solutions. In a study that compared MQTT to HTTP
in combination with REST, MQTT was found to be 300% faster than its counterpart [3].

By adopting MQTT or similar protocols, mobile cloud solutions can achieve higher data efficiency
and reduce unnecessary overhead, leading to improved performance and faster data transfer between
mobile devices and the cloud infrastructure.

2.3 Mobile cloud applications

To get a better understanding of how Mobile Cloud distinguish itself from traditional Cloud Comput-
ing. There can be looked at what kind of applications Mobile Cloud is used. A survey conducted by
researchers at Nanyang Technological University supplies a list of applications where the Mobile
cloud is used[10]]. A few of those applications are listed below and reviewed more in-depth also other
applications are added to the list gathered from other sources.

2.3.1 Mobile Cloud Computing and IoT

The internet of things consists of three main parts: the devices collecting the data, the communication
networks that connect everything and the system using the data. IoT suffers from very similar



problems as regular mobile devices. Mainly limited resources. The sheer volume of data is pushing
the boundaries of communication and network technology [6]. The mobile cloud allows IoT devices to
outsource data processing and computation through the internet allowing for more efficient use of the
IoT device and basically unlimited storage. In addition, since cloud computing can be implemented
scalable, users can pay based on their demand and the computation can take place in a different
geographical location providing access to people in less developed areas of the world [23]].

Green IoT Green IoT is at the intersection of Green IT and the Internet of Things. Green IoT has
two goals. The first one is to minimize the negative environmental impact of ICT by trying to develop
new technologies that can save information and communication energy. The second goal is to use
this technology to solve environmental issues.By having the cloud act as a front end for IoT, it is
very similar to the way mobile cloud operates [26]. Cloud computing represents two major trends in
information technology, one of which is IT efficiency where power is utilized more efficiently through
scalable hardware and software resources [23]. Mobile cloud computing allows IoT to take advantage
of what cloud computing has to offer. Mobile cloud offers flexible and scalable service, unlimited
data storage, improved performance with data processing and extended battery performance.

Edge computing Edge computing is an extension of cloud computing that deploys computing and
storage resources at the edge of the network closer to the mobile devices. It does this by utilizing
edge devices without uploading to the central cloud platform. This results in faster transferring of
data due to it being closer to the data source [8]]. This makes it particularly useful for mobile cloud
computing. The lower latency allows for faster offloading and thus a larger portion of the data can be
offloaded, which can help save energy and reduce overall latency of the system [22].

2.3.2 M-commerce

An application where Mobile cloud plays an important role especially if looked at in terms of revenue
is E-commerce or as it is also called when used from a mobile phone M-commerce. Especially
convenience attracts users to mobile shopping as shown in research [32] 76% give this as their main
reason. If looked at it in terms of revenue the data shows that M-commerce is becoming a bigger
and bigger part of total retail sales. In 2022 M-commerce was 6.0% of the total retail revenue and
growing with an expected share of 6.5% in 2023 [17]. This shows especially how dominant mobile
applications are becoming in the retail space. With these mobile applications also the mobile cloud
infrastructure behind them become more important for the vendors because it makes a growing
portion of their revenue.

2.4 Healthcare

Another example where mobile cloud computing can play a significant role is in healthcare applica-
tions. With the increasing prevalence of mobile devices, numerous opportunities arise, particularly
in the healthcare sector, especially when mobile devices are connected to specialized sensors. In
research conducted on this topic, positive results have been observed in both patients and healthcare
practitioners [7]].

The researchers specifically reviewed promising applications in the areas of vital sign monitoring
and blood glucose monitoring. In these applications, mobile cloud infrastructure could play a vital
role, particularly in real-time Al analysis and providing feedback on the collected data. By offloading
computationally heavy tasks to the mobile cloud infrastructure, the processing capabilities of the
mobile device can be augmented.

However, the research also emphasizes the need for caution when it comes to the use of mobile
applications in healthcare. Given the critical nature of healthcare, it is essential to prioritize reliability,
efficiency, security, and privacy when developing such applications, considering the sensitive nature
of the data being handled.

2.4.1 Mobile gaming

Mobile gaming is a rapidly growing industry that has emerged as a dominant form of gaming.
Research in this field highlights the increasing popularity of mobile gaming and also explores the



challenges and disruptions it faces. One significant factor contributing to the rise of mobile gaming is
the improvement in internet speed and the advancement of online infrastructure [[11]].

Considering this information, it can be assumed that in order to further expand user bases in the
future, it is crucial to have adequate cloud infrastructure capable of accommodating even more
high-performance games than those currently available on the market. This emphasizes the need for
robust and scalable cloud systems that can handle the increasing demand for mobile gaming.

In particular, cloud infrastructure for mobile gaming should prioritize low latency. Low latency is of
utmost importance in online gaming, as it directly impacts the responsiveness and real-time interaction
between players. To ensure a seamless and enjoyable gaming experience, the cloud infrastructure
should minimize network delays and provide efficient data transmission between players and game
servers.

By investing in cloud infrastructure with low-latency capabilities, the mobile gaming industry can
enhance multiplayer experiences, reduce lag, and provide a competitive advantage to game developers.
Furthermore, an efficient and reliable cloud infrastructure can also facilitate cross-platform gaming,
enabling players to seamlessly switch between mobile devices, consoles, and PCs without losing
progress or experiencing significant disruptions.

In conclusion, the growing popularity of mobile gaming calls for the development of robust cloud
infrastructure that can support the increasing demands of high-performance games. Emphasizing
low latency in the cloud infrastructure will be crucial in providing a seamless and immersive gaming
experience for mobile gamers.

2.5 What is the environmental impact of traditional cloud and how does mobile cloud
compare?

The environmental impact of traditional cloud computing and its comparison to mobile cloud
computing are crucial factors in evaluating the sustainability of these technologies. Traditional
cloud computing relies heavily on large scale data centers, which present significant challenges
in terms of energy consumption, carbon emissions, and resource use. In contrast, mobile cloud
computing has the potential to reduce the environmental impact by leveraging centralized resources
and offloading computational tasks from individual mobile devices.

2.5.1 Environmental Impact of Traditional Cloud Computing

The structure of traditional cloud computing, which is defined by data centers that include many
servers, requires a significant amount of electricity to operate and cool, leaving a huge carbon footprint.
The ICT sector, which includes data centers and telecommunication networks, is responsible for
around 2% of the world’s greenhouse gas emissions, which is equal to the emissions of the aviation
sector, according to a research by Greenpeace [[15]. Concerns about energy use and carbon emissions
have been increased by the expansion of data centers and the rising demand for cloud services.

For cooling purposes, data centers also need a lot of water. The significant water footprint of data
centers can worsen the world’s rising water shortage problem. To reduce the environmental impact
of data center operations, effective water management technologies and methods are necessary.
Implementing advanced cooling techniques, such as liquid cooling and reclaimed water systems, can
significantly reduce water consumption in data centers.

As said before, large-scale data centers are the core for traditional cloud computing, which uses a lot
of power. Numerous servers are stored in these data centers, which need constant electricity. The
energy demand of data centers contributes to greenhouse gas emissions and strains global energy
resources. According to a report by the International Energy Agency (IEA), data centers consumed
around 205 terawatt-hours (TWh) of electricity in 2020, accounting for about 1% of global electricity
consumption [18]]. This energy consumption is projected to continue growing with the increasing
demand for cloud services.

2.5.2 The potential of mobile cloud computing

On the other hand, mobile cloud computing has the potential to help the environment by lowering
the energy usage of individual mobile devices. The processing, storage, and battery life of mobile



devices like smartphones and tablets are constrained. Mobile cloud computing makes use of remote
cloud servers to offload expensive operations, resulting in energy savings and longer battery life for
mobile devices [31]]. The entire energy use and carbon emissions connected with mobile computing
could be reduced by this offloading procedure

Mobile cloud computing can also help reduce electronic waste by extending the lifespan of mobile
devices. Traditional cloud computing requires powerful local devices to handle complex computations.
However, this can lead to faster device obsolescence and increased electronic waste. By offloading
computational tasks to the cloud, the processing capabilities of mobile devices are not strained,
leading to lower wear and tear on device components. This can result in longer device lifetimes,
reducing the need for frequent device upgrades and replacements.

Additionally, by combining resources in data centers, mobile cloud computing could use green
computing techniques. Green computing aims to optimize energy efficiency and minimize the envi-
ronmental impact of IT infrastructure. By using energy-efficient hardware, such as servers equipped
with low-power processors and advanced power management features, data centers can effectively
reduce energy consumption [30]]. Server virtualization is another method which could enhance
resource usage and energy efficiency. Studies have demonstrated that virtualization technology in
data centers could reduce energy consumption up to 30% [21]].

2.6 Security Challenges

The adoption of renewable energy sources plays a crucial role in mitigating the environmental impact
of cloud computing. Leading cloud providers have made commitments to powering their data centers
with renewable energy. For instance, Google has successfully matched 100% of its worldwide
operations with renewable energy, including its data centers [14]. Similarly, Amazon Web Services
(AWS) has made substantial investments in renewable energy projects to power its infrastructure [4].
These initiatives significantly contribute to the overall reduction of carbon emissions associated with
cloud computing.

To address the environmental impact of cloud computing, various projects and guidelines have
been established. The Green Grid, an industry consortium, focuses on promoting energy efficiency
and sustainability in data centers [16]. The European Code of Conduct for Data Centers provides
guidelines and best practices for improving energy efficiency and reducing environmental impact in
data center operations [20]. These programs seek to encourage the use of sustainable practices and
raise awareness regarding the environmental implications of cloud computing.

In conclusion, traditional cloud computing has environmental issues due to its energy consumption,
carbon emissions, and resource usage. However, mobile cloud computing offers potential benefits in
terms of reducing environmental impact. By leveraging centralized resources, offloading computa-
tional tasks, implementing green computing practices, and utilizing renewable energy sources, mobile
cloud computing can help to save energy and could decrease carbon emissions. Further research is
required to improve energy efficiency, increase the share of renewable energy in data centers, and
ensure the widespread adoption of sustainable practices throughout the mobile cloud computing
ecosystem.

2.7 What are the challenges and barriers of implementing a mobile cloud?

Mobile cloud computing faces a number of challenges. The major challenges that mobile cloud
computing face are inherent problems from mobile devices and the mobile nature of their application
in daily life. These range from limited processing resources due to the small form factor to availability
issues due to network fluctuations. There is still a lot of research to be done improving on the
shortcomings of mobile cloud computing. If we can overcome, or at least diminish, some of these
aspects this could help increase adoption of mobile cloud computing and thereby help support
sustainable IT.

2.7.1 Energy efficiency and limited bandwidth

Even though mobile cloud computing can improve mobile devices it still has a problem with limited
resources available [27]. Energy efficiency is a very important topic when looking at mobile cloud
computing. Mobile devices have limited electricity available to perform tasks and it is therefore a



key resource that needs to be considered carefully. One of the main things to consider when dealing
with the limited capacity is deciding whether the benefits outweigh the costs of offloading. There are
conflicting objectives at play with mobile devices [13]]. These three goals are performance, battery
lifetime and quality of the data. While having high performance and fast execution is nice to have, this
also compromises energy usage and therefore battery life. And many low-resource mobile devices
might only be able to provide lower quality data transfer due to severely lacking bandwidth. There
is a fine balance to be found in between these three goals to maximize the experience. Where with
some applications slightly more performance would be preferable at the cost of decreased battery
life. Similarly, because we cannot just connect an internet cable to a mobile device. This means that
mobile devices have limited bandwidth available, compared to traditional cloud solutions, to connect
with cloud services. These limitations in resources form the biggest challenges but mobility causes
other problems. These are availability [10]] and heterogeneity [24].

2.7.2 Service availability and Heterogeneity

Mobile cloud services need to be able to support this mobility while providing seamless service to
its users [12]. With traditional cloud services the users access it from a known location where the
conditions can be optimized for the user. Mobile devices need to be able to provide service from
basically anywhere which increases the complexity of the system. Mobile devices could face changes
in environment at any given moment [28]. Connection issues are ever present in a mobile environment.
While moving a mobile device could change networks many times in short period, for example while
moving in a train or car. The connection could go from strong to weak, and vice versa. Or it could
disconnect altogether. While going from a strong to a weak connection might be inconvenient it does
not pose any serious threat. Tasks could still be executed, although slower. However when a user
moves effectively out of range of the available service network during the execution of a tasks, and
a complete disconnect happens, the tasks is aborted. This is not only inconvenient for the user, but
it also wastes resources. These environmental changes are problematic for the simple reason that
we do not, and cannot, know every network. This heterogeneity can make it difficult to maintain an
adequate level of service for the users. In addition mobile clouds need to be able to provide service to
many different devices, networks and data formats [2].

2.7.3 Security and privacy

Finally mobile clouds face additional security challenges on top of the ones that come with traditional
cloud computing. These challenges are: privileged user access, regulatory compliance, physical
location of the data, data separation between different users, proper recovery mechanisms and long-
term availability [12]. The point of mobile cloud services is to move resources intensive tasks away
from the mobile device. As a result of this, data needs to be moved to and from the cloud provider
for storage and processing. This process introduces a risk of data loss, data breach, data recovery,
data locality and data privacy [24]. Due to the dynamic nature of mobile devices mobile clouds can
be accessed from many different unknown and wireless networks which increase the security risks
[12} 29]. This can be problematic since the users often are transferring data from a personal mobile
device. Data that would otherwise have remained private. Users have no control over the offloading
process. This means there is an increased risk of unauthorized access to the data, a data breach.
Which increases the potential of violating the integrity, confidentiality and availability of the data [2].
There have been offloading algorithms proposed that would try to mitigate this risk by only offloading
less sensitive data [9]. Furthermore, because the users have no control over this process they are
unaware of any potential data that could be collected while offloading. The cloud providers could be
scanning the data that is being offloaded or they could be recording location data. The sensors on
mobile devices allows the cloud providers to give the users context, like the current location of the
user, but it also raises additional privacy concerns over the collection and processing of this data [24].



3 Discussion

In this paper, we explored the field of mobile cloud computing across various applications, along
with potential environmental benefits. Our research delved into several resources, yet we encountered
a challenge: a noticeable lack of recent research on mobile cloud computing. Most existing literature
dates back to around 2012.

The likely reason behind this research gap is the significant advancements in mobile performance
and bandwidth over the years, which have mitigated many previous problems and diminished the
immediate need for new solutions through research.

However, certain areas still warrant further investigation. For example, the role of Al in mobile
applications, which demands high computational power and resources, would benefit from more
focused research. Likewise, the Internet of Things (IoT) is another area ripe for more extensive study,
given the limited resources available for such devices.

Lastly, the issue of energy efficiency in mobile cloud computing requires further attention, particularly
in light of the ongoing climate crisis. Future research should focus on how mobile cloud computing
can be leveraged to further enhance energy efficiency and contribute to global sustainability efforts.

4 Conclusion

The mobile cloud is a powerful technology that can significantly enhance the capabilities of mobile
devices. Mobile cloud computing can extend battery lifetime off mobile devices by offloading
complicated processes and computations. Mobile cloud allows us to leverage increased processing
power and storage capacity without increasing the cost which can improve reliability and scalability.
And by using renewable energy mobile cloud computing can help save energy and decrease the
emission of greenhouse gases. It involves unique strategies and models to overcome the limitations
of mobile devices, but it also faces its own set of challenges. These challenges involve the limited
resources associated with mobile devices and the dynamic nature of mobile devices. Nevertheless,
with ongoing advancements in technology and security practices, the mobile cloud will continue to
play a critical role in the evolution of mobile computing and green IT.
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Abstract

Identity as a Service (IDaaS) is a model for identity management aligned with
the paradigm of cloud computing: as a third-party standalone service offered to
enterprises, readily available, flexible, convenient and elastic. From its inception
as proposed architectures for identity management, to a growing industry in itself,
it has gone through many definitions and iterations. In this literature review, we
offer a historical and contextual analysis of IDaaS from 2007 to 2023, focusing on
the factors that hinder or enable its adoption in organisations. Evidence is given
that security and trust, complexity and lack of compatibility are widely mentioned
hindrances, as breaches and outings on sensitive processes such as authentication
and authorization are major risks to organisations. On the other hand, the perceived
relative advantage and reduction in costs, including speed and ease of set-up and
management (being offered by a third party) are incredibly valuable. The portability
and interoperability of these systems are very beneficial for organisations and users
alike, and if these systems are correctly set up, security and trust can be massively
increased. Finally, this work demonstrates that literature specific to this topic is
lacking, and as a rapidly growing and mature service model, more attention should
be given to the subject.

1 Introduction

Identity as a Service (IDaaS) is a term closely associated with cloud computing. In cloud computing,
there are three comprehensive service models: Infrastructure as a Service (IaaS), Platform as a Service
(PaaS) and Software as a Service (SaaS). IDaaS is a subset of the Software as a Service category.
[1] IDaaS was originally proposed as an identity management architecture that would enable the
interoperability of many different services in a service-oriented architecture, following the paradigm
of loose coupling of identity management with the core services. [2]

The advantages provided by utilising IDaaS are linked to the main selling points of cloud comput-
ing: “flexibility, scalability of resources, reliability, broad network access, cost-effectiveness and
sustainability”. [3] Specifically to IDaaS, the added promised advantages are the convenience for the
end-user, related to a single sign-on approach or on every access; as well as interoperability for easy
integration of business functionality on the side of organisations. [2]

Although cloud computing rapidly grew from its early development from Amazon in 2007 (IaaS),
Salesforce (PaaS) and Google in 2010 (SaaS), until recently, IDaaS was a nascent yet promising
portion. [1]. Therefore, the factors that impact the adoption of this specific model of Identity Access
Management (IAM) in organisations have not been studied at length.

Overall, five key capabilities are required to make enterprise IDaaS solutions possible [3]:
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Figure 1: Identity as a Service (IDaaS) [15]

The goal of this literature review is to identify and analyse the relevant scientific literature when it
comes to the decision-making process that leads organisations to adopt or not adopt IDaaS as the
IAM model for their case. This paper will also include, where relevant, a review of factors in the
adoption of cloud computing at large, as IDaaS is a subset of this service model.

2 Research method

We utilised Google Scholar as our primary search tool. Our search included the keywords “Identity
as a service”, “IDaaS”, “Cloud Computing” and “Adoption”, either standalone or in combination
with one another. We also browsed the following databases:

* [IEEE Xplore
* San Jose State University, Dr. Martin Luther King, Jr. Library|

The selection criteria were to focus on papers that provided historical context to the development of
IDaaS, Cloud Computing and Cloud Services; papers assessing opportunities and challenges of the
aforementioned topics; and papers analysing factors for their adoption in organisations. The review
will follow a chronological order.

3 Literature review

The term Identity as a Service (IDaaS) was first proposed by Emig et al. in 2007 in their work
“Identity as a Service - Towards a Service-Oriented Identity Management Architecture”. They
predicted that service-oriented architectures (SOA) would be the basis of future information systems,



and highlighted the lack of a blueprint to create an identity management (IdM) architecture tailored
to SOA. [2] With a major advantage of web-service-oriented architecture being the interoperability
of services, the IdM need to account for that, facilitating authentication and authorization of users
across services.

Their main contribution is to define that “the complexity of the IdM architecture is encapsulated at a
set of service interfaces which should not have business domain-specific characteristics.”, aligning
the IdM architecture with the paradigm of SOA, and then proposing and testing an initial design
to validate it. Hence, the IdM is designed as a decoupled service: IDaaS. However, as a starting
proposition for IDaaS, their work did not include or predicted any of the commercial ramifications,
such as companies offering IDaaS as a third-party alternative, making IDaaS a de-facto product in the
cloud ecosystem. With the growth of digital data generation and storage, and the growing need for
trust and security, some authors propose an essential shift in how digital identities are maintained and
utilised on the internet.

Ates et al. proposed an identity-centric internet in 2011, as a way to defragment personal data. [4]
Not just as a matter of decentralised storage, but of multiple systems containing just fragments of a
person’s information, often without that person’s knowledge or consent.

Although this work is tangential to our research question, it provides historical context and describes
some challenges in identity management, from societal and technical perspectives. Mainly, the
authors bring attention to the notion of ownership of personal data, a topic closely linked with
authentication and authorisation, since forms of authentication often require personal information,
and that data generated while a user is signed in is often linked to the individual, even if they don’t
own 1t.

An interesting proposition in this paper is the Identity in the Cloud Agent (IC-Agent), which is
a user-owned and controlled logical system to manage an entity (e.g. person) identity, including
personal data, on the cloud.

As interesting as that idea might be, and the claim by the authors that it is a “necessary and tangible
objective”, it did not come close to materialising since. The security and technical issues when
it comes to hosting and integrating such a solution were not addressed at length (except for a
brief discussion on the hosting for the IC-Agent). Furthermore, the authors did not address users’
motivation in technology adoption, nor the very diverse cultural and regulatory landscape across the
globe when it comes to personal data management.

In Samlinson & Usha (2013), it is demonstrated that “cloud computing is the next wave of information
technology revolution”, but that security is a major hurdle in its adoption.[5] To adapt to the cloud
model, organisations would be forced to move away from traditional security methods in-premises
and move to higher-level security. Expanding on the idea of Ates et al., they proposed a Trust Agent
to allow users to log into multiple cloud service providers (CSP) - a federated environment. Briefly
described, the IdM would allow users to “securely traverse in the federated cloud environment without
creating new identity credentials for each service they access”.

The value add of this work is the description and diagraming of how these Trust Agents can enable
identity management in an intercloud scenario, and that it can be achieved with open standard
protocols. Additionally, it demonstrates the need for convenience and trustworthiness in this scenario.
However, this proposed model was not empirically verified, as the authors suggest it be done in future
work.

Stieninger et al. (2014) offer a more comprehensive review of drivers and barriers to the adoption of
cloud services. They utilise and compare theories for innovation and IT adoption such as Diffusion
of Innovations (Dol) theory by Everett Rogers (1962), from his book of the same name; and
the Technology Acceptance Model (TAM) by Fred Davis (1987). Importantly, they acknowledge
that, although Davis’ TAM focuses on individuals instead of organisations, many IT decisions in
organisations are made by single individuals at the executive level. Therefore, it’s acceptable to use
both these theories to investigate organisational disposition to these factors.

Their paper focuses on and reconceptualises five factors accepted as influential in technology adoption:
compatibility (CPT), relative advantage (RA), complexity (CPX), image (I) and security & trust
(ST).[6]



» Compatibility: the degree to which the innovation is perceived as consistent with the
“existing values, past experiences and needs of potential adopters.” It can also encompass
process and data compatibility, and considerations of lock-in effects on a vendor on costs
for migration and integration. According to the authors, this factor is frequently cited.

Relative advantage: “how much is the innovation perceived as being better than the idea
it supersedes”. In this, cloud computing solutions showcase several relative advantages of
simpler administration, potential cost savings and flexibility, among others.

Complexity: the perceived difficulty to understand and use the innovation. High complexity
is likely to turn into a barrier to adoption, but there were indications that subject matter
experts consider cloud implementation as not very complex, as it has simple administration
tools, and high usability and degree of automation.

Image: the perceived enhancement of the organisation’s image or status in its social context.
A good image can offer a competitive advantage in attracting and negotiating with customers.
Because of association, an organisation can be at risk of negative impact due to issues with
the cloud service provider, such as data loss incidents, outages, or even sharing cloud
resources with a malicious organisation.

Security & trust: for their work, trust is “considered as the ability of the involved actors to
convey the perception of trustfulness”. Due to its novelty at the time, there was still a lack
of trust, and perceived security and safety heavily influence trust in the context of cloud
services. In particular, we highlight data security and geographical location for data storage
and processing as impactful items for trust.

The aggregation of many factors presented in previous theories, and its reconceptualisation, is
particularly useful here. The authors compare a somewhat extensive body of research and cite studies
that map these factors to positive and negative attitudes toward the adoption of cloud computing.
In relation to our original question of factors influencing the adoption of IDaaS, it goes beyond the
previously mentioned issues of convenience and security, demonstrating that the organisational context
and perception of the innovation play an important role. In this paper, the approach to organising and
counteracting some gaps in previous theoretical models is logically explained. However, the findings
are related to the broader topic of cloud computing, and there are no specifics on IDaaS, so they have
to be interpreted in a more general way.

In a more narrow scope, Habiba et al. (2014) explore cloud identity management security issues and
solutions. They define cloud Identity as a Service (IDaaS) as “the management of identities in the
cloud, outside the organisational boundary and applications that use them.” [7]

They point to the benefits that IDaaS offer that are common to cloud services, such as reduced
hardware cost and easier integration, but many challenges exist in security and privacy. They advocate
that identity management is still best to be managed internally because the risks lie on the organisation,
and not the IDaaS provider, if critical information is lost or compromised.

In the paper, many models of identity management systems are classified and explained, with their
respective advantages and disadvantages, as well as a list of open-source cloud computing platforms
alongside their identity management services.

As a factor inhibiting adoption, the security of Cloud IdMs was at the time in its nascent stages,
and it was “categorically considered as the most important requirement”. Security and performance
bottlenecks limited adoption in a dynamic cloud environment. The authors bring attention that the
domain of cloud IdMs warranted more attention from the research community and IT industry.

The added value of this research was comprehensive research on cloud IdMs, with a classification of
models, an in-depth list of possible attacks targeting cloud IdMs, and the development of a taxonomy
to evaluate cloud-based IdMs. They present evidence that security is a top concern in the adoption of
IDaaS.

Sherlock 2014 [8] discusses the concepts of Identity as a Service (IDaaS) and Federated Identity
Management (FIM) and their acceptance among various institutions and the general population.
FIM and IDaaS have been well received in educational, commercial, and government organizations
but amongst the general population, it is a lot less accepted due to trust issues. One of the main
hindrances to the adoption of FIM and IDaasS is the lack of understanding and trust among the general
population [17]. Despite government efforts, notably in the European Community, to establish a



common credential provider and broker-based approach, there are still barriers to acceptance, such
as concerns over the unauthorized release of private information and the lack of a clear definition
of what constitutes an electronic identity (eID). The paper further emphasises the questions arising
orientating around the truthfulness of IDaaS, such as risks of Man-in-the-Middle attacks, misuse
of IdP and SP with user identity information, and the clear definition of liability arrangements are
identified as potential risk areas.

In summary, while technological solutions for identity management, such as IDaaS have been proven
to be viable and cost-effective, a full-scale implementation is currently constrained by trust issues
among the general population [8].

Ducatel (2015) proposes a Horizontal Service design in turning Identity and Access Management
(IAM) solutions into IDaa$S, consisting of reusable, policy-driven feature enforcement to guarantee
compliance integrity offered by a subscription-based service.[9] Bringing the concept of IDaaS closer
to SaaS when it comes to business model.

The author describes trust and security as drivers of the adoption of cloud services, and that cloud
service providers (CSPs) can demonstrate to customers (organisations or end consumers) how identity
management is done: how is it protected, where is it stored, how do they mitigate identity-related risks.
To that end, a classification framework for the level of mitigation for risks is offered. The need for
transparency regarding exposure is important since “IDaaS for cloud services implies a fragmented
model of identity responsibilities”. In short, the author concludes that mitigating risk can not be done
without transparency on the liability of each component in the system. Finally, the issue of storing
identity is discussed, since this presents legal and regulatory ramifications. IDaaS customers should
request and understand the Service Level Agreement (SLA) of the service to ensure it complies with
internal policies and external regulations. This Horizontal Service architecture addresses trust-related
issues for customers while being appropriate for multi-tier and multi-cloud deployments, it is argued,
and therefore contributes to cloud adoption. Vo et al. 2016 [10], discuss three key roles in any
cloud computing environment according to IBM’s Cloud Computing Reference Architecture, namely
service creator, cloud provider, and cloud consumers or end users. Three scenarios are showcased
in these environments, including dynamic single-sign-on (SSO) issues where a user has to manage
different credentials for different services within the same cloud provider, dynamic service binding
where a service may need to partner with another service based on user behaviours, and identities
roaming (users moving geographically and accessing services from different locations). The model
described in the paper [10] discusses several components of an IDaaS model including:

* Policy Enforcement Point (PEP): This intercepts the authentication request and handles
authorization for the service provider.

* Policy Decision Point (PDP): This is a mechanism for analyzing and deriving any elements
related to Security Policy from an existing implementation.

* Policy Information Point (PIP): This provides user information for the PDP to make decisions
and also handles identity roaming between IDaaS in different security domains.

* Policy Administration Point (PAP): This endpoint provides functionalities for operators of
tenant applications to review the derived policies and configure them on demand [10].

The authors further explore identity roaming, adhering to privacy guidelines, and ensuring that user
data is protected from unauthorised access or disclosure. The future work is an interesting suggestion:
it is proposed to extend Topology and Orchestration Specification for Cloud Applications (TOSCA),
a standard to describe topology for Cloud applications. The author suggests an extension of TOSCA
to describe a model for IDaaS components, developing a mechanism to protect identity roaming
against identity theft, and considering automated trust negotiation between IDaaS based on existing
trust between mobile network operators [10].

In their following work, the authors present a novel approach to preserving privacy in IDaaS. In
particular, they focus on how Personal Identifiable Information (PII) can be disseminated across
multiple cloud services, via federated identity management, while still ensuring PII is not misused or
accessed by unauthorised entities. The proposed technical solution combines Purpose-based Access
Control (PBAC) and Attribute-based Encryption (ABE). [11]

They go into detail on the implementation of such system, including how authentication and encryp-
tion would work. In terms of adoption, they explain how this solution can support organisations
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Figure 2: Graph showing increase of acceptance of IDaaS from 2013 to 2017 [16]

in keeping compliance: “‘European Union Data Protection Directive’ prohibits data transfer or
processing by a service that is hosted in a country with a weak privacy protection law. By applying
these guidelines, our access control model takes time, purpose, location, and domain as the main
factors for describing the disclosure policy.” Interestingly, this work focused on preserving user
privacy in IDaaS for federated environments, whereas previous work focused more on the issue of
security and trust. PII might have more specific regulations, such as the “European Union Data
Protection Directive”, and therefore it is valuable to design a system that is convenient for the end
users and services in terms of its portability and usability but that accounts for the sensitivity of the
information being disseminated.

In his work ’The rise and rise of ID as a Service’ (2018), John Mears describes how IDaaS is changing
how biometric matching and identity services are provided. [1] The author describes the ambiguity
of the term IDaaS (in some contexts, only describing a cloud-based subscription service, in others
as any identification function open to multiple entities, regardless if in the cloud or not). In any
case, the author describes the main functionalities of IDaaS as: Authentication (with authorization
included here): enables a service “to verify that a person asserting an identity is indeed the person
they claim to be”. Identification: “the comparison of an unknown person or user to a potentially
large gallery of known subjects”. [1] So far in this review, only the aspect of authentication (and
authorization) was included, but not services for identification. The author states that “organisations
have adopted a cloud-first or cloud-only strategy to ensure they can reap the benefits described in
the NIST definition”, namely: that cloud computing provides ubiquitous and convenient access to
configurable computing resources, that can be easily and quickly provisioned and released.

In that sense, the financial and competitive drivers in adopting IDaaS are highlighted: the ready
availability of these services and the flexibility to scale them as demand requires. Also, regulatory
motives, such as data security and regulation specific to certain industries. IDaaS appear as a solution
to these challenges. Three main types of organisations and industry sectors are listed as being attracted
to IDaaS: government agencies, due to the elasticity and scalability of IDaaS systems; financial
industry, due to regulatory, performance and security considerations; and the healthcare industry,
to reduce errors and fraud. The paper also focuses on biometric modalities in IDaaS applications:



fingerprints; facial, iris and voice recognition; and other less common methods (e.g. DNA). With the
mass adoption of mobile and other devices with biometric and behavioural authentication capabilities
built-in, the acceptance of advanced authentication increases.

A hindrance to adoption is that “IT staff perceive there is a loss of control of data, and subjects worry
about the security of their data being stored in the cloud”. Once more, concerns with security are
a blocker, but the growth of SaaS (and IDaaS as its subset) suggests that the benefits previously
mentioned are worth it. In this work, many specific cases and solutions are mentioned, and the author
makes a logical case for the rise of IDaaS, linking it to the development of other technologies, such
as biometrics in customer devices.

On their work in 2019, Vo et al. expand on their previous work of IDaaS as a way to preserve user
privacy while offering interoperability in a federated system.[12] They emphasise that there is a
demand for "highly secure and flexible access control for identity federation" but this security feature
is not a core competency of service providers, leading cloud services to prefer outsourcing IAM to
third parties. Another factor is that the human-PC (personal computer) link is the weakest link when
it comes to identity protection, more so than the links between PC, service provider and identity
provider, and therefore, reducing human interaction from identity disclosure is desirable.

The main content of this paper is the architecture design of their proposed system, which enables the
preservation of user privacy, while providing identity propagation between services or intermediaries
in a secure way (i.e. with PII encrypted in the identity provider). They offer a solution for many of
the challenges in IDaaS adoption and disclaim the technical considerations in doing so.

Chau 2019 [13] focuses on exploring the factors that drive the adoption and usage of cloud services
in organisations. Cloud computing provides an alternative model to traditional IT deployment and
governance, enabling businesses to focus on their core competencies instead of managing large-scale
IT infrastructures, such as users’ identities. This study looks into the decision-making process of
whether or not to move an IT operation to the cloud. A survey was carried out, examining factors
such as extrinsic motivation, intrinsic motivation, perceived risks, and resource constraints. Cloud
services can be delivered through three models:

* Software as a Service (SaaS)
e Infrastructure as a Service (IaaS)

¢ Platform as a Service (PaaS)

and can be deployed using private, public, community, or hybrid infrastructures [13]. IDaaS specifi-
cally focuses on managing user identities and access control.

Similar to the aforementioned cloud services, IDaaS is influenced by the same factors such as
extrinsic motivation, intrinsic motivation, perceived risks, and resource constraints. For example, a
company might be motivated to use IDaaS due to its benefits of centralised identity management and
reduced overhead costs (extrinsic motivation), or because it aligns with the company’s values of using
modern, cloud-based technologies (intrinsic motivation). Chau 2019 [13], emphasises which factors
can influence the potential adoption of IDaaS. Understanding these factors can help cloud service
providers improve their offerings and address the concerns of potential customers, thus facilitating
wider adoption of these technologies [13].

Gomma 2020 [14], paper focuses on the concept of IDaaS in the context of cloud computing.
It acknowledges that while IDaaS brings many benefits, it also introduces security challenges,
particularly regarding identity theft, as previously discussed. The paper proposes the use of Virtual
Identity (VID) as a solution to enhance security within the IDaaS framework [14].

The paper explains that IDaaS is commonly used for authentication in Software as a Service (SaaS)
cloud deployment models and can be provided by third-party identity providers. The authors propose
the use of VID, which allows for anonymous Single Sign-On (SSO) in distributed cloud service
environments. They design a VID creation framework using Elliptic Curve Cryptography (ECC) and
implement two approaches:

* Identity Based Encryption (IBE)
* Pseudonym Based Encryption (PBE) using the MIRACL security library



To assess the security of their proposed solutions, the authors use the AVISPA tool, which analyzes
the formal models of security protocols. The analysis shows that both the IBE and PBE protocols
are secure with no vulnerabilities found. The authors conclude that their VID approaches based on
IBE and PBE are suitable and scalable for securing anonymous communication in cloud services
environments.

The contributions of the paper include the design and modelling of the VID framework, the imple-
mentation of the models using the MIRACL security environment, the validation of the protocols
using AVISPA to assess their security measures, and the comparison of the proposed solutions with
related work in terms of security and cost. It provides context and an indication of how IDaaS can be
further developed and possibly be more generally accepted.

Future directions for the research include integrating the proposed VID solutions into a running cloud
environment and further studying their implementation and performance in real-world scenarios [14].

Sharma et al. (2020) provide a systematic literature review on the topic of cloud computing adoption,
using manual analysis and natural language processing (NLP). [3] It’s an extensive work, ranging
from describing which theoretical frameworks are utilised for studying cloud computing adoption
(with the most common being TOE - Technology Organization Environment by Tornatzky et. al;
and TAM - Technology Acceptance Model by Davis); the critical factors in the adoption of cloud
computing; what are the significant causal relations of influencing factors are important; and if there
are any differences in these factors, with respect to developed and developing countries.

In their review, the authors compiled and aggregated commonly mentioned keywords across 201
curated studies based on their criteria.
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Figure 3: Factors influencing cloud computing adoption (worldwide) [3]

The most commonly cited words/phrases in the studies the authors reviewed are security, cost, trust,
privacy, risk and virtualization. Figure 2 shows the keywords already aggregated in factors, with the
five most commonly cited being security risks, cost, relative advantage, complexity and compatibility.
Additionally, they uncovered a strong association between the terms security, privacy and lock-ins.
Existing users of cloud services considered compatibility, security and technical support from the
service provider as important factors.



An important finding in this work is that "most of the research examined specific aspects of the
first-time adoption (...), but only a handful of researchers usually focus on which factors led to the
continued urge and usage of adoption". And only one study mentioned factors that could lead to
attrition of cloud services. These are areas in need of more research.

The landscape in the adoption of cloud, and hence how identity is managed in systems, has changed
considerably in the last decades. Today, there is a great need for robust identity management, given
the constant risk and massive negative impacts of breaches and attacks. At the same time, due to
the multiplicity of users’ devices, and applications and services on the internet, identity have to be
easily manageable. IDaasS is an apt solution for this, and hence it is also known as "modern identity",
possessing the capabilities of: directory (i.e. storage of data, metadata and policies on identity); single
sign-on (SSO); multi-factor authentication (MFA); and provisioning and workflows (capabilities on
managing the service, including automation).[ 18]

More recently, there are many providers for IDaaS as an enterprise product, with different capabilities.
Organisations can evaluate them based on their needs and the capabilities of each of these products,
such as single sign-on (SSO), multi-factor authentication (MFA) and type of authentication. [19] The
size of the IDaaS market was valued at $5.5 billion dollars in 2021, and is projected to reach $41.9
billion dollars by the end of 2031, proving that the technology is being adopted at a high pace. [20]

4 Discussion and conclusion

As is the case for a novelty approach in a rapidly changing cloud computing ecosystem, the earlier
works in identity management, specifically related to IDaaS, describe different possible architectural
implementations. With the growth and adoption of cloud services from 2007 to today, a need for a
scalable and robust approach to identity management is required, and IDaaS (with its many different
possible implementations) is an apt solution for it.

The most commonly cited hindrance to the adoption of IDaaS is the issue of security and trust, even
more so in its nascent stages. But with advancements in technology and many providers specialised
in these solutions, it has matured and offers many advantages over developing and maintaining
identity-management on-premises for organisations.

The main advantages of IDaaS closely resemble those commonly associated with cloud services:
ready to use, with low cost of implementation, interoperability, easy to manage, elastic and flex-
ible. However, externalising identity and access management can be perceived as a big risk for
organisations, due to the lack of control.

These advantages propelled the adoption of IDaaS. Specifically to IDaaS: the possibility of managing
identities in federated environments, reducing usability issues (such as the creation of multiple logins
and passwords by users), and even security issues (with encryption, multi-factor authentication, and
biometrics).

This literature review also brings attention to the fact that research on adoption (and attrition)
factors specific to IDaaS is rare. For that reason, gaps had to be addressed by analysing factors
related to cloud services adoption, and then putting them linking them to the context of identity
management. Also worth noting is that the term IDaaS had different meanings from its inception
(as a technical implementation) to now (fully-fledged enterprise products offered by third parties via
cloud capabilities).
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Abstract

High-Performance Computing (HPC) has been traditionally executed on dedicated
supercomputers, however, with the emergence of cloud computing, there’s an
increasing interest in leveraging its scalable and flexible infrastructure for HPC
applications. This review focus on this intersection, including the performance,
latency, data security, and cost issues associated with running HPC workloads
in cloud environments. We outline the challenges that arise due to architectural
differences between traditional supercomputers and cloud environments, the im-
plications of latency on cloud workloads, the complex data security concerns, and
the cost-effectiveness of utilising cloud resources for HPC. Despite the challenges,
the flexibility and scalability offered by cloud environments present significant
opportunities for HPC. This review thoroughly covers the challenges and current
state of HPC in the cloud, providing a strong foundation for future research in this
promising field.

1 Introduction

High-performance computing (HPC) is a method of processing large amounts of data and performing
complex calculations at high speeds[[1]]. HPC has traditionally been associated with physical clusters
of powerful computers, deployed and maintained by experts in buildings which are designed for
cooling the whole system with best efficiency[2]. In traditional HPC architecture, multiple computers
or computing units are networked together to form a cluster which contains much more powerful
performance than one single computer[/1]. These traditional, on-premise HPC clusters offer the
advantage of dedicated resources, enabling high-speed computation and communication capabilities,
which are especially beneficial for tasks with significant data transfer and synchronization needs.

HPC contributes to solving complex problems with reasonable time costs but is also a significant
investment which is not affordable for normal consumers and small enterprise businesses, especially
when they need to make a profit at first. However, the new emergence of cloud computing has
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introduced a new paradigm for HPC. In that case, compared to the traditional situation, computing
resources are provided as a service over the Internet, which eliminates the demand for building cooling
systems, purchasing expensive computers and maintaining the running of the whole computing
system.

As a result, HPC with the cloud can help users or organisations to save a significant number of money
spent on building infrastructure and scale their computing needs dynamically according to their
real-time workload requirement, offering advantages such as on-demand resource provisioning, cost
flexibility, and ability to scale resources according to workload requirements.

While cloud-based HPC offers numerous benefits and has transformed the landscape of high-
performance computing, it has not completely replaced traditional HPC. When we try to transform
from the traditional cluster-based model to cloud-based HPC, are there some impacts happening
or some issues arising? What cons and pros do cloud computing brings to the HPC? A thorough
evaluation of its capabilities and limitations is necessary to address these questions and gain a com-
prehensive understanding of the impact of cloud-based HPC. To answer these questions, we try to
evaluate cloud-based HPC in the aspects of performance, data security, latency and cost.

2 Performance

To dig into the performance of different, it is needed to figure out what impact the computing
speed of HPC the most. According to Lisa Morgan’s study [3]], the speed of an HPC depends on
its configuration, which means more clusters and cores enable faster enable parallel processing.
Performance is also affected by the software that runs on the machine, including the operating system
design and application design, and the complexity of the problem being solved. Another study
mentions that the network speed and bandwidth are also significant for the computing speed of
HPC[4]. As a result, to evaluate HPC’s performance, we introduce two metrics: execution time and
turnaround time.

2.1 Execution Time

Gupta[5] conducted a series of experiments on different computing environments, including super-
computers and clouds, to find the answers of what advantages the cloud-based HPC have, what kinds
of applications are suitable for the cloud environment of HPC and how the applications can be used or
optimized for cloud-based HPC. They explored OS-level containers, hypervisor- and application-level
CPU affinity and their impact on performance.

The relative result shows in Figurd] In that experiment, benchmark applications including NPB[6],
Jacobi2D, NAMD[7]], ChaNGa[8]], Sweep3D[9], NQueens[10]. The figure illustrates when the num-
ber of cores increases, the execution time of cluster-based HPC environments is less than cloud-based
HPC environments due to InfiniBand network and better processors. However, in some applica-
tions such as NPB Embarrassingly parallel, coresJacobi2D and NAMD, the cloud-based HPC Open
Cirrus can achieve similar performance with cluster-based HPC, probably due to those benchmark
applications are not intensive on the communication between computing nodes. Nevertheless, in
communication-intensive benchmark applications such as NPB IS and CHaNGa, cloud platforms
may not be able to achieve optimal scalability due to bandwidth limitations. In contrast, cluster
environments have infinite bandwidth, making them a better option for these applications.

The results of their study revealed that public clouds are cost-effective for small-scale applications
and can be used in conjunction with supercomputers through techniques like cloud bursting and
application-aware mapping. Besides, they also identified network latency as a significant limitation
that affects the scalability of applications in cloud environments.

In another study, Gupta[11] conducted performance evaluations of HPC benchmarks on clusters, grids,
and a private cloud, in which it was confirmed that HPC applications could experience performance
degradation in the cloud if they heavily rely on communication. But if they are not communication-
intensive, the performance of the cloud is relatively satisfactory, especially considering the favourable
cost-performance ratio of the cloud environment.



NPB Class B - EP NPB Class B - LU NPB Class B - IS Jacobi2D - 4K by 4K matrix

T T T T T T T AT T T T T T
8 N :
'28 Glou K
Private Cloud - - ¥ - 256 - +
32 [ N OpenﬂCirrus -43- B
anger —fil— -
6l + TSR o B et ¥ 'X;II
N, ~ e
- +. 16 : -
& R xi g_..ﬂ
4 - 4 -_'n:ﬁ’
2 2
1
1
: ®.g
s 025 |- .67
oL 11 1 11 pogzs L L L 11 1 11
12 4 8 16 32 64 12825 12 4 8 16 32 64 12825 12 4 8 16 32 64 128256
NAMD (Molecular Dynamics) NQueens (State Space Search) ChaNGa (Cosmology)
ST T T T T T
256
128
64
32
16

f T T T T N T x 3
1 2 4 8 16 32 64 128 256 1 2 4 8 16 32 64 128256 1 2 4 8 16 32 64 128256 1 2 4 8 16 32 64 128256

Figure 1: Time in seconds (y-axis) vs. core count (x-axis) for different applications (strong scaling
except Sweep3D). All applications scale well on supercomputers and most scale moderately well on
Open Cirrus. On clouds, some applications scale well (e.g., EP), some scale till a point whereas some
do not scale[12].
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Figure 2: Comparison of total turnaround times on EC2 and LLNL clusters on 256, 512, and 1024
tasks. The figure shows turnaround times on LLNL clusters normalized to the EC2 turnaround times
assuming 5-hour jobs on EC2. The y-axis represents multiples of EC2 turnaround time[13]].



2.2 Turnaround Time

The study conducted by Marathe et al.[[13] yielded intriguing results, highlighting the contrast between
HPC clusters and EC2 clusters. The relative results are shown in Figure 2] which shows in many
cases, the EC2 execution time is better at lower scales. When increasing the number of MPI tasks,
higher-end LLNL clusters scale better than EC2, but it brings more queue wait time due to the demand
for higher computation resources. Consequently, the turnaround time is longer in most clusters.

Although the HPC clusters exhibited superior raw performance, it was the EC2 clusters that achieved
better turnaround times. In fact, the turnaround times for HPC on-premise resources were more than
four times longer compared to their cloud counterparts, despite the local clusters executing tasks at a
greatly faster pace. This discrepancy emphasizes the significance of considering turnaround time,
a frequently overlooked but crucial factor in viability studies that focus on ensuring the quality of
service (QoS)[I13]].

3 Latency

Traditional HPC systems have long been focused on optimising algorithms and memory management
to achieve high computational performance. However, with the emergence of cloud-based HPC, new
challenges related to latency have surfaced.

Latency refers to the delay or the time it takes for data or tasks to travel from a source to a destination
within a cloud-based HPC system. It is influenced by various factors, including network infrastructure,
data transfer protocols, scheduling schemes, and application characteristics. The network latency is a
key limitation for the scalability of applications in the cloud[14]].

3.1 Network latency

There are mainly two ways of big data stream processing: Continuous Data Streaming and Mini-
batch Data Streaming. Continuous Data Streaming category includes Apache Flink streaming[15]],
Storm[[16], and Twitter Heron[17]]. The Mini-batch Data Streaming category includes Apache Spark
streaming[/15]] and Dask Streamz[/18]], which also has better overall results (despite the stress of
scheduling). While network latency is unavoidable due to limitations associated with the physical
dimension. In HPC, where large-scale computations are performed on distributed systems, even small
delays in network communication can have a significant impact on overall system performance[19].
High network latency can introduce bottlenecks and limit the ability of HPC systems to utilize
computational resources effectively.

The impact of network latency on HPC applications is particularly pronounced in scenarios that
require frequent communication and data exchange between computing nodes. For example, par-
allel applications that rely on message passing interfaces (MPI) heavily depend on low-latency
and high-bandwidth network connections to achieve efficient inter-node communication[20]. La-
tency can directly affect the speed at which messages are sent and received, resulting in increased
communication overhead and decreased parallel efficiency.

Various techniques have been employed in HPC systems to mitigate the effects of network latency.
Network optimizations[21]], such as reducing message size or employing efficient communication
protocols, aims to minimize the impact of latency on application performance. Additionally, ad-
vancements in network technologies, such as high-speed interconnects and low-latency fabrics, have
contributed to improving the overall performance of HPC systems by reducing network latency. In
recent years, compared with traditional network architecture, another promising technology called
Software-defined networking (SDN) has emerged as a potential solution[22] (shown in figure [3).

3.2 Data Transfer Protocols

TCP is widely recognized as the principal protocol for ensuring reliable data transfer in IP networks,
demonstrating its effectiveness since its inception and remaining the preferred choice for most
communication scenarios. Nevertheless, TCP’s suitability is limited when it comes to latency-
sensitive processing.



For example, in data centre environments, TCP latency can vary significantly. While best-case round-
trip latency can be as low as 25 ps, latency outliers occur during congestion or link faults. These
outliers range from 50 ms to several seconds, even with alternative network paths. Retransmission of
lost TCP packets contributes to these outliers, as TCP implementations maintain high retransmission
timeouts to accommodate potential delays within the operating system([23]]. Thus, developers often
prioritize optimizing other aspects, relegating TCP/IP to a secondary role. This becomes especially
significant in streaming systems where the primary performance limitation stems from I/O constraints
due to the need to transfer a large number of small messages[24]].

Indeed, the existing protocols exhibit both strengths and weaknesses. However, achieving compre-
hensive optimisation of latency that meets the demanding requirements of HPC is a challenging
task. Figure[dexplains some presented congestion control schemes, which also shows the lack of the
ability to control latency[23].
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Type Algorithm ‘ Congestion control mechanism Pros Cons
Loss-based NewReno AIMD Proven convergence, fairness Inefficient in LFNs
BIC Binary search increase function Higher efficiency Too aggressive
CUBIC Cubic CWND function RTT-independent fairness High number of retransmissions
‘Wave Burst-based adaptation Fairness and efficiency Highly volatile RTT
. T Fewer retransmissions, lower N e .
Delay-based Vegas RTT changes as congestion signal Jatency Suppressed by loss-based flows
Verus Delay profile-based AIMD Adaptability to volatile channels High sender-side CPU load
. Explicit queue and cross traffic Scalable aggressiveness to deal .
Nimbus modeling with CUBIC Unfair to Vegas and BBR
LEDBAT Extra delay to high-priority flows Does not affect other flows Limited to low-priority traffic
Capacity-based Westwood Bandwidth esg‘n)}?\‘llbon to decrease Good in wireless and lossy links No latency control
Sprout HMM capacity model Low delay, customizable Needs one buffer per flow
Hybrid Compound Sum of Reno and Vegas windows Fast in LFNs, fair to CUBIC No latency control
linois Delay used “Zh‘f‘;;“""e Sl Fast in LFN, fair to CUBIC No latency control
Veno Explicit model of the buffer Fast in LFNs, fair to CUBIC No latency control
BBR Capacity and RTT measurement High throughput, low delay Fairness and mobility issues
Learning-based Remy Monte Carlo-based policy Reaches capacity with low delay Fairness issues with other TCPs
TAO Advancement on Remy Fairness issues solved Requires knowledge of the network
PCC Online experiments to determine Good in high RTT networks Untested with bufferbloat
Reinforcement learning to .. . Untested in highly dynamic
TCP-RL determine CC algorithm Self-organizing capabilities environments
QTCP Reinforcement learning to select Higher throughput than NewReno Limited performance evaluation

Figure 4: Main Presented Congestion Control Schemes[25]]

3.3 Scheduling Latency

This refers to the delay in scheduling and executing tasks across distributed computing clusters due
to resource contention and scheduling algorithm effects. Task scheduling involves allocating tasks
to computing nodes to achieve efficient parallel computing. In a multi-node HPC system, the task



scheduler needs to consider factors such as node load, task dependencies, communication overhead,
etc., to determine where and when tasks should be executed. This process takes time, resulting in
increased waiting time for tasks and introducing task scheduling latency. In the functional model of
schedulers, the architecture of every job scheduler comprises four essential functions: job lifecycle
management, resource management, scheduling, and job execution[26]], shown in figure 6]

As shown that scheduling latency is involved in all components because of the resource contention,
complexity of scheduling algorithms, scheduling decisions, and dependencies between jobs. Currently,
the industry is focusing on scheduler algorithms as hardware resources are not unlimited. There are a
number of schedulers available, and they have been improved in terms of reducing latency, each with
its own advantages. Figure[6]and Figure[7] show the results of a controlled experiment to measure
scheduler latency[26].
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= Rapid Fast Medium Long
Configuration Tasks tasks tasks tasks
Task time t 1s 5s 30s 60s
Job time per processor Tjop 240s 240's 240s 240's
Tasks per processor n 240 48 8 4
Processors P (cores) 1408 1408 1408 1408
Total tasks N 337,920 67,584 11,264 5632
Total processor time 93.7h 937h 937 h 93.7h
Runtimes (sec)
Slurm 2774, 2787,2790 622, 603, 606 280,278, 255 287, 264, 300
GE 3057, 3073, 3082 622,634,623 278,279,277 275,281,274
Mesos 1794, 1795, 1792 366, 364, 367 280, 280, 281 306, 306, 305
Hadoop YARN - 2013, 1798, 1710 479,472,510 342, 445, 347

Figure 6: Comparison of Performance in Schedulers (Hadoop YARN Rapid Tasks failed executed)[26]]
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4 Data Security

In traditional HPC environments, data is often stored and processed on local servers or clusters,
which means data transfer typically occurs over local networks, which can be fast but also limited
by the capacity of the local infrastructure. In contrast, the advent of cloud computing allows data
to be stored and processed on remote servers(data centres), which can be located anywhere in the
world[27]. Thus, the data security problem is crucial. Wang et al.[28]] introduced seven aspects of
data security concerns, and this study discussed Data Destruction Security, Data Integrity Security
and Data Sharing Security.

4.1 Data Destruction Security

In the cloud computing environment, after data simulation, to ensure data security or free storage
capacity, users may delete some data. However, if the data is not destroyed immediately or completely,
and even secretly stored, problems such as data leakage and illegal usage may occur[29]]. Indeed,
even if the user successfully removed the data from the cloud, some technologies can recover the
deleted data from the hard disk[30]]. It is possible to recover the data for memory locations not written
with new contents[31]]. Thus, assured deletion is needed. Deletion is assured when deleted data is
irrecoverable or not accessible. To address this issue, Tang et al. proposed the FADE[32] system,
which is a trusted third-party system that helps manage encryption keys for cloud data storage. It is
designed to ensure that deleted data remains permanently inaccessible by making the encryption key
unrecoverable once the data is deleted. Thus, as long as the user encrypts the data before uploading,
and after deletion, if the malicious cloud provider could recover the data, they cannot access the data
without the encryption key. However, if the cloud provider is not trusted, so is the third-party system.

Regarding this problem, Yang et al.[33] propose a new counting Bloom filter-based scheme for
secure data transfer and deletion in cloud computing. The proposed scheme guarantees verifiable data
transfer and deletion without requiring any trusted third party. When a deletion request is received,
the cloud server checks whether the hash value of the requested item exists in CBF by performing a
lookup operation. In most cloud setups, there are usually multiple versions of a file. Unfortunately,
these approaches do not take that scenario into account. Rahumed et al. extended FADE to a new
system FadeVersion[34], which supports both version control and assured deletion, each version of a
file has its own encryption key. If this key is revoked, it can be assumed that the version of the file
will be permanently deleted.

Nevertheless, Mo et al.[35] pointed out the FadeVersion creates a heavy burden on users because
the volume of the keys can be huge if fine-grained deletion is required. They designed a new data
structure called Recursively Encrypted Red-black Key tree (RERK). RERK assumes the responsibility
of securing data and encryption keys stored in the cloud. The cloud user still maintains a master key
or metadata, which helps to manipulate encryption keys and data stored by the provider. Fine-grained
deletion is supported, but the issue of deleting multiple copies still needs to be addressed.

Maintaining accessibility and reliability of data in the cloud demands multiple replications. However,
deleting this data can pose a challenge as it requires ensuring the complete removal of all copies. The
traditional schemes are only aware of the existence of the copies but do not know the quantities and
locations[36} 137]]. Lai et al. present a scheme that uses the collision-resistant hash function and the
key modulation algorithm to remove duplicate data and achieve fine-grained assured deletion without
a third-party system[38]].

4.2 Data Integrity Security

The data integrity assures there is no modification without users’ knowledge, which is useful for the
validity of data, and also promises the reliability and uniformity of data. Lack of integrity allows when
intruders or malicious users gain the stored data, they can attack the data, including data modification
attack, data leakage attack and Tag forgery attack. Some schemes[37, 139, 36} 40, 41]] have been
proposed, which are useful to ensure the storage correctness and do not need users to process the
data, but these schemes are focus on a single server and most of them do not consider the dynamic
data, they can not solve all security threats. Some complementary protocols[42) 43| 44]] ensure
storage correctness across multiple servers or peers. However, none of the above approaches involves
dynamic data operations, since the cloud-stored data can be updated dynamically, it is a limitation



for the data storage. A new protocol has been suggested by Luo et al.[45]], aimed at enhancing
the checking of remote data possession. This innovative protocol leverages Hierarchical Linear
Aggregation (HLAs) and RSA construction, substantially boosting data integrity. An added feature
of the protocol is its public verifiability, increasing its adaptability and supporting data dynamics. He
proved his protocol is security against server, and ensures file privacy against third-party auditors.
This makes it an ideal solution for cloud storage systems.

Nevertheless, the schemes above do not take into account the computation capability of the users,
while the verification cost is expensive. Zhang et al.’s scheme[46]] is more efficient, which the
overhead is independent of the number of verification tasks. It also supports dynamic operations, and
he use performance analysis proved his scheme achieves lightweight verification.

4.3 Data Sharing Security

Since the data was stored in the data centres, it also introduces security problems. For example, the
data centres can be attacked by malicious individual users or other cloud platforms. In this scenario,
users can implement four kinds of common security mechanisms which are also suitable for the
traditional HPC to protect the data, including file-level, database-level, media-level and application-
level data security. However, Cheng et al.[47/] pointed out that traditional security mechanisms may
not be able to keep up with the volume and velocity of data being generated and processed in modern
information systems. Additionally, some schemes that have been proposed to enhance the security
of cloud client data in data centres mainly focus on designing algorithms to keep data confidential,
which can be costly and inefficient when applied to big data. Cheng proposed a method that splits the
data into parts, each of these parts is then encrypted using a cryptographic virtual mapping technique
and uploaded to different cloud storage service providers. It addresses the efficiency problem of
traditional security mechanisms by finding a better balance between the overhead of data partition
and data uploading, ensuring the storage and sharing of confidential big data.

Besides, Razaque et al.[48] proposed a simplified approach, which divides the data into n parts,
encrypts them and uploads them to multiple clouds, like the first step of Cheng’s method[47]. The
principle of this method is that the data was split defined by a polynomial function, only the user
obtains at least k parts of the data with the same polynomial function, they can reconstruct the original
data. In this strategy, the prerequisite of at least k data parts and the polynomial function secure
the data at the same time. Apart from the procedure in the paper, we can improve the scheme by
encrypting different sets of data parts with different public keys.

However, those schemes can only be considered to ensure the security problem of the individual
data owner, but not for data sharing between several group members, which is common in current
scientific research. Hence a protocol that supports secure group data sharing under cloud computing
is needed. Such protocol is called key agreement protocol, which as first designed by Diffie-Hellman
in their seminal paper[49], aims to generate a conference key for multi-user to ensure data sharing
security. Diffie-Hellman key agreement can only support two parties, and it does not provide an
authentication service which makes it vulnerable to attacks. Currently, many researchers have
improved the key agreement and gained better variants, like Shen et al.[S0] introduced the symmetric
balanced incomplete block design (SBIBD) that supports group data sharing in cloud computing,
which reduced the complexity of communication and computation of the key agreement protocol.

4.4 Challenges and Limits

Data encryption plays a significant role in cloud data security, and the overhead of emerging solutions
is expensive, they need notable computation for encryption and verification, so the development of
encryption-ready cloud applications could be an area to be explored. Trusted computing is such
an alternative solution, cloud providers could offer secured hardware containers within their cloud
infrastructures, but the secure hardware is expensive, and it requires secret key handover from the
user to trusted hardware; the adaptability is also limits[S1]].

5 Cost

The movement of HPC workloads to the cloud has become a trend in recent years. Many businesses
embark on this journey by conducting a total cost of ownership (TCO) analysis, assessing whether



cloud-based HPC solutions provide a more cost-effective alternative to traditional on-premise systems
[52]. In this section, the cost of ownership of cluster-based HPC and the pricing methodology will be
discussed. Then we will introduce a comparison of computing costs for running small jobs between
cluster-based HPC and cloud-based HPC.

5.1 Cluster-based HPC Ownership Cost

It is a significantly large investment to build and own a cluster-based HPC infrastructure. Here’s a list
of typical direct costs of cluster-based HPC ownership[53]:

» Hardware: This category comprises the cost of physical servers, replacement parts, and
associated materials.

* Security Measures: This includes tools like antivirus software.
* Software

 Storage

* Various Licenses

e User Support

* Off-site Backups

The list illustrates that to build an on-premise HPC system, people should consider amount of
expenses. For example, SURF, the Dutch cooperative association in which educational and research
institutions join forces, builds its supercomputer Snellius. According to the statistics, Snellius will
give even more calculating power to scientific research in the Netherlands with a peak performance
of 14 petaflops/s. However, the cost of Snellius is about 20 million euros which is unaffordable for
most businesses[54].

5.2 Cloud HPC Pricing Methodology

Cloud-based HPC is more cost-effective for consumers due to flexible resource allocation, on-
demand pricing, high resource utilisation, and versatile service options. This fee-based model,
known as the pay-as-you-go approach, is friendly to persona users. Likewise, in dynamic markets,
small and medium enterprises with expanding operations and an existing HPC infrastructure may
hesitate to invest in on-premise resources and instead prefer adopting a pay-as-you-go model[5]].
Leveraging diverse architectures with various interconnects, processor types and memory sizes
enables improved resource utilisation on a global scale, surpassing the limited options available
within a single organisation.

5.3 Cost Comparison

From Figure 8] the "Cray XC-40" is one instance of the cluster-based HPC system SahasraT[55],
while the left columns are instances of HPC cloud platforms such as Amazon Web Server, Google
Cloud Platform and Microsoft Azure. The cost of raw computation on the cloud is approximately
2.8 times higher than on SahasraT($4,836,888), while EC2 provide the best price($13,435,823). It
should be mentioned that the cost comparison only considers the raw computing fee, regardless of
some hidden expenses[53]:

* Tools used for temperature control in the data center

* The cost of set up, configuration, and ongoing upgrades

* Staff salaries for administrators that maintain an on-premise data center
* Networking infrastructure set up and ongoing maintenance
 Depreciation of the hardware and software

 The cost of keeping the servers powered 24/7

One possible reason why Cloud cost more than on-premise is that existing HPC centers are already
consolidated and typically have high average utilisation, thus they are usually more cost effective[56].



Moreover, dedicated HPC systems usually provide performance benefits and essential services such
as user support and training that are not available in commercial clouds, which can be thought as
another cost benefit for consumers.

However, in the field of HPC, it should be emphasized that Cloud computing is cost-efficient for users
with sporadic and varied compute resource needs, especially when the users’ workload is relatively
low. But for large computing job with a continuous workload, the pricing model pay-as-you-go would
be considerably more expensive.

In conclusion, both cloud-based and on-premise HPC systems have their unique cost structures and
advantages. The choice between the two should be driven by a careful analysis of an organisation’s
specific computational needs, financial capabilities, and long-term strategic objectives.

Cray XC-40 AWS c4.8xlarge Google n;;hnd“rd- Sabalcore Azure Standard_F16s

Cost per physical core hour - 5 Year lifetime of < <
Cray @10% AMC $0.0126 $0.0350 $0.0540 $0.0700 $0.0620
Cost of 10 GB (Ingress + Egress + Storage) $0.000 $0.023 $0.047 $0.006 $0.083
Cost of running a 48 core job for 24 hours
(10GB of data) $14.52 $40.34 $62.26 $80.65 $71.51
Cost of 100 GB (Ingress + Egress + Storage) $0.000 $0.234 $0.467 $0.231 $1.083
Cost of running a 240 core job for 24 hours . n < Y

100 GB of data) §72.58 $201.83 $311.51 $403.43 $358.20
Cost of 1 TB (Ingress + Egress + Storage) $0.000 $2.343 $4.667 $3.810 $8.035
Cost of running a 240 core job for 24 hours $72.58 $203.94 $315.71 $407.01 $365.16

1TB of data)
Cost of 10 TB (Ingress + Egress + Storage) $0.000 $23.433 $43.333 $39.600 $80.533
Cost of running a 240 core job for 24 hours
(10TB of data) §72.58 $225.03 $354.37 $442.80 $437.65

Total Number of Core Hours used by small jobs (less than 1200 cores) from April 2015 - December 2017 is 383.88 Million Core Hours

Cost of running jobs worth 383.88 Million $4.836888 $13.435.823 $20.729.563 $26871.640 23,800,641
Core Hours (10TB of data)

Figure 8: Cost of running small HPC jobs (cluster vs Cloud)[56]

6 Discussion and Conclusions

Our study focused on the complexities of moving High-Performance Computing (HPC) applications
to the cloud, which presents both advantages and obstacles. The objective of the study is to assess the
potential and feasibility of cloud-based HPC in four crucial dimensions: performance, latency, data
security, and cost.

In terms of performance, while cloud platforms can bring shorter turnaround time for HPC applica-
tions, challenges related to architectural differences persist, requiring effective optimisation strategies.
Latency in the cloud environment presents another challenge, necessitating advances in technology
to ensure seamless communication between tasks, especially for applications that require real-time
responses. Data security emerges as a significant concern, with data destruction, data integrity, and
data sharing requiring careful consideration. While solutions have been proposed, further refinement
is needed to meet the rigorous security demands of HPC workloads in the cloud. It’s important to
note that the cost-effectiveness of using HPC in the cloud is flexible and can vary according to scale
of the project and its specific workload requirements while the cost of ownership on on-premise HPC
is usually tremendous, which is unaffordable for most consumers and small businesses.

This study has contributed to a better understanding of the complexities associated with transitioning
HPC to the cloud. Nevertheless, given the technological complexities involved, more research is
needed to delve deeper into the intricacies of this transition and to develop robust strategies to address
the identified challenges.

To improve cloud performance for HPC applications, future research should concentrate on improving
bandwidth and hardware specification, optimising scheduling algorithms, strengthening data security
schemes, and minimizing trusted computing costs. It’s also important to examine the implications of
cost in transitioning to the cloud, especially considering different application scales and usage scenar-

10



ios. Additionally, exploring how emerging technologies and advancements in cloud infrastructure
can enhance HPC and bridge the gap between HPC and the cloud would result in better performance,
security, and cost benefits.
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Abstract

Resource scheduling is one of the important tasks in a cloud computing environment
that involves assigning different types of tasks and workloads to the available
computing resources. Traditional static scheduling algorithms have become difficult
to cope with these challenges, so the introduction of machine learning algorithms
has become an effective way to solve the resource scheduling problem. In this
article, we discussed the current investigation and application of machine learning
algorithms in cloud resource scheduling and analyze the future trends of the
application of Machine Learning in cloud resource scheduling.

1 Introduction

This article aims to give an overview of the literature regarding the application of Machine Learning
and Deep Learning algorithms in a specific field of Cloud Resource and Monitor, Cloud resource
rescheduling. The studies have been categorized into three sections, namely Machine Learning, Deep
Learning, and Reinforcement Learning.

This paper aims to answer the following questions: What can Machine Learning do in the field of
cloud resource scheduling? How does the application of ML improve the performance of resource
scheduling in terms of QoS and SLA? What are the future trends? The research in this area covers
different types of studies, ranging from theory to quantitative.

1.1 Cloud resource scheduling

Cloud resource scheduling is a complex concept. Cloud resources refer to various computing
resources and services provided in the cloud computing environment, including virtual machines,
storage space, bandwidth, databases, etc. Cloud resources are highly scalable and flexible, and users
can elastically acquire and release resources according to their needs and pay on demand. [20]]

Cloud resource scheduling refers to the process of efficiently allocating and managing available
resources in a cloud computing environment. Due to the limited and diverse nature of resources
in a cloud environment, the design of scheduling algorithms and policies is critical to achieve high
performance, efficiency, and fairness.

33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.



1.1.1 Objectives

The goal of cloud resource scheduling is to achieve optimization in the following areas:

1. Performance optimization: Allocate resources to different tasks or services in a reasonable
manner to maximize overall system performance and response time.

2. Resource utilization optimization: Avoid resource waste and over-allocation by dynamically
adjusting resource allocation.

3. Load balancing: Balance the load of each node or server in the cloud environment to improve
the reliability and scalability of the system.

4. QoS assurance: Ensure the quality of cloud services, such as response time, usability, and
throughput, according to user needs and contractual requirements.

1.1.2 Auto-scaling

Elasticity is a prominent feature of cloud computing that allows for the dynamic acquisition and
release of computing resources in response to resource requests within a cloud system. This capability
empowers cloud service providers to deliver a good user experience by meeting the QoS requirements
with high efficiency.

To effectively harness the benefits of elasticity, manual management of this dynamic process is not
practical. Instead, adopting an automated and timely resource scheduling approach is crucial[13]].
This approach is well known as auto scaling. By automatically scaling resources up or down, auto-
scaling addresses the problems of over-provisioning and under-provisioning, optimizes resource
utilization, better meets QoS requirements, and reduces SLA violations.

1.2 Machine Learning, Deep Learning and Reinforcement Learning

ML is a subset of artificial intelligence that focuses on developing computer systems capable of
learning and improving their performance without explicit programming. ML algorithms enable
machines to carry out tasks such as prediction, classification, and clustering by learning from data
and recognizing patterns [11].

DL is a specialized branch within machine learning that specifically emulates the structure and
functionality of neural networks in the human brain. By utilizing multi-level neural network models,
DL enables computers to learn and process information like human brain. Deep learning models are
consisted of multi-layer neural networks, including input layer, hidden layer, and output layer. The
models are usually trained with large scale data and optimized by back propagation algorithm.

Reinforcement learning is another branch of machine learning, aside from supervised and unsuper-
vised learning. It takes inspiration from the way humans learn through trial and error. In reinforcement
learning, computer agents interact with an environment, taking actions and receiving rewards or
penalties in return. By maximizing the cumulative rewards or minimizing penalties, these agents
learn an optimal policy that determines which actions to take in different situations.

Combining Deep Learning and Reinforcement Learning, Deep Reinforcement Learning, DRL is
a new methodology for solving problems when intelligent systems make decisions and learn in
complex environments. In reinforcement learning, an agent learns optimal strategies by interacting
with the environment to maximize cumulative rewards. It learns optimal strategies by taking different
actions and observing the feedback from the environment. DRL uses deep neural networks as
function approximators to learn the complex mapping relationships between states and actions. Deep
neural networks can automatically learn abstract feature representations and train them end-to-end on
large-scale datasets.[S]]

2 Application of ML algorithm in Cloud Resource Scheduling

2.1 Resource Provisioning Through Machine Learning in Cloud Services

By combining machine learning for workload prediction and queuing theory for resource allocation,
Mahendra, Rohit and Dharmendra proposed a framework optimizes system performance and ensures



efficient resource utilization with less waste of resource[17]. This study focuses on the task of
resource provisioning, specifically aiming to find the best model for predicting traffic load on servers
and estimating the required number of computing resources.

Workload prediction plays a significant role in auto-scaling, which refers to the ability to scale the
resource up or down according to the incoming traffic load. It ensures efficient resource provisioning
and helps implement service elasticity, reduce power consumption, and improve the quality of
service (QoS). To get to know the incoming work load in the future, a machine learning-based auto-
scaling mechanism is employed. This study investigates different models for workload prediction,
including auto-regressive models, support vector machines (SVM), and long short-term memory
(LSTM) networks. The data used for this study is time series data. Auto-regressive models, such
as autoregressive (AR) and moving average (ARIMA), provide a linear estimation of server load
based on historical data. However, they fail to capture the linear features of incoming workload
patterns. In contrast, machine learning-based models can learn both the linear and non-linear patterns
in incoming traffic loads, thereby improving prediction accuracy. SVM models with a radial basis
function (RBF) kernel are one such example. Additionally, neural network models, particularly
LSTM networks, are effective in predict workload in the future. For resource allocation decisions,
queuing theory-based models are used. The MIMIC queuing model helps determine the most efficient
allocation of resources. Performance metrics such as the average number of requests, average task
response time, and throughput are used to evaluate the system’s performance.

Sr. no. Model name MAE RMSE SLA Violations (%) Unserved requests (%) o} p Under-pi
1 AR 0.1012 0.1279 45.2 5.1 39 — 82

2 MA 0.1006 0.1230 41.8 5.1 80 — 53

3 ARIMA 0.1655 0.2013 42.0 5.0 64 — 145

4 SVR() 0.0939 0.1131 431 49 47 —93

5 SVR(Il) 0.1017 0.1187 439 4.8 47 — 80

6 SVR(IIN 0.1330 0.1532 44.2 4.5 37 —92

7 LSTM-Relu 0.0715 0.930 40.2 40 23 — 164

8 LSTM-sigmoid 0.0768 0.0986 409 4.1 34 — 194

9

LSTM-tanh 0.0663 0.0856 41.0 4.0 46 — 119

Figure 1: Summary table showing the benefits of LSTM over other methods

In conclusion, the authors proposed a machine learning-based auto-scaling framework that optimizes
resource allocation. As figrue|l|summarized, LSTM is the best model for executing this task with
the lowest over-povisioning rate and SLA violation percentage. By using an LSTM forecasting
model, the researchers accurately predict future workload. Subsequently, the queuing theory-based
MIMIC model is employed to efficiently allocate resources. Allocate resources to meet the estimated
workload demand can avoid SLA violation and over-provisioning at the same time.

2.2 Efficient resource provisioning for elastic Cloud services based on machine learning

This paper proposed an efficient solution to provisioning of resources for Cloud services using
machine learning techniques[9]. It is similar to last work but places greater emphasis on comparing
Support Vector Machines (SVM) with different kernels and parameters to identify the best SVM
model for workload prediction.

The proposed method in this study involves using time series data to forecast the traffic load over
server. This method builds forecasting models based on past observations of the server load, enabling
accurate predictions of workload in the future by Utilizing machine learning to capture underlying in
the data. By leveraging the MIMIC model, the optimal number of resources required to satisfy the
predicted traffic load can be estimated. This approach aims to optimize the efficiency of resource
scheduling by reduce service response time and over-provisioning.

Compared to simple linear models, machine learning models, particularly SVM, demonstrate superior
performance in capturing non-linear behavior patterns. Compared last work we discussed about,
which claims neural network-based (NN) model is the best model for workload predicting, this
paper believes that NN is deficient in being trapped in multiple local minima due to empirical risk
minimization (ERM) rules. Meanwhile, SVM can obtain a unique and globally optimal solution
based on structural risk minimization (SRM) [2]. The paper trains SVM models with different



kernels (polynomial, normalized polynomial, and RBF) and parameters. Evaluation of the models is
conducted using measurements like MAE and RMSE, demonstrating that SVM models outperform
simple linear models in terms of prediction accuracy. Based on the prediction results, resources are
allocated using the queuing-theory method MIMIC and evaluated by performance metrics such as
system utilization factor, average queue time, and average response time.

The result of this work shows that the resource management framework (SVM+MIMIC) accurately
predicts the incoming server load, and efficiently estimates and allocate the required number of
resources, reducing service time and fulfilling the SLA contracted by the user, as evidenced by
significantly lower SLA violations.

2.3 VM Reservation Plan Adaptation Using Machine Learning in Cloud Computing

To achieve elasticity in cloud services, instead of using machine learning to predict workload and
allocate resources accordingly, Sniezynski takes a different approach by considering a resource
reservation-based auto-scaling method[14].

Resource reservation is an effective approach to mitigate the waste of energy caused by low resource
utilization in cloud services. It involves reserving cloud capacity within specific time windows[/18]].
The use cases of resource reservation can be categorized into two main types: immediate use and
future use. For immediate use, the challenge lies in the latency period between the request for
resources and their allocation. During this period, the system must ensure the validity of the reserved
resources, which will be utilized immediately. Meanwhile, for future use, resource reservation is
aimed at preventing request failures due to predicted factors like traffic congestion or insufficient
resource capacity.

1 begin

2 Download the plan P used and monitoring data R;

3 Train the model M, on R;

4 Update the plan P — correct the number of machines in the plan
according to the knowledge M,.:

5 end

Figure 2: Adaption based on machine learing

This work focuses on the second type of use case, where the authors define the reservation time
window based on the starting time of the reserved resources. They aim to adapt the reservation plan
using machine learning techniques. The reservation plan refers to a dynamic quota on the number of
virtual machines that ensures an optimal balance. To achieve adaptation, the system monitors the
capacity, such as CPU usage, and utilizes this data to predict the best reservation plan through machine
learning. The current plan is then compared with the predicted plan and adjusted accordingly to align
with the current system capacity as the process stated in figurg2] Different machine learning models,
including the Neural Network, linear regression, RepTree, and MS5P, are applied for prediction. The
evaluation of these models considers factors such as model learning time, prediction accuracy, and
the performance metric Q, which measures the extent to which the number of reserved VMs deviates
from the CPU limits. Among the models tested, RepTree persent a generally good performance with
fast learning and relatively accurate results. However, the Neural Network outperforms RepTree in
terms of resource utilization, as evidenced by significantly lower Q.

3 Application of DL algorithm in Cloud Resource Scheduling

3.1 DEARS:Deep Learning based Elastic and Automatic Resource Scheduling framework for
cloud applications

Muhammad , Chen and Yutong Liu proposed an innovative DL Virtual Machines arrangement
algorithm named DEARS to reduce the service latency and save energy and costs, thus improve the
performance and efficiency of cloud applications.[[10]



Basically, the DEARS model applies LSTM models to predict the resource demands of cloud
applications based on the observed historical workload data of cloud servers. The structure of this
model can be seen in figurd3] It is made up of 5 modules, including:

* Workload Prediction Module: Get the input of workload trace and accordingly forecast the
number of requests for the following time stamp

* Restriction Assessing Module: Calculate the required CPU cycles based on the number
of requests passed in and assess the average utilization of virtual machines and physical
machines.

* Virtual Resource Provision Module: Compare the current utilization status of VMs and the
workload requirements

* Dynamic Consolidation Module: Screen physical machines, select and map virtual machines
* SLAs Feedback Module: Supervise the QoS and SLAs

For the LSTM model, at a specific time stamp ¢, the number of requests and responses are sepa-
rately Nt and Rt. The input transformation works as follows: arrange N_t, R_t,t as the label of
N_t—1,R t—1,t — 1. The model consists of one 50-neuron input layer, a 250-unit hidden layer,
and one fully connected hidden layer as an output layer with 2 units. They applied a dropout mask of
0.2 to the output of each LSTM as well. Regarding the critical metric for resource allocation in the
modules, namely the calculation of the utilization, the authors calculated the utilization of virtual
machines as follows:

CPUCyclesRequired + o - SLAs
t. > NumberO fCores; - fi

The numerator needs to calculate the required CPU cycles from the workload prediction and the SLA
feedback. The parameter o can be known from multiple attempts.

ey

Utilizationg,g =

The utilization of physical machines is calculated as follow:

t-> NumberOfCores; - f; - Util; + 8- SLAs
t.> NumberOfCorespnr - fpu

Utilizatioan = (2)
Basically, the nominator is the available capability of the physical machine and the numerator refers
to the utilization of corresponding VMs plus the violation of SLAs multiplied by a parameter 8 which
can be learnt.

They chose the 1998 French World Cup workload traces as the target data set to evaluate the
performance, because that data set contains bursty and fluctuation of requests throughout the world,
which is exactly the challenge they aimed to tackle.As for the evaluation of the algorithm, the authors
took the violation of SLAs(Service Level Agreements) and the he VMs’ demands and PM’s supply
into consideration. In their evaluation experiment, they compared the DEARS with other four resource
scheduling methods, the results demonstrated that DEARS achieved better resource utilization and
reduced the number of resource allocation violations compared to traditional resource scheduling
approaches.

As for the strengths and shortcomings, we found that this paper focused mainly on automatic
resource management and the elasticity of the scheduling, which improved efficiency, reduced human
effort, and response times in handling workload fluctuations. On the other hand, the scalability of
the proposed framework is not extensively discussed in the paper. And they did not compare the
framework with state-of-the-art frameworks, and we saw no indication of the description of how to
integrate this framework into existing cloud platforms.

3.2 A deep learning model based on a diffusion convolutional recurrent neural network

Mahfoudh Saeed Al-Asaly et al. proposed another DL-based model to forecast the workload for cloud
resources. The core idea of the DCRNN model is to combine Graph Convolutional Network (GCN)
with Recurrent Neural Network (RNN). It captures spatial correlation through graph convolutional
operations and models temporal correlation using a recurrent neural network model. In DCRNN,
graph convolution operations are used to learn spatial dependencies between nodes for information
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Figure 3: The framwork of DEARS

propagation in spatio-temporal data. These nodes can represent locations or regions in a transportation
network in a city. By performing the convolution operation on the graph, the model can obtain
information about the neighbours between the nodes and combine this information into the feature
representation. [[7]

The given data CPU utilization set consists of a series of timestamp. The DCRNN they applied was
made up of two models: one encoding module and one decoding module. The architecture consists
of two layers, each including four diffusion convolutional gated recurrent units. The details of the
proposed structure can be seen in Figure[].
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Figure 4: DCRNN system architecture

For model evaluation, they collected data from PlannetLab containing workloads for 10 different
days and for each day with 288 samples. They then carried out data normalization to [0,1] scale and
applied RMSE and MAPE as evaluation metrics. They compared the proposed model with other
three models[4], conducting the experiment on 20 VMs that ran continuously for 10 days and on all
VMs in PlanetLab. [[12] The results showed that the proposed model outperformed other existing
deep-learning approaches.

Regarding the strengths and weaknesses, this algorithm can learn directly from data without feature
engineering, which can capture complex patterns in the data set. As for the evaluation, they provided



a comprehensive evaluation of the proposed DCRNN model using real-world traffic datasets and
compared the proposed algorithms against several baseline methods to illustrate its superiority.
However, we found that this paper fell short of implementation details such as how to configure
the hyperparameters, moreover, they did not cover an analysis of its performance in real-world
deployment scenarios.

4 Application of RL algorithm in Cloud Resource Scheduling

4.1 QL-HEFT: a novel machine learning scheduling scheme base on cloud computing
environment

A cloud computing environment contains different tasks from different users. These tasks are executed
by different cloud computing nodes, such as virtual machines. The dependency relationship between
tasks varies and changes, which is hard for heuristic algorithms to handle.

The RL provides a method for agents to interact with a changing environment. The agent takes action
from an action space and gets rewards from the environment. The state is also changed in certain state
spaces. The rewards can be divided into immediate feedback and long-term feedback [[19]. The agent
learns strategy through some exploration-exploitation algorithms, such as the e-greedy algorithm.

Tong Z, Deng X, Chen H et al propose a QL-HEFT reinforcement learning algorithm to schedule
tasks efficiently. The QL-HEFT algorithm combines a heuristic scheduling method, HEFT, and
Q-learning. It can be seen as an improved algorithm of HEFT to reduce the makespan. [15]]

The model in which the algorithm is applied is the DAG-based task scheduling model. The basic
model is shown in Fig[5] The users submit their jobs (tasks) to the cloud computing system. These
tasks may be dependent on other tasks. Therefore, a directed acyclic graph (DAG) is used to describe
the dependencies of tasks. The simple application of DAG is shown in Fig[5] The node represents a
task with execution cost. The edge represents communication between two processors with a cost.
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Figure 5: DAG model with a simple application

The goal of task scheduling is to minimise the execution time of tasks. It is achieved by the Q-learning
algorithm, which is defined by the following formula.

Qu1(5.0) = Quls,0) + o (r+ ymax Qi (5',0') = Qu(s,0))

The s is the state that represents the task. The a is the action that assigns the task to a processor. The
value (s, a) is the cumulative value, which can be calculated iteratively. The r is the immediate
reward which is rank_u [16]]. The « is the learning rate and the + is the discount factor. After getting
the optimal task execution order, the algorithm allocates the task to an appropriate processor by the
HEFT algorithm.

The algorithm is tested on CloudSim [3] using serval metrics such as makespan, speed up and CCR.
When tested with different numbers of VMs and tasks, the QL-HEFT algorithm outperforms four
similar algorithms. Another experiment shows that it accelerates the execution time of tasks from
communication-intensive applications by 66.7%.

In this use case, the model combines heuristic algorithm and reinforcement learning and gets the
optimal strategy to schedule tasks with dependencies. The results show the good performance of the
model. But the computational complexity is a crucial concern. The large Q-table costs too much time
and computational resources during updating.



4.2 Cloud Resource Scheduling With Deep Reinforcement Learning and Imitation Learning

As introduced in QL-HEFT, the RL finds an optimal strategy in a certain state and action space. For
cloud resource scheduling, the state space might be too huge to calculate. Thus, deep learning is
employed as an approximation function to avoid this situation. The new algorithm is called deep
reinforcement learning, DRL.

Guo W, Tian W and Ye Y et al propose a deep reinforcement learning model called DeepRM_Plus[6].
The model is an upgraded version of DeepRM[8] through imitation learning. The model is not
designed for dependent tasks but for independent tasks in online scheduling. In online scheduling, a
task’s arrival time and other critical information are usually unknown and may change before the task
is executed. The online scheduling algorithm must select the appropriate task to execute based on the
currently available resources and the attributes of the task.

Both two models work at a higher level of abstraction, combining cloud resources from different
servers to schedule jobs. The following figure shows the resource state space(see Fig. [6). The job/task
is decoded as a square in an image. The size of a square is the amount of resources required and the
time slot.

Resource
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Figure 6: Resource state space

The state space image is fed into a six-layer CNN. The last fully connected layer outputs the action to
allocate jobs. The agent will take action a and receive a reward r. The rewards are set for different
objectives, such as minimising the average weighted turnaround time or minimising the average
cycling time. The CNN is pre-trained by imitation learning of expert strategies. The model is shown
below in Figure[7]
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Figure 7: DeepRM_Plus model

In order to evaluate the model, the authors performed several experiments in terms of training,
turnaround time and cycling time. The results show that DeepRM_Plus performs better than the
SOTA model DeepRM.

As for this model, it shows the big potential of imitation learning which saves training time and cost.
The DRL covers the shortage of exclusively huge state space. The model can handle different goals in
resource scheduling. However, the way of representing tasks is more suitable for independent tasks.



5 Discussion and Conclusion

The main goals of cloud resource scheduling are to determine or predict the right amount of resources
required for a task and to achieve optimal scheduling by using an efficient resource provisioning
strategy. Another objective is to meet the requirements of QoS and SLA through parameters like cost,
time, resource availability, and utilization by assigning suitable resources to jobs.[/1]

In summary, machine learning algorithms can effectively handle resource management tasks in cloud
resource scheduling. ML has been applied in various areas such as workload prediction, auto-scaling,
VM arrangement, and task scheduling. Different machine learning techniques are suitable for different
objectives in cloud resource scheduling. Prediction tasks can benefit from these techniques, such
as SVM, neural networks, and deep neural networks. However, reinforcement learning and deep
reinforcement learning are more suitable for finding optimal scheduling strategies. Overall, these ML
techniques have contributed to improved performance metrics in cloud computing.

Machine learning algorithms excel in capturing target features during the scheduling process by
learning nonlinear relationships and adapting to diverse behaviours. Reinforcement learning, in
particular, demonstrates excellent performance by interacting with the environment and leveraging
current information.

Looking ahead, deep learning and reinforcement learning continue to be prominent areas of research.
Deep reinforcement learning has also shown significant potential in task scheduling. However, the
complexity of these models introduces computational challenges. Addressing the issue of reducing
computational complexity is a major consideration when applying ML techniques to practical cloud
resource scheduling. Additionally, model interpretability and worst-case performance in different
scenarios should be carefully considered. Furthermore, further research is necessary to explore the
application of ML in complex and stochastic cloud environments.
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Abstract

Data centers emerged as a response to the increasing demand for efficient and scalable
data storage and computing. They are constantly evolving to meet the ever-increasing
volume of data and other requirements that follows from it. This paper explores the
evolution of data centers, from their traditional forms to hyper-converged infrastructures.
We introduce the technological milestones in data center architecture including software-
defined data centers and newly emerging converged and hyper-converged infrastructures
(HCI). We also delve into the emergence of HCI, the selection of HCI solutions, as well
as its benefits and use cases. This article offers insights into the evolution of data centers
leading up to HCI, thereby providing assistance in understanding various data center
architectures and benefits of adopting HCI in businesses.

1 Introduction

The exponential growth of data in the rapidly growing IT industry has posed significant chal-
lenges and limitations for traditional data center infrastructures. As a result, data centers
are undergoing a transformative evolution, shifting their focus from traditional architecture to
converged and hyper-converged infrastructures (HCI). The primary objective of this transfor-
mation is to ensure high data availability in the face of ever-increasing data volumes [21]. A
traditional data center design typically involves separate storage silos with different computing
and networking-related components. This architecture often gives rise to challenges like more
complexity, performance bottlenecks, limited scalability, and high costs. On the other hand,
hyperconverged architecture offers a software-based integrated and consolidated approach to
combine storage, computing, and networking resources into a single system. With HCI, all
components are bound together [I6]. In this paper, we aim to explain the evolution of data
centers leading up to the hyperconverged infrastructure.

In Section 2, we introduce the types of data centers and traditional architectures, as well as
their benefits and limitations. Section 3 illustrates the virtualization of data centers and the
changes in architectural principles. Section 4 describes the concept of the software-defined data
center. Section 5 explains convergence and hyper-convergence infrastructures in data centers.
Section 6 concludes the paper.

2 Data Center

A data center is a facility that houses computer systems and their associated components,
which provides storage capabilities and computing power [12]. Data centers emerged due to
the rising need for organizations to manage large amounts of data, as well as the need for
reliable operations.

2.1 Types of Data Centers

There are three major types of data centers which are discussed below



2.1.1 Enterprise Data Centers:

An enterprise data center is completely owned by a company dedicated to supporting a com-
pany’s internal data processing needs and hosting critical applications. Many companies opt
to have their data centers for higher control over their data, security, and regulations, such as

GDPR[[| or HIPAAP| [12].

2.1.2 Cloud Data Center

Cloud data centers, on the other hand, are hosted off-premise and serve their infrastructures
to multiple users. The three major cloud service providers are Amazon Web Services (AWS),
Google Cloud Platform (GCP), and Microsoft Azure. Cloud platforms now provide general
services such as infrastructure as a service (IaaS), software as a service (SaaS), and platform as
a service (PaaS) [14]. Other types of data centers include colocation, hybrid, edge, and micro
data centers.

2.1.3 Colocation Data Centers

A colocation data center, often referred to as a “colo,” is a facility that provides businesses the
opportunity to lease dedicated space for their data center components. In essence, colocation
data centers provide a highly secure and robust environment where companies can house their
servers and other equipment. Colocation data centers are already equipped with backup gen-
erators, fire suppression systems, cooling systems, uninterruptible power supplies (UPS), and
physical security measures such as security cameras and cooling systems. Internet services and
connections to private networks are also often included in the facility.

2.2 Infrastructure Components

Servers, storage, and networking are considered as the building blocks of the data center
infrastructure. Power supply and cable management, redundancy/disaster recovery (tier 1234),
and environmental controls are also some other essential components of data center.

2.2.1 Servers

Servers are the most critical component of data center infrastructure. These can be considered
as computers with high computing power to perform computationally expensive tasks. Data
center servers can further be categorized as rack-mount servers, blade servers or mainframes.

2.2.2 Storage

The majority of the servers include direct attached storage (DAS), which is a local storage
capability that keeps frequently used data close to the CPU. It can be considered as a cache of
the servers. There are two other storages: storage area network (SAN) and network-attached
storage (NAS). NAS devices usually have multiple storage devices like hard disks and solid-state
drives. SAN also provides shared storage to the server but has a more complex infrastructure
of storage management software, application servers, and storage servers.

2.2.3 Networking

Different types of routers, switches, and fiber optic cables are involved in the networking of
data centers. These components aid in transferring the network traffic across different servers
and clients.

LGeneral Data Protection Regulation, https://gdpr.eu
2Health Insurance Portability and Accountability Act, https://www.hhs.gov/hipaa/index.html
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2.3 Challenges

Traditional data centers have served as the backbone of computing infrastructure for many
years. However, as technology advances and data volumes explode, traditional data centers
face several limitations. We describe some of the challenges below.

2.3.1 Scalability

Traditional data centers often face problems in scaling effectively to incorporate the rapidly
increasing data demands of modern applications. These infrastructures have a siloed architec-
ture with different components for storage, computing, and networking. To meet the sudden
increase in data, scaling each component independently requires complex integration and can
result in inefficient resource allocation and underutilization. Additionally, traditional data
centers are not able to scale dynamically to cater to unpredictable workloads.

2.3.2 Performance Bottlenecks

The architecture of traditional data centers can lead to performance bottlenecks. The inter-
action between separate components over complex network configurations introduces latency
issues. Thus, impacting the responsiveness and overall performance of applications.

2.3.3 Cost and Infrastructure Complexity

Significant upfront capital investments are required to build the infrastructure of traditional
data centers. Management of separate hardware components like storage devices, servers, and
network equipment is required in traditional data centers. The complexity of integrating these
components and the need for specialized expertise in each area contribute to higher costs and
resource-intensive maintenance.

2.3.4 Management and Operational Challenges

Dedicated teams with expertise in different components of the whole infrastructure are often
required in traditional data centers. This often increases operational complexity, response
times, and inefficiencies. Ensuring high availability, and security management among the
communication between different components can also become complicated to handle.

2.3.5 Limited Resilience and Disaster Recovery

Proper data replication strategies are hard to implement in the traditional data center infras-
tructure. Managing all the infrastructure configurations for different components gives rise to
a lot of unknown challenges. Without implementing proper disaster recovery strategies, the
risk of losing important data and high downtimes becomes hard to ignore in traditional data
centers.

3 Virtualization

Traditionally, data centers ran on their own dedicated physical hardware resources. Nowadays,
most data centers have virtualized their infrastructures, meaning they are not limited to the
capabilities of the physical resources. Virtualization is the process of operating multiple virtu-
alization machines (VMs) on a single physical server. This process is handled by a hypervisor,
a software that allocates and manages resources between VMs. This type of virtualization is
called server virtualization (or compute virtualization). With server virtualization, data
centers can run from 10 to 40 virtual servers on a single physical server [7, Chapter 20]. Fig-
ure [1| shows the diagram of a network architecture of virtualized data center servers. Users
of virtualized data centers must have access to their own set of VMs — or VDC (virtual data
center).



In the following subsections, we lay out the benefits of virtualization and describe other
forms of virtualization as well as the transformations of data centers that were made possible
with the help of virtualization.

Physical Data Center

————— Mapping of a VM to a server
O-—----—-2 Mapping of a virtual switch to a physical switch

Figure 1: Diagram of virtualized data center network.

3.1 Benefits

Virtualization offers flexibility to data centers. With the physical infrastructures, deployment
of servers used to take days or even months [7]. This has been significantly reduced to minutes
thanks to virtualization. Moreover, it is capable of supporting legacy software or various
operating systems. Furthermore, unlike physical servers, virtual data centers are inexpensive
and simple to set up. This allows for increased scalability to quickly configure and provision
infrastructures based on the need. In addition, virtualization reduces the costs of using data
centers. Virtualized data centers are usually offered and maintained by third-party providers.
This eliminates the maintenance cost of physical resources. Also, the providers usually have a
consumption-based business model, meaning that they charge for the resources the companies
actually use.

3.2 Software Defined Networking

Bari et. al. [3] states that the main challenge of virtualization arises from the network. We
briefly describe each challenge as follows:

1. Multitenancy: managing shared data centers among multiple users.
2. Topology: the topology largely impacts the networking and the bandwidth between VMs.
3. Workload Mobility: live migration has strict network restrictions.

4. T/O Blocking: VMs on the same server share one network interface card (NIC). A hy-
pervisor must carefully manage the traffic.

One of the main management issues is multitenancy, which is illustrated in Figure [2| [7, Chap-
ter 20]. Each tenant requires isolated networking functions and different security and privacy
levels. Most importantly, one tenant’s traffic must be protected from another tenant.

Many of these networking challenges could be solved using software-defined networking,
or SDN. SDN uses software-based controllers or application programming interfaces (APISs) to
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Figure 2: Multitenancy in data centers.

manage and configure network infrastructures [10, 22]. In traditional settings, the control pane,
which is in charge of network devices, is bound with the data plane, which forwards network
traffic. SDN, however, abstracts the control plane and decouples it from the data plane. Now,
SDN can create and control virtual networks via software [26]. In essence, SDN can be defined
with the following three principles: (1) separation of the control plane from the data plane,
(2) centralized control, and (3) interface to communicate control of the networks [13].

There are three main components to a typical SDN architecture [20, [13]:

1. Controllers are the centralized entity in charge of managing network devices, translat-
ing requirements from applications, enforcing network policies, and monitoring network
status.

2. Applications communicate network requirements to SDN controllers via a northbound
interface (NBI).

3. Networking devices receive information from the controllers via a southbound interface
(SBI) about moving data

SDN provides several advantages compared to hardware-based traditional networking. As
the controllers are software-based, SDN provides more flexibility to control, customize,
and provision network resources from a centralized interface, bypassing hardware entirely.
Moreover, the abstraction of the controllers provides a better view of security threats [24].
SDN also has a positive effect on reducing the costs and complexity [9].

3.3 Infrastructure as a Service

Virtualization has enabled the infrastructure as a service (IaaS) on the cloud. IaaS offers
businesses computing, storing, and networking resources on demand [27]. It allows the users
to access their individual infrastructure which lie on the same physical hardware. The biggest
benefit of TaaS is that it allows businesses to scale and shrink resources on a need basis.

4 Software-Defined Data Center

Software-defined data centers (SDDC) virtualize all infrastructure components in a data center
including server, storage, and network with abstraction, pooling, and automation by software
[I1]. We have covered server virtualization in Section [3| and network virtualization
(software-defined network) in Section Storage virtualization among the virtualization of
other components is newly introduced in SDDC. Like server virtualization, storage virtual-
ization pools resources. More concretely, it gathers all blocks of storage in to a centralized
shared pool from which they can be assigned to any VM on network as needed. This way,
storage virtualization can improve flexibility and scalability [I1].

SDDC is the integration of the entire infrastrcture components, creating a single centralized
entity that manages the data center [6]. Figuredisplays two diagrams, one for traditional and
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Figure 3: Diagrams of data center architectures.

another for SDDC architecture. Figure|3b|shows that a SDN Switch is added compared to the
traditional model in Figure Canali et. al. use includes different “models” or components
in the diagram, namely migration and time. A migration model is a component in charge of a
migration process that occurs when a VE (virtual element — virtual machine or virtual element)
is moved from one host to another one. A time model is there to reduce energy consumption or
triggered when physical hosts overload [4]. While the terminologies or the components included
in the diagram differ, the concept that SDDC provides an integrated process that combines all
components remain the same. We can see that all requests are handled by an SDDC manager

internally (Figure [3b)).

4.1 Benefits

SDDC inherits the advantages of virtualization — flexibility and scalability. It can quickly
provision resources and eliminates the time to set up new physical infrastructures. It also
improves the performance with respect to compute, storage, and networking, by optimizing
each components without making physical changes [II]. Also, SDDC allows policy-driven
automation of provisioning and management, which “speeds delivery of resources and enhances
efficiency” [I1]. Moreover, SDDC is cost-effective in the long run. Resource pooling increases
utilization, meaning that less fraction of infrastructure is idle. This leads to less purchase for
physical resources, reduces real estate cost and power consumption.

4.2 Challenges

Switching to SDDC requires careful planning and management. First, standardization across
teams is crucial. Aligning all teams, from procurement, development, and system administra-
tor, can be time-consuming [II]. Furthermore, changing the data center architecture could
cause application downtimes. Hence, it is important to plan ahead and proceed the adaption
in phases to minimize unwanted downtimes [I1]. However, once companies commit to this
change, SDDC will improve the overall data center performances.

5 Hyper-Converged Infrastructure

Data centers have gone through different stages of evolution, starting from large mainframes to
centralized storage servers and eventually to converged and hyper-converged infrastructures.
Each stage aimed to address the shortcomings of the previous generation while bringing its
own advantages and disadvantages [23]. In this section, we draw our attention to what Hyper-
converged Infrastructure (HCIT). Before that, it is important to understand its predecessor,
Converged Infrastructure (CI), and how it leads to the emergence of HCI.



5.1 Path to Hyper-Converged Infrastructure

Definition Converged Infrastructure (CI) is referred to as a hardware-based approach to
converging storage and processes that reduces compatibility issues, complex deployments, and
overall costs. It works by using building blocks [2]. In other words, it is an ensemble of hardware
and software components that, from a logical perspective, integrates all of these tasks into a
single physical node. It is often packaged by a single vendor [25]. This strategy offers quicker
deployment at times, and easier management. With CI one or more manufacturers define a
validated design that has been pre-tested to operate consistently and reliably. This reduces
the time to build the system.

HCI is a way to integrate multiple IT technologies, such as servers, storage, networking
equipment, virtualization, and/or software applications into a larger solution. They allow the
stacking of additional nodes to increase computing power, storage, and memory [23, [15].

Limitations of CI The drawback of this infrastructure is that it leads to vendor lock-in,
which can result in fewer functionalities and limited options for customization. Also, adding
new components to an already existing CI is a complex and expensive process [I]. CI solutions
are largely adopted by larger enterprises moving from a traditional three-tier data center ar-
chitecture [23]. Even though it requires specialized staff to manage the infrastructure it scales
out horizontally very well. Figure [4| shows the constituents of a rack in CI [23].

Difference between CI and HCI Converged and hyper-converged infrastructures have sim-
ilar objectives but have different implementations. The major distinction between the two
solutions is that HCI is a software-defined solution and is made of software building blocks
rather than physical hardware [2, 23]. While the network is still physically distinct and has a
separate management plane, compute and storage are merged into a single solution and have a
single control plane in HCT solutions [19]. A single, centralized management software may be
used to manage all of the integrated technologies in a HCI while also allowing for the expansion
of the basic systems with extra nodes to offer new capabilities. In short, HCI is an alternative
to CI, it is software-defined. In contrast, CI is hardware-defined. Figure [5| shows a sample
hyper-converged cluster [23].

A converged rack unit

Server

Network and Storage

Storage

Figure 5: Three-node hyper-converged cluster
Figure 4: CI architec-
ture.

Overview of non-converged, converged, and hyper-converged infrastructures Fig-
ure [6] shows three diagrams that depict how the architecture has evolved from non-converged
to converged and presently hyper-converged [I8]. The leftmost figure shows how all the com-
ponents are isolated in a non-converged infrastructure whereas the right-most figure depicts
how the storage and server components are tightly coupled in contrast to the network layer,
which is still isolated. This is a compact version of the middle figure that depicts a converged
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Figure 6: Architectural components of three types of Infrastructure [I].

5.2 Benefits of Hyper-Converged Infrastructure

e Balance-workload The vendor lock-in problem with CI solutions is addressed by HCI,
which is built on common hardware that is easily replaceable. Bein a software-defined
storage framework, each node’s storage controller essentially is a service that runs contin-
uously [23]. There is no downtime or extra hardware needed when HCI components are
temporarily moved to different nodes for repair. Users can continue working normally
throughout the maintenance window because it is transparent to them [I8]

e Cost -Effective Numerous small to mid-sized businesses are drawn to the utilization
due to the flexibility of adding hardware from any vendor and the ease of management
along with considerably faster implementation (in hours). The price of the underlying
hypervisor affects how much HCI costs. For instance, the cost of commercial versus
open-source systems differs. Interoperability and complexity issues are also reduced or
resolved as a result of lower operational costs (and TCO).

e Effective resource distribution and data utilization VMs can be moved between
hosts. This makes it possible to reuse VM-specific functionality across several platforms.
An organization can use HCI to give teams access to specialized environments, such as
those for testing, development, or applications that are exclusive to a given industry
[18]. Storage utilization is increased by keeping storage close to the computation and
dividing access to it throughout the group of compute servers, which also reduces storage
IO latency [23]. By simply adding a new node (computer and storage) to the current
cluster (group of nodes), the infrastructure may be scaled out linearly [23].

e Easy Management HCI platform is significantly simpler to manage, operate, and mon-
itor than traditional infrastructure. IT administrators may set up the HCI system to
automatically allocate resources, conduct duplicate activities, eliminate all administra-
tive silos, and execute data backup and restore as normal because it is software-driven
[18]. In a variety of virtual environments, HCI provides single-view analysis. This aids
management to perform high-level system evaluations and monitoring inside a company.
In order to track the effectiveness of virtual environments, modern HCI adds AI com-
ponents. Moving HCI workloads from one guest machine to another is simple. In agile
contexts, this functionality facilitates the quick development and deployment of software
17



Drawbacks If the Operating System license is per CPU core, this is a disadvantage to cus-
tomers who only require storage as horizontal scaling in HCI is expensive because a completely
new node has to be added even if they just want to scale up computation or storage capac-
ity. HCI solutions have resource consumption overhead as a result of various management
applications. [23].

5.3 Selecting the right HCI Solution

There are various HCI solutions available in the market. There are numerous factors that
are important to consider when evaluating HCI solutions. Depending upon the use-case an
organization might choose to go for a specific implementation of HCI. Nowadays organizations
might consider some of the following characteristics when trying to choose the right HCI
solution for them :

1. Edge-core cloud integration When it comes to linking current infrastructure, clouds,
and edge services, organizations have a wide range of requirements. For instance, a
company could merely use the cloud’s storage tier. When switching cloud providers,
it can also wish to replicate or convert configurations. An HCI solution should enable
an organization to modify, update, and adapt as infrastructure requirements change
[8]. Integration with various forms of storage, processing, and network resources as well
as cloud services is essential for the HCI platform. If an organization wants to start
container orchestration as a future endeavor, having container support may also be an
essential requirement.

2. Analytics Since HCI aggregates storage, computation, and network resources, organi-
zations must be able to monitor resource allocation, use, and health. It might be quite
advantageous to select an HCI platform that provides centralized dashboards with pre-
made and custom metrics as well as reporting capabilities [I7]. It should enable means
to drill deeper into data, acquire information on what is happening, and provide access
via a single dashboard. Additionally, this aids in capacity planning and trend analysis

3. Storage management An ideal HCI solution should let easy integration and configure
a wide range of storage systems. Additionally, mapping these storage systems to the
changing requirements of an organization’s I'T ecosystem should be feasible. Some mod-
ern HCI systems are offering support for NVMe-OF (non-volatile memory express over
fabrics), a technology that simplifies storage re-architecture using flash memory.

5.4 Use-case scenarios for HCI solutions

HCI is cost-effective, it offers a low price point per unit. It is also extremely easy to roll out
and is highly scalable. Following are the scenarios where HCI could be used.

1. DTAP Environment Before applications are deployed to production settings, HCI is
frequently used to develop, test, and ensure the quality of the applications. The isolation
of virtualized servers prevents problems from affecting other active applications [8,[2]. By
replicating resources from the production environment, HCI offers a suitable match for
development and testing environments. In the case of HCI, the development, testing, and
fine-tuning phases of a test environment do not overlap with the production cluster [5]. In
this manner, HCI offers a reliable and affordable test environment that does not interfere
with the performance of current IT clusters. The processes are moved to the production
side once the testing and development phases are over and they have stabilized.

2. VDI and ROBO Hosting VDI solutions is one of the key use cases for HCI. VDI is
the practice of running desktop operating systems in the cloud using virtualized desktop
software. Users of laptops or mobile devices may remotely access virtual desktops thanks
to VDI. A virtual machine (VM), which is kept on a centralized server, houses the VDI



software. Examples of VDI use cases include remote workers connecting through VDI
software to an organization’s platform or support center employees connecting remotely
to a main workstation to react to client inquiries around-the-clock [8, [2].

3. Typical organizational candidates HCI is a useful tool in scenarios where different
applications are required to concurrently perform day-to-day processes, for example,
finance, HR, and IT support [I§]. Another example is where storage needs to be scalable
on demand because there is a surge in online requests [I§]. HCI can also be used where
a reliable repository is needed for large amounts of structured and unstructured data
that is in low demand such as a library archive [I8]. A small start-up company that is
starting to grow might not be open to the complexities of setting up a big data center
which could bring high costs, and complexity in setting up or might demand expertise
and knowledge. They might need an infrastructure that is cost-effective, scalable, simple
to manage, and flexible.

Remark While the architecture of data centers have evolved, prior solutions are still relevant.
The architecture that an organization adopts depends on its requirements. This means HCI
might not be a solution for every organization. They must carefully investigate and check if
HCI is the right option for them. After reading many scientific articles we also tried to find
some use-case scenarios for HCI. This led us to realize that if it is a small enterprise or a start-
up whose priority is to implement its solutions quickly and affordably then it might choose
converged or hyper-converged infrastructure solutions over a typical three-tier design. But
even large organizations can also opt for HCI because of its numerous benefits as mentioned
above over a three-tier architecture. When an organization’s main concern is data, servers with
centralized storage are implemented to provide the data with high availability and security with
centralized administration [23].

6 Conclusion

This paper has provided a comprehensive overview of the evolution of data centers, from main-
frames to the newly emerging hyper-converged infrastructure (HCI). We defined the types and
components of data centers, their traditional setups, and their revolution via virtualization
technology. We also discussed the concepts of software-defined networks (SDN) and infras-
tructure as a service (IaaS), which stem from the application of virtualization. We then ex-
plained the software-defined data center (SDDC), which takes a step further in virtualizing
data centers. Finally, the paper introduces converged infrastructure (CI) and HCI, which aim
to converge data center components into a software-defined platform. We delve deep into the
concept of HCI and its benefits, as well as the selection of HCI solutions and their use cases.

In conclusion, the evolution of data centers has been a dynamic process driven by techno-
logical advancements and the need for greater efficiency, scalability, and agility As data centers
continue to evolve, HCI presents an exciting opportunity for organizations to revolutionize
their data center strategies and unlock new levels of performance and innovation.

In conclusion, technical improvements and the demand for higher efficiency, scalability, and
flexibility have pushed the dynamic growth of data centers. As data centers continue to evolve,
HCI offers organizations an opportunity to transform their data center setups and achieve a
higher level of performance.
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Abstract

This literature study explores the potential of peer-to-peer deep learning to improve
edge computing in [oT devices. In order to improve the functionality of IoT
devices, the study examines a number of strategies, such as federated learning,
peer-to-peer deep learning, and coupled orchestration of edge and fog computing.
The study focuses on the challenges posed by resource constraints and the need for
collaborative learning techniques to decrease these limitations. The integration of
deep learning with edge computing in IoT is crucial for efficient data processing
and real-time decision-making. The study also talks about the peer-to-peer security
issues that come with IoT edge computing and possible solutions to these issues.

1 Introduction

The exponential growth of Internet of Things (IoT) devices has led to a massive influx of data at the
network edge. These devices, ranging from smart sensors to wearables, generate a continuous stream
of data that presents both opportunities and challenges for efficient processing and analysis. However,
the limited computational resources and energy constraints of edge devices make it challenging to
perform computationally intensive tasks like deep learning. To address these challenges, researchers
have explored the integration of edge computing and peer-to-peer deep learning as a promising
approach to enhance the capabilities of IoT devices.

Collaborative learning in edge computing has gained significant attention as it enables the utilization
of distributed data sources and facilitates knowledge sharing among edge devices. Several research
papers have contributed to this area of study. Chen and Ran [1] provided a comprehensive review
of deep learning with edge computing, highlighting the potential benefits and challenges. They
discussed various techniques and methodologies employed in the integration of deep learning with
edge computing, shedding light on the advancements in this field.

Moreover, Sajina, Tankovic, and Ipsic [2] proposed a novel approach called peer-to-peer deep learning
with non-IID data. Their work demonstrated the feasibility of leveraging peer-to-peer communication
for deep learning tasks with non-identically distributed (non-1ID) data in IoT networks. This approach
enables collaborative learning and knowledge exchange among edge devices, allowing them to
collectively train deep learning models without relying on centralized servers. By utilizing non-1ID
data, the proposed approach addresses the heterogeneity of data distributions across edge devices,
leading to improved learning performance.

In addition to the works mentioned above, Nguyen et al. [3] conducted a comprehensive survey on
federated learning for the Internet of Things (IoT). Their study explored the potential of federated
learning in IoT scenarios, considering aspects such as data privacy, communication efficiency,
and model accuracy. The survey provided insights into the methodologies, challenges, and future
directions of federated learning in the context of IoT.
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Motivated by the findings of Chen and Ran [1], §ajina et al. [2], and Nguyen et al. [3], this research
paper aims to investigate the potential of peer-to-peer deep learning in enhancing edge computing for
IoT devices. The objective is to explore the effective employment of collaborative learning techniques
in an edge computing environment to mitigate the limitations of individual edge devices and improve
overall performance.

In the subsequent sections, we will explore the potential of peer-to-peer deep learning in enhancing
edge computing for IoT devices. We will discuss federated learning for IoT, peer-to-peer deep learning
in IoT environments, collaborative deep learning in resource-constrained IoT edge devices, and the
integration of deep learning with edge computing. By examining these topics, we aim to provide a
comprehensive understanding of how peer-to-peer deep learning can improve the capabilities of IoT
devices at the network edge.

2 Peer-to-Peer Deep Learning and Edge Computing

In this section, we will dive deep into how deep learning can change the edge computing scene. We
will explain how P2P IoT, which has become widespread, can get better with deep learning and how
deep learning is done. We will talk about the differences between IoT and edge computing devices
from cloud computing, their resource constraints, and low-latency expectations. Next, we’ll discuss
the P2P security issues that come with IoT edge computing and possible solutions to these issues.

2.1 P2P Deep Learning in IoT Edge Computing

In recent years, integrating peer-to-peer (P2P) deep learning techniques with edge computing in IoT
devices has garnered significant attention. This section explores the advancements, challenges, and
potential research directions in this domain.

One area of interest is federated learning for IoT, which enables IoT devices to collaboratively
train models without exchanging raw data. Nguyen et al. [3] provide a comprehensive survey of
federated learning, discussing its recent advances and future directions. This approach addresses
privacy concerns and reduces communication costs, making it suitable for IoT edge computing
scenarios. However, challenges such as heterogeneous device capabilities, network connectivity, and
data heterogeneity need to be addressed to fully exploit the potential of federated learning in IoT
edge environments.

Another approach that has gained attention is peer-to-peer deep learning in IoT environments. Joshi
et al. [4] delve into recent advances and research challenges in this field. P2P deep learning
enables IoT devices to collectively train models through peer-to-peer communication, leveraging their
computational capabilities. This approach offers reduced latency, improved scalability, and efficient
resource utilization. However, it also poses challenges related to resource constraints and network
dynamics. Optimizing communication protocols, load balancing, and fault tolerance mechanisms are
important research directions in this context.

Collaborative deep learning in resource-constrained IoT edge devices is another important area of
research. Zhang et al. [5] propose a trusted and collaborative framework for deep learning in IoT,
focusing on efficient model aggregation and exploring the trade-off between model accuracy and
resource consumption. Collaborative deep learning in such environments harnesses the collective
intelligence of IoT devices while respecting their limitations. Addressing challenges related to limited
computational power, energy constraints, and communication overheads is crucial for effective
collaborative deep learning in IoT edge computing.

The integration of deep learning with edge computing in IoT is crucial for efficient data processing and
real-time decision-making. Li et al. [6] discuss various approaches for incorporating deep learning
models into edge devices, enhancing their capabilities to handle IoT-generated data. This integration
offers benefits such as reduced latency and improved privacy. Their work emphasizes the significance
of edge computing in enabling intelligent processing at the network edge. Overcoming challenges
related to limited storage capacity, energy efficiency, and model deployment on resource-constrained
edge devices is critical for the successful implementation of deep learning in IoT edge environments.

Furthermore, Sajina, Tankovic, and Ipsic [2] proposed peer-to-peer deep learning with non-IID data,
which addresses the heterogeneity of data distributions across IoT devices. Their work focuses



on enabling collaborative learning and knowledge exchange among edge devices. By leveraging
peer-to-peer communication, this approach allows edge devices to collectively train deep learning
models, minimizing reliance on centralized servers and reducing latency and bandwidth consumption.

To enhance the understanding of P2P deep learning in IoT edge computing, including a figure
illustrating the architecture or workflow can be beneficial. Figure 1 illustrates a possible architecture
for P2P deep learning in IoT edge computing, showcasing the collaborative training process among
edge devices. This figure can help visualize the concept and highlight the interactions between

devices.
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Figure 1: P2P Deep Learning Architecture in IoT Edge Computing[1]

Based on the insights from these studies, the research on peer-to-peer deep learning in IoT edge
computing is poised to address challenges such as resource constraints, privacy preservation, and net-
work dynamics. Future research directions may involve optimizing communication and computation
efficiency, developing robust and secure algorithms, exploring innovative approaches for federated
learning and collaborative deep learning, and investigating the integration of edge intelligence with
cloud-based infrastructures. These advancements will pave the way for intelligent IoT systems with
enhanced capabilities and efficient data processing at the network edge.

2.2 Resource-Constrained Environments and Low-Latency Requirements

In this section, we will talk about doing deep learning on IoT edge devices. These devices are limited
by computational resources, restricted power budgets, and the need for near real-time decision-making.
In addition to the benefits that deep learning provides to these devices, it addresses the difficulties of
doing deep learning on these devices and the reasons for these difficulties. Possible solutions to these
problems and evaluation of these solutions will be made.

Due to budget constraints, fail-over options are limited in IoT edge computing compared to traditional
centralized cloud-based environments. Saurabh Bagchi et al.(2019)[7], listed various dependability
issues on [oT edge computing. Based on this article, we can address the dependability problems we
will encounter while doing deep learning in edge computing. One of the first problems is the lack
of a common edge computing standard for IoT devices. The article suggests that new standards or
mediation layers should be designed to coordinate devices and provide useful functionality, such that
an edge device can seamlessly communicate with and control multiple end-user devices[7]. This
is one of the problems in front of edge computing becoming more widespread and popular. Deep
learning in centralized cloud computing is already an established and applied method. However, there
are numerous reasons why existing cloud computing standards cannot be immediately transferred
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Figure 2: The overview of Latency-Constrained DNN Architecture Learning for Edge Systems.[10]

to edge computing. In contrast to edge computing, which involves more frequent and lighter
communication, cloud computing typically involves heavier computational tasks and large amounts of
data transfer. As a result, the latency and bandwidth problems associated with service delivery must
be handled differently due to the resource-constrained environments of edge computing[7]. In this
area, developers and manufacturers in the industry need to take steps together to build a framework
for edge computing.

Another method to overcome the difficulty of deep learning in the resource-constraint environments
of edge computing is the Joint orchestration of Edge and Fog computing[8]. The fog nodes, which are
computing devices located at the edge of the network, are responsible for processing and analyzing
the data in real-time. One opportunity in this orchestration is resource utilization enhancement
introduced by L.Comardi et al.(2018)[8]. It offers the distribution of computing and networking
tasks across both edge and fog resources, including any type of devices that possess networking and
computing capabilities. This naturally creates a larger pool of resources dispersed close to the end
consumers, enabling better computational gains and improved resource usage. In this article, deep
learning is not mentioned, but in this way, an environment where deep learning algorithms can be run
better in these systems is created. In this area, it is possible to investigate the use of deep learning
further and understand what can be done in the future.

Another challenge of working in a resource-constrained environment is the lack of efficient tools
to protect data privacy and security at the edge of the network. Shi, W., et al.(2016)[9], addresses
this issue. Some devices have limited resources, making it difficult to implement existing security
protection techniques on them because they are resource-hungry[9]. This means that security
measures that require a lot of resources, such as encryption or complex authentication protocols,
may not be feasible to implement on these devices without significantly impacting their performance
and functionality. For example, using these security applications on an AR device that requires low
latency will increase latency and cause slowdowns in a device that requires low latency. There are
not many tools in this field for now.

There is research about Latency-Constrained DNN(Deep Neural Network) Architecture Learning for
Edge Systems. Shuo Huai et al.(2023) propose a latency-oriented neural network learning method
to optimize models for high accuracy while fulfilling the latency constraint in edge systems[10].
They introduce a universal hardware-customized latency predictor by using a Backpropagation in
Neural Network. This procedure learns a model that satisfies the latency constraint by only a one-shot
training process. One-shot training describes a DNN training in which a model is trained on a tiny
dataset with one example per class or category. With this method, they can do deep learning faster
using fewer resources, which is what we need in edge computing. Within the main framework, to
prevent time-consuming on-device measurements during each Zero training phase, we provide a
machine learning-based latency predictor that is integrated into our adaptive learning architecture[10].
Experiments were made in latency-constrained environments to see how well this framework was
developed in the end. The results of their experiments showed that this framework has high accuracy
in latency-constrained edge systems. We can foresee that this research and the framework created can
be done for other constraints in edge computing. For example, explore the trade-off between energy



efficiency and latency in edge systems. By developing new approaches, a balance between energy
and latency can be established and deep learning can be done.

2.3 Data Privacy and Security in P2P Deep Learning

Large amounts of data can be generated by Internet of Things (IoT) edge devices, much of it related to
human behavior and activity. Individuals face serious privacy risks when personal data is collected and
machine learning models are trained on a central cloud server. There are also difficulties when sending
this data to the cloud. To create high-performance prediction models, insights based on machine
learning, particularly deep learning, considerably benefit from enormous amounts of data. Moreover,
there are significant cybersecurity problems due to the growing use of mobile devices. Deep learning
(DL) models are used by mobile services and applications for the modeling, categorization, and
identification of complex data, such as photos, audio, video, or text. Users gain from the numerous
services and applications that these devices provide, but at a significant cost: the privacy of their data.
Mobile services gather a wide variety of user information, including sensitive personal information,
images, videos, clinical data, banking information, etc. Big firms use all of this data that has been
gathered from consumers to train their worldwide DL models, which obviously raises severe privacy
concerns. In this section, we will talk about how P2P deep learning helps with overcoming the above
challenges. In addition to this, we will review several privacy-preserving deep learning methods that
can enhance edge computing in IoT devices.

2.3.1 Privacy Preserving in Federated Learning

Briggs et al.[12] review privacy-preserving federated learning for IoT devices. Federated learning
extends the idea of distributed machine learning, making use of decentralized learning. The decen-
tralized distribution of training data does not rely on a centralized parameter server to coalesce model
updates from edge devices but instead allows the edge devices to communicate with one another,
resulting in each edge device performing aggregation on data from the parameters it receives. To
simplify, rather than randomly partitioning a dataset to many compute nodes, model training occurs
on edge devices using the distributed data owned by individual users. In the field of robotics, federated
learning is used to secure privacy-sensitive tasks and more generally to help different robots share
imitation learning methodologies. In edge computing environments, federated learning has been used
to predict demand in the deployed applications and for improving content caching mechanisms.

Due to the decentralized nature of client participation required for federated learning, the protocol is
vulnerable to adversarial attacks. Bagdasaryan et al.[13] outline techniques for poisoning the global
model in a federated learning environment by using an adversary as a client. It builds an update that
endures the averaging process and significantly affects or replaces the global model. Additionally,
even though the training data itself is never exposed to a third party, it is possible that the parameter
adjustments could reveal something about an individual’s training data.

Bonawitz et al. [14] propose an approach to preserve the privacy of individual users in a federated
learning setting. Their work uses secure multiparty computation (MPC) to compute averages of
model parameter updates from individual edge devices in a secure manner. The approach uses secure
aggregation that computes a multiparty sum where no party reveals its updates. The benefit of this
approach is that edge devices can share an update knowing that the service provider will only see
that update after it has been averaged with those of other edge devices. However, their work focused
primarily on the setting of mobile devices, where dropouts are trivial and communication is expensive.

In Figure 3, user edge devices interact with cloud-hosted models in the cloud-centric approach to
machine intelligence, creating logs that can be utilized as training examples. Numerous users’ logs
are merged and utilized to enhance the model, which is subsequently used to fulfill requests from
new users. Federated learning sends ML models to consumers’ devices where they are locally trained
and assessed. The server receives summaries of updated models, which are then combined into
a new model and distributed to user devices. When secure aggregation is introduced to federated
learning, the cloud provider only learns the aggregated model update since the aggregation of model
updates is logically performed by the virtual, incorruptible third party caused by the secure multiparty
communication.

The time it takes for federated learning to learn a model relies on the number of training steps and
the ML parameter transmission per step. This is because federated learning requires edge devices to
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Figure 3: Comparision between cloud-hosted mobile intelligence, federated learning, and federated
learning with secure aggregation.

share their ML parameters iteratively. In reality, several participating edge devices frequently transmit
model parameters through communication networks with constrained resources, such as wireless
networks with constrained bandwidth and power. As a result, the frequent transfer from edge devices
results in a delay that may be orders of magnitude longer than the time required to train an ML model.
Delay in communication is hence a significant bottleneck in federated learning. Chena et al. [15]
propose an approach to improve the convergence time and the training loss using a communication-
efficient federated learning framework. In this framework, a probabilistic device selection system
is created such that edge devices that can improve the convergence speed and training loss have a
greater probability to be selected for model transmission. Moreover, a quantization technique is
suggested to decrease the volume of model parameters transferred among devices and an effective
wireless resource allocation strategy is created in order to further shorten the convergence time.

2.3.2 Privacy Preserving in Fog Computing

Apart from federated learning, fog computing environments have been improved to include privacy
preservation frameworks. Gutiérrez et al. [16] propose a similar framework that uses a distributed
deep learning approach. Instead of disclosing their sensitivity to the cloud server, Internet of Things
(IoT) end nodes communicate a portion of the users’ data with a nearby Fog node that has been
masked with Gaussian noise. The framework is designed to preserve users’ privacy. It consists of a
three-level architecture which consists of multiple edge devices at the bottom (also called V devices)
or end nodes, Fog nodes in the middle level, and the cloud server at the top level. The edge devices
do not reveal their data to the cloud server by only sharing a fragment of their data with a nearby Fog
node. In addition to this, Gaussian noise has been introduced to provide an additional layer of privacy
to users’ sensitive data. The edge devices have all the training data to train the model. Each device
opts for a specific portion of the dataset and preprocesses the data. Once the data is preprocessed,
it is sent to its corresponding Fog node. In this fog-embedded architecture, the Fog nodes train the
model in addition to preprocessing the data in the end nodes, leaving the cloud server with simply the
duty of validating and updating the model so that it is accessible to other fog nodes.

2.3.3 Private P2P Network for Distributed Machine Learning

In 2021, researchers (Zhou et al.) introduced a network architecture focused on enhancing efficiency
in communication, computation, and time. The architecture draws inspiration from Dempster-Shafer’s
theory and utilizes a Scalable Chord Peer-to-Peer Network. Additionally, it suggests a Trust-based
P2P overlay network for creating vehicle clusters. To simplify network management, a consistent
hashing technique (chord) is employed, reducing complexity. Each Trust-based P2P group applies
evidence theory and control flow to determine the optimal outcome for transmission to the global
server. The proposed method also claims to achieve faster learning compared to convolutional
federated learning.

3 Discussion

P2P Deep Learning really holds a great opportunity for Edge Computing. We have observed that
being able to perform p2p deep learning in this field can provide us with various benefits. This
approach enables IoT devices to collectively train models through peer-to-peer communication,
leveraging their computational capabilities. In this way, edge devices will become smarter and the
task of deep learning will be lifted from the central cloud alone. However, there are still various



difficulties in doing so. This is because although deep learning is an existing and well-researched field,
performing it in edge computing environments, [oT devices or Fog layers has its own challenges.

Federated learning has been one of the issues we focused on in IoT edge computing. This method
takes privacy and communication into account and does deep learning on IoT devices collaboratively
without sharing raw data. In this way, data processing can be done in a decentralized way at the
edge of the network. To fully utilize federated learning in IoT edge contexts, however, issues
including diverse device capabilities, network connection, and data heterogeneity must be resolved.
We mentioned the lack of standardization in IoT devices among the environmental problems.

Collaborative deep learning was another method we focused on in this regard. This strategy analyzes
the trade-off between model accuracy and resource usage while concentrating on effective model
aggregation. Of course, the fact that IoT devices are resource-constrained devices is one of the most
important points that this method tries to pay attention to and overcome.

These deep learning methods can provide us with various advantages in the IoT environment. A Latif
U. et al.(2020), study by Edge-Computing-Enabled Smart Cities shows us what deep learning can
add[18]. By making decision-making processes smarter, it helps IoT devices in smart cities work
more efficiently and well. Deep learning, for instance, can be used to forecast popularity and enable
wise cache. Additionally, it can be applied to the efficient scheduling of mobility-aware caching and
the creation of simple systems for commercial applications[18]. It can be used to optimize all areas
in the city where IoT devices are used and integrated. We can pave the way for more efficient use of
most areas, from car parks to the health sector, by deep learning in edge computing.

Besides these methods and benefits, how could we address the low-latency expectation and the
resource-constrained edge computing area that makes it difficult to perform P2P deep learning on IoT
devices? The coordination of edge and fog computing is one method for overcoming the resource
limitations in edge computing. It is possible to increase computational benefits and improve resource
usage by dividing computing and networking workloads among edge and fog resources[8]. However,
we could not find any research that carried out deep learning with this orchestration. In our opinion,
this fog edge can work together to benefit from increased computation power deep learning. Research
is needed in this area.

Additionally, interesting findings have been obtained from research on latency-constrained deep
neural network (DNN) architecture learning for edge systems. Deep learning can be carried out more
quickly and with fewer resources by optimizing models for high accuracy while meeting low latency.
The framework uses a machine learning-based latency predictor that allows for forecasts without the
need for time-consuming device measurements[10].

Regarding data privacy and security in P2P deep learning, several methods were discussed in different
contexts: federated learning, fog computing, and a private peer-to-peer network for distributed ma-
chine learning. Each method addresses the challenges of privacy preservation and introduces specific
techniques to ensure the confidentiality of user data. While federated learning offers advantages in
terms of privacy by keeping the training data decentralized, it is also vulnerable to adversarial attacks.
This demonstrates a weakness in federated learning’s security. Additionally, there is cause for concern
that parameter adjustment could reveal information about a user’s training data, compromising privacy.
By employing MPC, the computation of model parameter averages can be done in a secure manner
without revealing individual updates. However, this approach primarily focused on mobile devices
and does not consider scenarios with limited communication resources.

In the context of private peer-to-peer networks for distributed machine learning, the authors claim that
this method achieves faster learning compared to convolutional federated learning, but the specifics
of privacy preservation within this architecture are not discussed in detail. A blockchain-based
solution was proposed by Du et al. [20]. It discusses the challenges of transmitting private data about
personal identity and financial account information to nearby servers for computation and the need
for a computing resource trading and data-sharing framework or platform to motivate edge servers.
While this proposed solution aids the privacy concerns across loT devices, it requires a centralized
training process. Alwarafy et al. [19] did a survey on security and privacy issues in edge computing
assisting [oT devices. It highlights the risks associated with the massive growth of IoT devices and
the corresponding huge data traffic generated at the edge of the network, which created additional
burdens on the state-of-the-art centralized cloud computing paradigm due to bandwidth and resource
scarcity. This literature survey reinstates the need of peer to peer deep learning for IoT devices.



4 Conclusion

This literature study describes how peer-to-peer deep learning can help enhance edge computing in
IoT devices. It emphasizes the difficulties brought on by resource limitations and the demand for
collaborative learning strategies to lessen these restrictions. In order to increase the functionality of
IoT devices, this study investigates a number of techniques, including federated learning, peer-to-peer
deep learning, and combined orchestration of edge and fog computing. The importance of edge
computing in enabling intelligent processing at the network edge and the demand for standardization
in IoT devices are both emphasized in the study above. With the help of this study, we contend
that these constraints can be removed and resource efficiency increased by combining edge and fog
computing. Moreover, several privacy methods were discussed that could help preserve users’ privacy
while training models using peer-to-peer deep learning. Overall, the work underscores the need
for more research in this field and offers insightful information about how deep learning and edge
computing are combined in IoT devices.
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Abstract

In this paper, we discuss the machine learning and deep learning methods for the
Internet of Things (IoT) with edge computing in smart city applications. Specif-
ically, we analyze the implementation of these technologies in healthcare, traffic
management, urban and rural planning and resource management in recent years,
and compare the strengths and possible improvement perspectives of these studies.
We also discuss future research directions and open issues in this emerging field.

1 Introduction

Machine learning and deep learning have revolutionized various fields, including the Internet of
Things (IoT) and edge computing, contributing to the advancement of smart cities. In this era of
rapid technological growth, cities are embracing intelligent systems to enhance efficiency, sustain-
ability, and overall quality of life. The amalgamation of machine learning and deep learning tech-
niques with IoT and edge computing offers unprecedented opportunities for developing innovative
solutions to address the challenges faced by urban areas.

This article aims to explore the application of machine learning and deep learning methodologies in
the context of smart cities, specifically focusing on the Internet of Things and edge computing. We
will examine these technologies from various perspectives, delving into the theoretical foundations
and their practical implementation in intelligent urban environments. By analyzing the methods
used and their potential benefits, we can gain insights into how machine learning and deep learning
contribute to the evolution of smart cities.

2 Search Query

(("machine learning" OR "ML") AND ("deep learning" OR "DL") AND ("internet
of things" OR "IoT") AND ("edge computing" OR "edge") AND ("smart city"

33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.

—
a



OR "healthcare" OR "environment" OR "urban planing" OR "resource")) AND (
LIMIT-TO ( SRCTYPE,"j" ) OR LIMIT-TO ( SRCTYPE,"p" ) ) AND ( LIMIT-TO (
SUBJAREA,COMP ) OR LIMIT-TO ( SUBJAREA,ENGI ) OR LIMIT-TO ( SUBJAREA,MATH
) ) AND ( LIMIT-TO ( PUBYEAR,2023) OR ( LIMIT-TO ( PUBYEAR,2022) OR

( LIMIT-TO ( PUBYEAR,2021) OR LIMIT-TO ( PUBYEAR,2020) OR LIMIT-TO (
PUBYEAR,2019) OR LIMIT-TO ( PUBYEAR,2018) OR LIMIT-TO ( PUBYEAR,2017) OR
LIMIT-TO ( PUBYEAR,2016) OR LIMIT-TO ( PUBYEAR,2015) ) AND ( LIMIT-TO (
LANGUAGE,English ) )

Here is some criteria when we search the relevant paper, the date of publishing is limited to 2015 to
2023.

3 Methodology

3.1 Machine Learning and Deep Learning

Machine learning is a field that addresses two fundamental questions: how to design computer sys-
tems that can improve automatically through experience, and what are the underlying statistical,
computational, and information-theoretic principles governing learning systems[I3]. The study of
machine learning has both theoretical and practical significance, as it provides insights into funda-
mental scientific and engineering questions and has resulted in the development of practical software
for various applications.

One of the most commonly used machine learning approaches is supervised learning, which involves
training models using labelled data to make predictions. Examples of supervised learning systems
include spam classifiers, face recognition systems, and medical diagnosis systems. In these systems,
the training data consists of pairs of input-output (x, y) examples, and the goal is to produce accurate
predictions (y*) in response to new input queries (x*).

On the other hand, unsupervised learning focuses on analyzing unlabeled data based on assumptions
about the underlying structural properties. This can involve techniques such as algebraic, combina-
torial, or probabilistic analysis of the data.

Deep learning (DL) has emerged as a powerful subset of machine learning that has revolutionized
various fields, including computer vision, natural language processing, and speech recognition. DL
has been actively utilized in many IoT applications in recent years[26]. DL has shown great poten-
tial in revolutionizing the Internet of Things (IoT) landscape by enabling intelligent and autonomous
systems. DL techniques can be effectively applied to IoT devices, which generate massive amounts
of data, to extract valuable insights, make real-time decisions, and enhance overall system perfor-
mance. DL algorithms, such as convolutional neural networks (CNNs) and recurrent neural net-
works (RNNs), can be deployed at the edge of the IoT network to process data locally, reducing
latency and bandwidth requirements. This enables tasks such as real-time object detection, anomaly
detection, predictive maintenance, and smart resource management. DL in IoT opens up opportuni-
ties for improved efficiency, reliability, and security, making it a promising technology for a wide
range of applications, including smart cities, healthcare monitoring, environmental monitoring, and
intelligent transportation systems.

3.2 Edge Computing

Edge computing is a paradigm change in which computer resources and data processing are moved
closer to the data source, i.e., "the edge" of the network, rather of depending on a centralized cloud-
based system. This architectural solution tackles numerous major issues that have arisen as a result
of the increasing development of 10T devices, including latency, bandwidth utilization, and privacy
[36].

Edge computing seeks to limit the quantity of data sent to the cloud for processing, analysis, and
storage. This is accomplished by processing the data directly on the IoT devices or on local edge
servers. Edge computing’s concentrated data processing is ideal for applications that require real-
time or near-real-time response, such as autonomous vehicles or remote health monitoring systems.
The incorporation of machine learning and deep learning into edge computing systems improves the
capabilities of IoT devices even further. For example, by placing ML/DL models on edge devices,



they can assess and act on data generated locally without requiring constant cloud access. By retain-
ing critical data on-device, this integration can increase system responsiveness, conserve bandwidth,
and improve privacy [&7].

However, applying ML/DL at the edge presents a number of issues. Because of the limited pro-
cessing capabilities on edge devices, running complicated and resource-intensive ML/DL models
on these devices may be impractical. Furthermore, due to the decentralized nature of edge com-
puting, effective solutions for distributed learning and model updates are required. Several works
have proposed solutions to these challenges. For instance, Kang et al [I6]. proposed Neurosurgeon,
a system that partitions DL inference between the cloud and edge, minimizing latency and energy
consumption. Similarly, Wang et al. introduced an adaptive learning system for edge computing,
which leverages reinforcement learning to optimize model partitioning between the edge and the
cloud [&1].

3.3 Internet of Things

The Internet of Things (IoT) is a paradigm for connecting billions of smart devices that can commu-
nicate with each other with minimal human intervention. Among the many industries where the IoT
has applications are smart cities, healthcare, and industry. However, there were some issues during
the development of the IoT, such as limited resources and computing power and the corresponding
security concerns [B]. Therefore, many loT-related tasks had been introduced to machine learning
and deep learning techniques, and the preliminary results are promising. For instance, to enhance
the power supply of smart grids, Li et al. built an IoT-based deep learning system that automatically
extracts features from captured data and eventually provides accurate estimates of future load values
[23]. Deep learning would be crucial to the development of IoT services in the future due to its high
efficiency in analyzing complex data with edge computing as mentioned in the earlier section, and
Alsheikh et al. suggest a framework that blends deep learning methods with Apache Spark. The
inference phase was carried out on a mobile device, while Apache Spark was set up on a cloud
server to enable data training. It is possible to offload processing activities from the cloud using this
two-tiered system, similar to edge computing [&].

Besides, due to its heterogeneous, dynamic, and distributed nature, the IoT also faces several security
issues. As a result, the security risk of IoT systems is higher than that of other computing systems.
Traditional security measures, such as encryption, authentication, and access control, are insufficient
to protect IoT systems from a variety of threats and attacks. Additionally, IoT solutions produce a
ton of useful data, serious privacy violations could happen if this data is not sent and evaluated in
a secure manner [B]. In order to improve network performance and safeguard user privacy when
uploading data, Li et al. introduced deep learning for IoT into the edge computing environment.
They also proposed algorithms to maximize the number of tasks in the edge computing environment
by taking into account the constrained service capacity of edge nodes [21]. Admittedly, smart cities
are composed of and built by various IoT devices, and the deployment of technologies, deep learning
and edge computing, can effectively help solve such problems and improve performance.

Application in Smart City

4 Healthcare and Well-being

Health and well-being are important aspects of smart city development, as smart cities aim to im-
prove citizens’ quality of life and health outcomes through the use of digital technology, data analyt-
ics and innovative solutions. Benefits include enhanced computational efficiency of medical sensors
for better body monitoring, optimal allocation of transmitted data volumes and computational re-
sources, and security of patient data. This section focuses on applications in this area.

At the initial stage, Chen et al. [T2] and O’Shea et al. [29] emphasised the importance of machine
learning and deep learning for disease prediction and accurate analysis of medical data for patient
care and community services. Recognising that this can help in disease prediction even in the pres-
ence of incomplete data, they proposed latent factor models to fill the gaps left by the data, as well as
CNN disease risk prediction models based on structured and unstructured real-world hospital data.
Deep learning can characterise images to compensate for the lack of machine learning algorithms
in this area and the occasional inaccuracy of mathematical models on real images. Also In terms of



Data
K Training Data

Test Data

Classifier C (machine learning)

N\ Predicted
Sensor|(
\_ // value

Figure 1: General application process

energy saving, Bassoli et al. [[] also proposed an intelligent plug-and-play system based on Wi-Fi
connectivity that is suitable for body monitoring, which reduces the cost and difficulty of implemen-
tation by using an Internet connection based on a standard modem router and introduces a dedicated
operating cycle that can save up to 91% of energy.

Regarding sensor-based applications. The general process of the machine learning algorithm im-
plementation is shown in Figure [, after the data is trained in the classifier, the trained classifier
would assist the sensor in making appropriate judgments about the patient. Vippalapalli and Anan-
thula developed and implemented a prototype for a low-cost patient monitoring system based on a
Body Sensor Network (BSN), which uses lightweight wearable sensors and sensor nodes to collect
and analyse patient health data in real-time. These devices are designed to collect and share data,
facilitating data storage and analysis while increasing productivity, meanwhile, they introduced a
wearable device based on the Arduino Fio body sensor network platform for patient data collection,
integrated with LabVIEW software to enable remote monitoring capabilities [A0].

Nweke et al. [28] successfully analysed human physical activity and heart patterns using recursive
neural algorithms, convolutional neural algorithm analysis, and data-intensive analysis, enabling
sensitive body monitoring, but with problems related to high computational energy consumption
and high error rates. To address this issue more effectively, condition-based monitoring has been
implemented in multi-channel body monitoring systems [B]. This method would track a variety of
body signals to detect abnormal activity in organs and other regions of the body at an early stage.

However, in some circumstances, network congestion between devices can lead to problems with the
input and output of healthcare data and extra computation. Systems with IoT sensors provide health-
care data with much shorter response times and processing intervals to address network congestion
and other issues due to potential interruptions or discontinuities in data transmission from remote
physical monitoring systems [35]. Medical data privacy can also be compromised by interruptions
in remote data processing intervals and potentially discontinuous data transmission. These led the
researchers involved to introduce edge computing and in the early stages of applying this technology,
Kumar et al. [I9] suggested using an IoT protocol such as MQTT, deployed on medical endpoint
IoT devices, to collect data from the cloud and perform offload operations (i.e. there is an MQTT
client on the IoT device and an MQTT server on the edge device that can request other network ser-
vices from the cloud) while considering multiple IoT edge servers, their interactions, and endpoint
devices, which would be helpful to address the network latency caused by cloud computing.

With the development of methodology, Aazam et al. [I] provided various forms of intelligent and
opportunistic healthcare by leveraging machine learning-based approaches to edge computing, ap-
plying K-nearest neighbour, simple Bayesian and support vector classification algorithms to real-
world data tracking in healthcare and security scenarios, analysing indoor and live scenes, and im-
plementing machine learning-based task offloading for edge computing, as a result, this technique
improved efficiency and reduces the required computational resources. Besides, Manogaran et al.
[?5] designed and implemented wearable smart log patches with IoT sensors and deployed them in
a multi-channel body monitoring system. The system uses multimedia technology, edge computing,
agile learning, IoT sensors and real-time body data analysis. It also combines these technologies
with Bayesian networks to track users’ physical activity in real-time and process wearable IoT data.
Tests show that edge computing with EC Bayesian Neural Networks (EC-BNN) can infer and iden-
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tify collected human body data and classify health and physical activity data in a highly predictive
manner. Therefore, it could be applied to real medical analysis scenarios, with promising potential
for improvement. These applications were also very helpful during the COVID-19 period, Lydia et
al. [20] implemented a federated deep learning-based FDL-COVID detection model running on an
IoT edge computing platform. The SqueezeNet model is used to create DL models from patient data
captured by IoT devices, and servers use encrypted variables obtained from IoT devices to create the
final global cloud model. And, Kong et al. [['/] proposed an edge computing-based mask (ECMask)
identification framework to support public health prevention and ensured the real-time functionality
of low-power camera devices.

Rajavel et al. [B1]] proposed a cloud-based intelligent medical object tracking and behaviour recogni-
tion system (COTBIS) with a framework that combines moving object combination using improved
background subtraction and deep CNN algorithms, abnormal fall activity monitoring detection and
classification using hierarchical voting, and edge computing capabilities at the gateway level. This
minimized network traffic and response times while increasing the accuracy of fall behaviour pre-
diction. In terms of security, Li et al. [22] proposed a software-defined network (SDN) security
framework for edge computing in healthcare systems. Patient data would be sent to the edge server
for storage, processing and analysis after IoT devices are authenticated by it using a lightweight
authentication scheme. SDN-based edge computing can then perform better load balancing, net-
work optimisation and efficient resource utilisation through optimised network configuration. The
framework of SDN-based Edge Computing is shown in Figure D.

S Intelligent Transportation System

5.1 Route Planning Algorithms

Route planning is important in the context of intelligent transportation systems. The demand for
effective, affordable, and ecological transportation options is greater than ever as urban populations
rise and automobile use rises. Choosing the most effective route for a trip is a process known as
route optimization, and it is without a doubt the hottest topic in modern intelligent transportation.
Along with convenience, it has an impact on a number of social factors, such as lowering fuel usage,
lowering carbon emissions, and enhancing overall transportation effectiveness. Delivery firms can
guarantee timely and economical deliveries with the aid of smart route optimization, emergency
services can reach their locations more quickly, and commuters may cut down on travel time and
enhance their travel experience.

In terms of algorithms, we can use this model to think about urban traffic network: the overall urban
traffic network consists of countless nodes and edges, where intersections are equivalent to nodes
and the roads connected between intersections form edges. Traditional graph algorithms such as
Dijkstra’s algorithm can calculate the shortest path based on the weight of each edge [34], however,
the real-world traffic network is not static, such as there are special circumstances such as road
construction and destruction, traffic control, etc. In addition, there are other factors such as user
preferences, for example, some users tend to spend more time to go farther to bypass the weak



safety control in the city, and there are other factors such as traffic costs, etc. The application of
traditional algorithms in multi-factor dynamic traffic networks is extremely limited.

Traffic forecasting has frequently employed supervised learning. For example, regression models
have been used to forecast journey times, and classification models can be used to foretell whether
a route would be congested or free-flowing. Pfeiffer, Mark, et al. [B0] proposed supervised learn-
ing approach uses CNN to analyze and process the laser information collected by sensor devices,
and uses the classical A* algorithm as the training marker information. Nevertheless, despite Su-
pervised Learning’s success in these fields, it still faces substantial obstacles in its application to
dynamic route optimization. For example, the approach mentioned above relies strongly on the tag-
ging algorithm. In essence, Supervised Learning mainly relies on fixed labels and past data to train
the model. This is a drawback in dynamic traffic settings when conditions are ever-changing and
past patterns might not be a reliable indicator of present ones. Furthermore, Supervised Learning is
unable to draw lessons from novel circumstances that did not exist in the training data.

This is where Reinforcement Learning (RL) comes in. RL is a subset of Machine Learning that en-
ables learning from the results of decisions rather than relying exclusively on past data [B7]. Route
planning is a standard MDP(markov decision processes) problem [3Y] in the context of reinforce-
ment learning scenarios, using value iteration methods [BS] to derive mapping information between
all location states and specific action decisions. In this way, the next movement path can be quickly
determined regardless of the current location in the traffic network. An RL agent can continually
interact with the dynamic traffic environment, make decisions, and learn from the rewards or pun-
ishments it receives in the context of route optimization. The use of RL for route optimization offers
a possible countermeasure to the drawbacks of supervised learning. RL can adapt to new circum-
stances that weren’t present in the training data, unlike supervised learning. This is particularly
useful in situations with dynamic traffic, when unforeseen occurrences like accidents, construction
zones, or abrupt changes in the weather are possible. Although RL offers these important benefits, it
is not without difficulties. In order to learn properly, RL often necessitates several interactions with
the environment, which can be time-consuming and computationally costly.

5.2 System Architecture

Intelligent Transportation Systems (ITS)’s (ML) and Deep Learning (DL) models must be deployed
and used in a way that is compatible with the underlying software architecture for them to be ef-
fective. Frameworks for data processing and storage that are reliable and scalable are required due
to the complexity and volume of data’s growth. Distributed computing platforms like Hadoop’s
Hadoop Distributed File System (HDFS) and Apache Spark stand out as crucial technologies in this
setting.

Massive volumes of data collected from numerous sources, including sensors, GPS systems, traffic
cameras, and linked vehicles, are stored using HDFS, which is essential to ITS. Due to HDFS’s
distributed architecture, it can store and retrieve huge data sets over numerous nodes while yet
maintaining data availability and fault tolerance. This is especially important in ITS, where data
loss can result in serious operational inefficiencies [9]. Apache Spark, on the other hand, provides an
efficient distributed processing solution for data analysis and ML/DL model training on large-scale
data stored in HDFS. In the context of ITS, Spark can help to speed up activities like traffic pattern
analysis, congestion prediction, and route optimization by allowing for fast, distributed processing
of big datasets and efficient training and deployment of ML/DL models. Spark’s MLIib, for example,
may be used to train a deep learning model on a huge corpus of traffic data stored in HDFS, allowing
the system to forecast future traffic conditions and optimize traffic flow [43]. Furthermore, for real-
time traffic management, these tools can be integrated with real-time data processing frameworks
such as Apache Kafka and Apache Flink. Kafka can receive real-time data from various traffic
sensors and devices, which Flink can then use for real-time analytics and ML/DL model inference.
For example, on Flink, a machine learning model can be implemented to analyze real-time data from
Kafka, detecting possible issues or congestions and delivering rapid input to the traffic management
system [[[R].

To summarize, the utilization of distributed storage and processing technologies such as HDFS and
Spark, as well as real-time data processing systems like as Kafka and Flink, enables ITS to manage
massive volumes of data and deploy ML/DL models for both historical data analysis and real-time



decision-making. This combination of big data technology and machine learning/deep learning
models provides the door for more intelligent, efficient, and responsive transportation systems.

6 Urban Planning and Resource Optimization

6.1 Land Use Planning

Land use planning is an important urban planning activity that aims to rationalize different uses of
land for sustainable urban development and optimal spatial utilization. Through land use planning,
urban planners and policy makers can determine the best use of land, including residential, com-
mercial, industrial, agricultural, and nature conservation areas, to meet people’s needs for housing,
employment, transportation, and greenery.

Land use planning takes into account several factors, including population growth trends, economic
development needs, environmental protection, and social equity. By analyzing and evaluating the
city’s existing land resources, land use, citizens’ needs and future development trends, appropriate
planning strategies and goals are formulated to guide the development and use of land.

Advanced technologies such as machine learning and deep learning are increasingly being applied
in the land use planning process. These technologies are able to process and analyze large amounts
of geographic data, remotely sensed imagery, and spatial information to provide more accurate land
use classification and change simulation predictions. Machine learning algorithms such as support
vector machines and random forests are able to classify and predict based on known land use sam-
ples, helping planners understand the characteristics and trends of different land types. In contrast,
deep learning methods such as convolutional neural networks are able to learn and extract complex
features of land use from large-scale data, providing more comprehensive information for planning
decisions.

Support Vector Machine (SVM) is a machine learning algorithm widely used for land use classifica-
tion. It is designed to handle high-dimensional data and nonlinear relationships to classify different
classes of land use by constructing a separating hyperplane in the feature space.

The basic idea of SVM is to find an optimal hyperplane that correctly separates the different classes
of land use samples. The selection of the hyperplane is based on the attributes of the training samples
and their distribution in the feature space. Specifically, SVM determines the optimal hyperplane by
maximizing the spacing between the data points and the decision boundary, which is called the
maximum spacing method[I{].

In conclusion, the support vector machine is a powerful machine learning algorithm that plays an
important role in land use planning. It can effectively handle high-dimensional data and nonlinear
relationships, and improve the accuracy of classification by controlling the overfitting problem. By
applying SVM, land use identification, classification and prediction can be achieved, providing an
effective tool and method for land use planning.

The performance of the Random Forest (RF) algorithm was evaluated in a study on land use classifi-
cation in the province of Granada, Southern Spain, using multitemporal Landsat-5 thematic mapper
data (Rodriguez-Galiano et al,2012) . The study compared the performance of RF with conven-
tional classification trees (CT) and concluded that RF provided more significant differentiation of
land cover categories.

Another study adopted a hybrid approach for land use classification, combining the object-oriented
method with deep Convolutional Neural Network (CNN) known as COCNN. The object-oriented
method was utilized to construct a multiscale sample set, providing high precision training data.
Remote sensing images covering an area around Fuxian Lake were used to classify ten land use

types.

In the modified approach, convolution kernels, which directly extract low-level features from the
original image, were considered the most sensitive element of the CNN. The results of the hybrid
approach were compared with those obtained from a standalone CNN, and it was observed that
the modified approach yielded improved results. The paper concluded that the choice of kernel
size played a crucial role in the outcome, and a kernel size of 3x3 was used for the object-oriented
training sets[T0].



Deep learning methods, such as Convolutional Neural Network (CNN) and Artificial Neural Net-
work (ANN), also have important applications in land use planning. Deep learning methods per-
form feature learning and representation learning through a multilayer neural network structure, and
are capable of handling large-scale geographic and image data. For example, in land use classifica-
tion tasks, CNNs can extract spatial and texture features from satellite images to achieve accurate
classification of different land use types.

Water resource management is a notoriously difficult problem, mainly because of the uncertainty
regarding inflows to the system, thereby making inevitable the probabilistic approach, which accord-
ingly sets a framework of policy decisions related to the acceptable risk of failure[33].

6.2 Water Resources Management

Machine learning can be used for prediction and optimization of water resources systems. By ana-
lyzing and learning from historical data, machine learning models can predict trends and probability
distributions of future hydrologic variables (e.g., rainfall, water levels, runoff, etc.). This provides
important information for water resources planning and decision making. In addition, machine
learning can help determine the best water resource allocation and utilization options through opti-
mization algorithms to improve water resource utilization efficiency and system performance[I4].

Plus, these techniques can be applied to decision support systems in water resources management.
By building sophisticated machine learning models and algorithms, water resources systems can be
simulated and optimized to support decision makers in making informed decisions. These decisions
may involve reservoir scheduling, water allocation, irrigation management, etc. Machine learning
models can consider multiple factors and constraints to provide feasible solutions and decision rec-
ommendations.

In addition, for anomaly detection, and troubleshooting in water resources management. By monitor-
ing the operational data of water resources systems, machine learning models can identify abnormal
events and faults and provide real-time alerts and recommendations. This helps to take timely action
to respond to problems and ensure the stable operation of water resources systems.

However, there are some challenges because of the edge computing combining with the machine
learning and deep learning.

1.Data quality and availability: there are often problems with missing, incomplete or inaccurate
data. This can affect the accuracy and reliability of machine learning and deep learning algorithms.
Ensuring the quality and availability of data is therefore an important challenge.

2.Data privacy and security: Smart cities involve a large amount of data collection and sharing.
These data often contain personal privacy and sensitive information. Therefore, ensuring data pri-
vacy and security when processing such data using machine learning and deep learning algorithms is
an important challenge. Appropriate data protection and security measures must be taken to prevent
data leakage and misuse.

3.Algorithmic and computational resource limitations: Therefore, computational resource limita-
tions need to be addressed when applying these algorithms in smart cities. It may be necessary
to optimize the algorithms, use distributed computing, or select appropriate hardware to overcome
these limitations.

4 Interpretability and transparency: Machine learning and deep learning algorithms are often pre-
sented in a black box format, making it difficult to explain their decision processes. Transparency
and interpretability are crucial so that decision makers can understand the basis of the algorithms’ de-
cisions. Therefore, improving the interpretability of machine learning and deep learning algorithms
is a challenge[TT].

7 Discussion

Edge computing allows data to be processed closer to its source, reducing latency and bandwidth
consumption, while leveraging machine learning and deep learning to solve as many challenges as
possible in Smart City applications. Specifically, the heterogeneity of edge devices, data security
and privacy, the scalability and reliability of edge networks, and the complexity and efficiency of



machine learning and deep learning models are some of the challenges and limitations that need to
be further overcome [8], and while these issues have been addressed upfront to the extent possible,
there is still room for improvement, some efforts made are shown below.

- Develop distributed, adaptive machine learning and deep learning algorithms that can operate on a
variety of heterogeneous edge devices with limited hardware and software. Luo et al. [?4] proposed
the ProbComp-LPAC algorithm to implement probabilistic compression and adaptive compression
of layer parameters to reduce communication costs and increase the training efficiency of distributed
deep learning. The algorithm uses probabilistic equations to select gradients. It uses different com-
pression rates in different layers of the deep neural network, resulting in state-of-the-art performance
compared to other approaches in the same time frame.

- Implement security and privacy mechanisms to protect against unauthorised access and manipu-
lation of data and models at the edge. The Multi-Access Edge Computing (MEC) paradigm was
previously introduced by the European Telecommunications Standards Institute to enable efficient
and fast data processing in mobile networks. Ranaweera [37] examined the security and privacy
vulnerabilities of MEC systems and the threats they pose. They also identified and investigated the
threat vectors, proposed potential security solutions and focused on the privacy concerns of MEC
systems.

- Improve resource allocation, fault tolerance, load balancing and network slicing capabilities of edge
networks to improve their scalability and reliability. And use methods such as model compression,
pruning, quantization and refinement to optimize the complexity and effectiveness of machine learn-
ing and deep learning models. There are already some applications using federated learning, which
improves the security of IoT applications at the edge, but how to deal with the communication load
it imposes is an issue that needs to be further explored in the future [[].

Also, we found there were some research and work based on fog computing [27]. Fog computing
works by inserting a processing layer between the edge device and the cloud, filtering out unnec-
essary data and sending only relevant data to the cloud for further processing or storage. It can
offer advantages over edge computing in terms of scalability, security and reliability, and can handle
large amounts of data from multiple sources, providing backup and recovery options in the event of
network failure [[3]. However, edge computing offers lower latency and lower network bandwidth
consumption by bringing computing closer to the data source. Overall, the decision between fog
and edge computing is influenced by a number of variables, including the depth of the deep learning
model, the volume of data to be processed, the computing capabilities of the device, and the required
response time.

8 Conclusions

We delved into the nuanced applications of machine learning and deep learning within the ambit of
smart cities. We particularly emphasized their interplay with the Internet of Things (IoT) and edge
computing. This investigation allowed us to appreciate how these advanced technologies drive the
smart city revolution, enabling us to address pressing urban challenges with data-driven insights and
automated solutions.

Machine learning and deep learning, we discovered, serve as potent solutions to numerous urban
dilemmas, including traffic congestion, energy efficiency, and waste management. When coupled
with IoT and edge computing, they form a formidable alliance that powers innovative solutions,
elevating urban efficiency, sustainability, and the overall quality of life. We further expanded on
real-world implementations of these technologies, providing tangible examples such as health care
and well-being, intelligent transportation systems and efficient resource management.

Our literature review highlights the critical significance of machine learning and deep learning in
shaping smart city architecture. These aren’t just tools; they’re the engines that are transforming
cities into technologically advanced, data-driven, and responsive ecosystems. As we continue to
harness and enhance these technologies, the future of smart cities holds limitless possibilities. An-
ticipating these future advancements excites us and motivates us to continue exploring, trying, and
developing.
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What are the emerging technologies being adopted in
cloud computing to address the privacy and data
protection requirements for the GDPR-specific
challenges?

Group 21

Abstract

This literature research explores the challenges of GDPR compliance in cloud
computing and investigates technologies and techniques to address them. It focuses
on data retention, data portability, and visibility of metadata and data minimiza-
tion. This research discusses approaches such as data classification, encryption,
interoperability standards, and data anonymization. It highlights the importance of
GDPR compliance for cloud service providers and offers insights into existing and
emerging solutions. Overall, it provides valuable guidance for organizations aiming
to protect personal data in the cloud while adhering to GDPR requirements.

1 Introduction

In recent decades, cloud services are getting popular deployment in various business sectors which
also led to data leaks and privacy issues. The previous research of Arcserve [3] stated that there are
seven infamous cloud security breaches. To name a few, 530 million Facebook users’ personal data
were breached around August 2019, in November of 2019 1.1 billion user data from Alibaba were
illegally scraped, and in 2021 LinkedIn also fell victim to the data breach. As the cases show, this
issue is not only bounded to small firms but also to large tech companies.

GDPR compliance data protection in the cloud is an extensive research field with various protection
layers to be considered, Takabi et al. [20]. As a result, it is difficult to derive a single solution that
fulfills all the requirements of the GDPR. In a previous study, regarding the GDPR impact on cloud
computing, conducted by Tolsma [21]], nine main GDPR-specific challenges were proposed. The
first challenge is implementing retention effectively in the cloud which comprises identifying and
managing multi-jurisdictional retention requirements, securing backup, and managing data deletion.
Second, data portability for the controller denotes the technical ability to ensure the data subject
rights. Third, the visibility and minimization of metadata illustrate control on intended use/access and
level of protection on the metadata. The remaining six challenges are, namely, response to the breach,
strategy to process personal data outside of the European Economic Area, risk management of the
cloud provider, monitoring architecture of the cloud provider’s system to be alerted of changes and
updates of the system, assessment of IT security requirements, and control over the data ownership.

In this paper review, we will concentrate on how existing or emerging technologies and data
protection techniques can adhere to the three GDPR-specific challenges: implementing retention
effectively in the cloud, data portability for the controller, and visibility regarding metadata and data
minimization. Section 2 will be dedicated to the inspection of prior research that introduced possible
techniques that deal with the proposed three challenges and the weaknesses of the proposed solution.
We will explore solutions to the challenges starting from retention implementation in the cloud
followed by data portability, and visibility and minimization of metadata. In Section 3, a general
conclusion of our review will be provided with future research directions in terms of GDPR-specific
data protection in the cloud.
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2 Three GDPR-specific challenges

In this section, we will delve into how existing data protection technologies can solve or comply with
the three GDPR-specific challenges in cloud computing: implementing retention effectively in the
cloud, data portability for the controller, and visibility regarding metadata and Data Minimization.
Furthermore, we will highlight the strengths and weaknesses of these underlying protection solutions.

2.1 Implementing retention effectively in the cloud

Under the GDPR, personal data should not be stored for longer than necessary for the intended
purpose, stated by Politou et al. [16]]. This requires implementing retention periods and effectively
deleting data when those retention periods expire, according to Rhahla et al. [[18]]. However, managing
retention and the deletion of data becomes challenging due to data being stored across multiple
locations and jurisdictions by cloud service providers. Additionally, deleting data completely involves
considering backups, which makes the process even more complex. Therefore, it is crucial to have a
clear understanding of how cloud service providers secure backups and manage data retention. To
ensure compliance with GDPR privacy and data protection requirements, emerging technologies and
practices in cloud computing are being adopted to address the challenge of effective data retention in
the cloud. These approaches aim to manage retention periods, facilitate data deletion, and handle
multi-jurisdictional retention requirements.

Approaches for retention challenges

Data Classification and Tagging: Cloud service providers use data classification and tagging to
organize and label data based on its sensitivity, purpose, and retention requirements which helps
organizations manage and track data in the cloud as stated by, Politou et al. [15]. Abiteboul and
Stoyanovich [[1], argue that by categorizing data and assigning specific tags (tagging), organizations
can improve their management regarding retaining and deleting data, ensuring compliance with the
regulations of GDPR.

Wang and Shah [23], shows that a specific technology in the field of classification and data tagging
for data retention is the use of metadata-based tagging systems. These systems use metadata, such as
data attributes, labels, or keywords, to categorize and tag data based on its sensitivity, purpose, and
retention requirements. According to Politou et al. [15]], by implementing metadata-driven tagging
mechanisms, organizations can manage and track data, and therefore be able to ensure compliance
with GDPR’s privacy and data protection requirements.

Encryption and Tokenization: Cloud providers are using encryption and tokenization techniques
to improve data security and privacy. These technologies can help protect data while being stored and
transferred, ensuring that even if data is retained for longer periods, it remains secure and unreadable
by unauthorized parties, as stated by Rhahla et al. [[18]]

An emerging technology in the field of encryption and tokenization is Differential Privacy. Differential
Privacy is a technique that adds random or noisy data to datasets to protect the privacy of individuals,
according to Holzel [9]]. It helps ensure that personal information stays private while still allowing for
insights to be drawn from the combined data. Because of the randomness, it becomes more difficult
to identify specific individuals within the dataset, thus ensuring their privacy, as shown by Holzel
[9]. Differential Privacy is gaining attention and being explored as a promising approach to address
privacy concerns and comply with GDPR’s privacy and data protection requirements.

Data Lifecycle Management: Cloud platforms include Data Lifecycle Management (DLM) features
for better data control. This includes automated data expiration, options for long-term storage, and
policy-driven data deletion. These capabilities help organizations in complying with retention periods
and effectively manage data, even across multiple jurisdictions, as proposed by Rahul and Banyal
[17].



DLM plays a necessary role in the compliance of GDPR requirements regarding data retention.
According to Rahul and Banyal [17] it enables organizations to set up and enforce retention periods for
personal data, ensuring that data is not stored longer than necessary. By implementing DLM features,
organizations can manage data throughout its lifecycle, which includes correct archival and deletion
when retention periods expire. This helps organizations meet GDPR’s data retention obligations,
protect individuals’ privacy rights, and demonstrate compliance with regulatory requirements.

Geographically Distributed Data Storage: Cloud service providers (CSP) are offering options
for geographically distributed data storage. According to Zhou et al. [27]], CSPs allow organizations
to choose data centers located in specific regions where their data will be stored. This ensures that
data is kept within the desired jurisdiction and complies with local data protection laws. Based on
Vogt et al. [22], cloud providers have multiple data centers within a region, known as availability
zones. Organizations can select specific availability zones to store their data and ensure services
and data remain accessible even if one zone experiences issues. It improves reliability and provides
compliance with multi-jurisdictional retention requirements. As mentioned in Abualkishik et al.
[2]], cloud providers offer replication services that automatically duplicate data across different
regions. This helps organizations meet compliance requirements by ensuring data is stored in multiple
locations and facilitating disaster recovery. Cloud providers offer data sovereignty options that
allow organizations to store data exclusively within a specific country or region. This helps ensure
compliance with local data protection and privacy laws, as mentioned in Kushwaha et al. [11].

Transparent Data Deletion Processes: Based on Abiteboul and Stoyanovich [1]], cloud providers
are creating clear and open procedures for deleting data, giving organizations and individuals a better
understanding of how data is removed and how backups are managed. This involves establishing
guidelines for data deletion, keeping track of actions taken in this process through audit trails, and
offering tools or interfaces that allow users to request data deletion.

To ensure accountability, transparency, and the ability to track and verify data processing. ledgers,
distributed ledger technology, can be used and refers to a transparent and unchangeable record that
documents all data transactions and activities related to data processing, as mentioned in Bonatti et al.
[S] and Kuperberg [10]. As stated by Bonatti et al. [3]], it serves as a broad log of who shared data,
with whom, and for what purpose. The ledger captures important information such as data collection,
storage, processing, transmission, and any other relevant operations. It enables individuals, to have
insights into how their data is being handled and allows companies to be and show their compliance
with GDPR regulations, according to Kuperberg [10].

2.2 Data portability for the controller

Several cutting-edge techniques and technologies have been used to fulfill the General Data Protection
Regulation’s (GDPR) requirement for data portability in the context of cloud computing. With these
developments, personal data can be seamlessly transferred between different cloud service providers
or controllers while maintaining privacy and data protection. Here are a few crucial strategies being
used:

Interoperability Standards: Data portability is made easier by the creation and application of
interoperability standards, which make it possible for data to be seamlessly transferred between
various cloud platforms. In order to extract and transport personal data in a consistent manner,
controllers might use these standards, which define common data formats, protocols, and interfaces.
For example XML and JSON formats. XML (Extensible Markup Language) and JSON (JavaScript
Object Notation) are widely used formats for structured data. They provide a common syntax and
structure that can be understood by different systems and programming languages. XML has been a
longstanding standard, while JSON has gained popularity due to its simplicity and compatibility with
JavaScript-based applications according to De Hert et al. [7]]. A weakness of this technique is that
not all systems or platforms may fully adhere to the same interoperability standards. So in essence
this method can only work perfectly if all data controllers are on the same page when it comes to
interoperability standards. A slight variation in the interpretation of standards could hinder seamless
integration and data exchange between different systems.

Application Programming Interfaces(APIs): More and more cloud service providers are providing
APIs that let controllers access and retrieve personal data from their platforms using programming.
These APIs offer a safe and consistent mechanism to retrieve data, enabling controllers to quickly



satisfy data portability needs according to Petcu [14]. An example of such a technology is the
RESTful API. RESTful APIs provide a standardized and lightweight approach to building APIs
that can be easily consumed by different systems and programming languages. They typically use
common HTTP methods (such as GET, POST, PUT, and DELETE) for data retrieval, creation,
updating, and deletion. A flaw of this approach is that APIs may change over time, introducing
compatibility issues or requiring periodic modifications. Developers need to stay up-to-date with API
changes and plan for potential disruptions during upgrades or API deprecations. Developers need to
also be aware of unauthorized access, injection attacks, or exposure of sensitive data that can occur if
API security measures are not implemented effectively.

Containerization and Virtualization: Applications and their dependencies can be encapsulated
using virtualization techniques and containerization technologies like Docker and Kubernetes, making
them portable across various cloud environments by Pahl [13]]. These technologies enable controllers
to bundle their applications and related data, facilitating data portability and facilitating easier
migration between cloud providers. A downside of this technology is the performance overhead that
can occur from the additional layers of abstraction that containerization and virtualization introduce.
Running applications directly on bare-metal infrastructure can be more efficient.
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Figure 1: Containerization using Docker and Kubernetes.

Data Minimization and Anonymization: Cloud service providers are implementing techniques like
data minimization and anonymization in order to reduce the hazards connected with data portability.
Data minimization entails storing or processing less personal data and decreasing the amount of data
that must be transferred. Anonymization techniques reduce privacy risks throughout the portability
process by converting personal data into a format that prevents individual identification.

Secure Data Transfer Mechanisms: Strong authentication systems, reliable encryption techniques,
and secure data transfer channels are essential elements for assuring the secure transfer of personal
data during the portability process. multiple encryption techniques and secure communication
protocols, such as Transport Layer Security (TLS), are used by cloud service providers to protect
data when it is being transferred between multiple cloud environments.

These technologies not only fulfill the GDPR requirements but also mitigate the risk of vendor lock-in.
Vendor lock-in is when customers are so dependent on a cloud service provider that migrating to
other cloud providers becomes almost impossible as stated by Armbrust et al. [4]]. The obstacles that
customers face are often significant expenses, restrictions from the law, or technical incompatibility.
The findings of Opara-Martins et al. [12] highlight the significance of interoperability, portability,
and adherence to standards in the realm of cloud computing.



GDPR PERSONAL DATA

The EU's General Data Protection Regulation defines personal data as any information
related to a person that can be used to directly or indirectly identify them, including:
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Figure 2: Personal Data defined by the GDPR.

2.3 Visibility regarding metadata and data minimization

According to Tolsma [21]], the challenge of visibility and minimization of metadata encapsulate
intended use and access rights, and the protection level afforded to metadata. In a nutshell, this boils
down to data protection of metadata itself and access control as the mean of data protection. We
have evaluated the data protection technologies with the CIA triad which stands for confidentiality
(disclosure and restricted access to data), integrity (protecting data from improper alternation and
destruction), and availability (ensuring reliable timely access and use of data) to check the compliance
of the GDPR specific challenge, minimization and visibility of the data.

Data protection in terms of metadata

In general, Hassan et al. [8] stated that data privacy techniques can be divided into two main categories
of non-cryptographic and cryptographic approaches. See Figure [3]for the diagram of an overview of
data protection techniques.

The non-cryptographic techniques can be subdivided into variants of data anonymization, data
splitting, and steganography. To begin with, data anonymization hides privacy information such as
identifiers or attributes in the data by removing, covering, or adding noise to the data. Zhang et al.
[26] introduced a historical probability-based noise generation strategy that injects noise to modify
records based on the historical probability of noise requests. Although this idea significantly increased
the availability compared to the traditional anonymization techniques by decreasing communication
overhead and increasing the ease of computation, it is still vulnerable to unauthorized access to the
data.

Second, data splitting divides sensitive data into different segments and randomly stores each fragment
on different clouds. Therefore, even if a malicious user gets hold of a fragment of the data the whole
data cannot be fully interpreted. Nonetheless, as a portion of the data can still be retrieved the privacy
protection level is low.



Lastly, steganography is the practice to hide data within another message or object. Despite this
practice creating low computation and offering a moderate level of protection, the data is not retainable
compared to other techniques.

In contrast, cryptographic approaches are branched into diverse encryption methods. First, Yang
et al. [25]], Hassan et al. [8]], Sun [[19]] advocated that in attribute-based encryption, the central main
authority distributes generated private key to registered users and this key can be used to encrypt the
data. This hinders unauthorized users, who do not have a matching set of ciphered attributes, from
accessing the data and is effective when the registered number of users is very large. The drawback
of this encryption is that it causes difficulty in updating the encryption file in the cloud.

An alternative encryption mechanism is searchable key encryption as discussed in Yang et al. [25]],
Hassan et al. [8], Sun [19]. In this encryption, the data is first encrypted locally before being uploaded
to the cloud database and grants authorized users to perform query searches on encrypted data in the
cloud database. In this way, users can avoid having to download and decrypt the data locally while
providing a high level of protection.

The most dominant and promising approach was homomorphic encryption. In the studies, Takabi et al.
[20], Yang et al. [25]], Hassan et al. [8]], homomorphic encryption displayed superiority in terms of
protection and update issues that arose with attribute-based encryption. In homomorphic encryption,
the data owner can encrypt the data by the homomorphic encryption algorithm and directly send the
respective data to the cloud as it permits users to perform computations on encrypted data without
decryption.

All in all, the proposed techniques in this subsection do indeed comply with the CIA with some
shortcomings based on the property of the implementation. In short, non-cryptographic approaches
depicted a lower level of security and data accuracy retainment due to the characteristic of modifying
the metadata but provides lower overhead in computation compared to cryptographic methods.
Conversely, cryptographic methods tend to create large overhead in computation and lead to lower
availability but are suitable for a high level of protection while maintaining the data as it is.
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Figure 3: Overview of data protection techniques.

Data protection in terms of access control

Yang et al. [24] proposed a new blockchain-based access control framework in the cloud called
AuthPrivacyChain. The main idea is to replace the traditional database-based access control with
an immutable database, blockchain. This was achieved by first registering the cloud, data user, and
metadata of the published resources and data owner to the blockchain via smart contracts. Next,
whenever a user request for access to a resource the blockchain will intervene, and approval of



access will only be granted based on the permission record stored in the blockchain. See Figure []
for a detailed system model of the framework. Experiments have shown that AuthPrivacyChain is
capable of controlling the confidentiality and integrity of metadata with blockchain’s characteristics of
immutable blocks. In addition, they were able to mimic the throughput of the workloads of traditional
database access control up to 400 smart contract transactions per second. Thus, the recommended
approach can comply with all CIA triads with restrictions on availability. However, the study merely
mentioned the issue in the context of big data in which workload throughput can be larger than
1000 workloads per second, and background on how to handle access updates of the permission in a
blockchain-based access control system.

Davari and Bertino [6] disputed that blockchain-based access control in combination with an extension
of XACML, attribute-based access control policy language, can offer data protection. The general
idea of applying blockchain to permission control on access was similar to that of the previously
discussed AuthPrivacyChain. The difference lies in extending existing XACML to adhere to the
GDPR requirements. To accomplish this, they have included a policy that can describe and manage
attributes of the resources, such as data subjects’ identity, the purpose of data subjects’ intention of
sharing the data, validity time of the data, and resource type. In short, this approach also complies
with CIA triads but has not been proven to be scalable in situations with large users and data.
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Figure 4: Blockchain-based access control architecture.

3 Discussion and Conclusion

To conclude, our review concentrated on how current or developing research in terms of data
protection can address three GDPR-specific challenges: effective implementation of retention in
the cloud, data portability, and visibility & minimization of metadata, proposed by the previous
study, Tolsma [21]]. The outcome depicted that all three challenges can be handled with existing and
emerging practices with some weaknesses.

To address the challenge regarding implementing data retention effectively in the cloud, various
approaches and technologies are being adopted, such as data classification and tagging, encryption and
tokenization, data lifecycle management, geographically distributed data storage, and transparent data
deletion processes. These approaches aim to improve data management, security, and privacy while
meeting GDPR requirements. Implementing effective data retention strategies in the cloud, however,
can be complex and challenging, especially when dealing with multi-jurisdictional requirements and
managing backups. Organizations may require specialized knowledge and resources to navigate and
comply with GDPR’s privacy and data protection requirements.



In relation to the challenge of visibility and minimization of metadata, a number of researchers
asserted visibility and minimization of the metadata itself by applying data anonymization, data
splitting, steganography, and various encryptions. In brief, non-cryptographic practices depicted
higher availability, but lower confidentiality and integrity in the CIA triad while cryptographic
approaches demonstrated completely opposite behavior. This is because cryptographic approaches
conceal the metadata and create more overhead during encryption or computing with the encrypted
data. On the other hand, non-cryptographic techniques do not fully obscure the metadata, hence
leading to different consequences. The remaining studies were concerned with promoting blockchain-
based access control of the data. These approaches have been proven to be effective in terms of
restricting unauthorized access to the data. However, the experiments were solely concentrated on
data protection, and neither a proof of scalability in the context of big data nor a description of how
to deal with the access permission update of this immutable access control system was provided.

Various strategies and technologies are being used to solve the problem of data portability for the
controller. The objective of implementing these methods is to enrich the data portability experience
for the customers and for the cloud providers (data controllers) themselves. Interoperability standards
have a weakness and that is that a great number of participants is needed for it to work properly, but
once it is widely used it can offer seamless data transfer. The use of APIs means that developers
need to stay up to date with all the changes that can take place with an API, but it can provide a
standardized way of communicating with the data controllers thus resulting in a more efficient data
portability process. Containerization and virtualization can have extra performance overhead however
encapsulating applications and their dependencies comes with benefits such as the consistent way of
migrating from one cloud environment to another cloud environment.

On the basis of this literature review, further researches need to be conducted as there is no one-size-
fits-all approach to solve the proposed challenges. Moreover, exploration is needed to come up with
a uniform metric to evaluate all GDPR compliance in cloud computing. Another possible future
research could be to evaluate the existing data protection technologies on, the upcoming, Al Act.
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Abstract

This literature survey explores the unique challenges of cloud security and presents
emerging approaches specific to different cloud computing domains. It analyses
the topics of DevSecOps practices, ISO compliance, and dynamic auditing in the
context of cloud computing. The survey examines the challenges and solutions
related to achieving ISO compliance, integrating security into the software de-
velopment lifecycle through DevSecOps, and addressing the unique challenges
involved with cloud security audits and the need for dynamic auditing in cloud
environments. The article concludes by examining AWS GovCloud as a practical
solution developed to assess security audits, security-relevant features, and other
services in detail. Additionally, this survey provides valuable insights into how
cloud security, compliance, and auditing, contribute to enhancing trust and ensuring
the security of cloud services.
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1 Introduction

Cloud computing has revolutionized the way businesses and individuals store, access, and manage
their data and applications. It offers a flexible and scalable solution by leveraging shared resources
and virtualization technology. In this digital era, where data is generated at an unprecedented rate,
cloud computing has become an integral part of our daily lives.

The concept of cloud computing dates back to the 1960s when the idea of resource-sharing and
utility computing emerged. However, until the 2000s cloud computing didn’t gain significant traction
with the advancements in internet technology and virtualization. Tech giants like Amazon, Google,
and Microsoft pioneered cloud services, facilitating infrastructure, platforms, and software over the
Internet. Cloud computing offers a wide range of services that cater to diverse needs and requirements
which includes on-demand access to computing resources, including storage, processing power, and
software, without the need for on-premise physical infrastructure or hardware. This allows small or
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large businesses to easily adjust and scale their resource allocation on a pay-as-you-go basis, ensuring
cost efficiency and flexibility. Here are some examples of cloud computing services:

* Infrastructure as a Service (IaaS): With [aaS, users can access virtualized computing
resources (servers and storage), while the provider manages the underlying infrastructure.
Examples - AWS EC2, Microsoft Azure Virtual Machines, etc.

* Platform as a Service (PaaS): Developers can build, deploy, and manage applications
using the provided platform without worrying about infrastructure. Examples - Google App
Engine, Microsoft Azure App Service, etc.

* Software as a Service (SaaS): Users can access software applications over the internet
without installation or maintenance. Examples - Salesforce and Microsoft Office 365 etc.

» Database as a Service (DBaaS): Users can manage database services without managing
the infrastructure. Examples - Amazon RDS and Google Cloud SQL etc.

* Function as a Service (FaaS): Developers can deploy and run code without managing
servers. Examples - AWS Lambda and Azure Functions etc.

These are just a few examples of the services offered by cloud computing that provide flexibility
for users, enabling them to focus on their core tasks while relying on the cloud for computing
resources. While cloud computing brings numerous advantages, it also presents challenges for users
because of the complex layers embedded in the foundational framework. The top challenges for
organizations moving their IT applications to the cloud services are - Security concerns, data privacy,
and compliance are among others. As data is stored on remote servers and transmitted over the
internet, ensuring the security and availability of sensitive information becomes critical. This paper
explores four key practices of cloud security, outlined as follows: embracing DevSecOps in software
development practices, complying with relevant ISO standards, then understanding the importance of
cloud auditing and the challenges involved, and finally briefly exploring AWS GovCloud which is
a specialized cloud environment specifically designed for handling data of sensitive nature and is
currently offered only in the United States.

2 DevSecOps

SecOps is an abbreviation in the tradition of the similar term DevOps. While SecOps represents "Secu-
rity and Operations", DevOps means "Development and Operations”. There is also a merged version
of these terminologies, DevSecOps, which can be defined together with the other abbreviations:

* DevOps is a set of practices intended to reduce the time between committing a change to a
system and the change being placed into normal production, while ensuring high quality.
(10]

* SecOps is the automation of processes and systems that identify and facilitate the remedia-
tion of security vulnerabilities in operational infrastructure. [[19]

* DevSecOps refers to the integration of security principles and practices in DevOps through
increased communication, collaboration, and integration between the development and
operations teams with the security team. [27]]

The collaboration of these activities is visualized in[Figure T|and shows, that security is an equal
important topic that must not be neglected in today’s software development and operating. To narrow
the scope of this paper we will not discuss SecDev and focus on DevOps, SecOps, and DevSecOps.
There are different combinations of DevSecOps like SecDevOps or DevOpsSec in the academic
literature. Depending on the order, the respective author(s) prioritises the fields. [24]] In the following
the term DevSecOps is treated without any priority amongst the different fields.

At first the initial DevOps lifecycle is shortly described in[subsection 2.1] Then the concepts and ideas
of SecOps are introduced in[subsection 2.2]to build necessary basics for the combination, DevSecOps,
which is discussed in [subsection 2.3|
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Figure 2: Different stages of the DevOps lifecycle [33]]

2.1 DevOps

As defined above, the paradigm of DevOps aims to combine the development with actual deployment.
The mentioned practices include multiple tools that allow developers, operators, project leads, and
other involved specialists to conduct several phases as visualised in [Figure 2

* Blue: project planning on the basis of requirements and implementing the plan (e.g. agile
development)
* Green: building and testing the application (e.g. build pipelines, integration tests)
* Yellow: publishing new versions of the application and bring them into production
* Red: operating and monitoring the application in a live environment with real data
Although the blue phase requires the most manual input, the other phases are configurable in a
way that they are executed in an automated manner. The whole DevOps process is designed to run

continuously to ensure a high quality application running in a stable environment. [12]]
The process as described now is not explicitly taking care of security issues up to now.

2.2 SecOps

As illustrated in [Figure 1| SecOps combines the fields of security and operations. To extend the scope
of SecOps as defined above, there are several activities specifically related to security operations
regarding to Jenkins and Steinke [19]:

* Understanding the security status of the IT operational infrastructure.

* Creating the guardrails of what can be deployed within the infrastructure.



» Aggregating security status of the infrastructure in real-time to enable timely issue resolution.

* Automating and managing all aspect of the infrastructure to enable self-healing.

These activities extend the right side of by introducing new security related aspects to it.
What does that mean for the practical implementation of the infrastructure and the operation of the
application, also on cloud environments?

Jenkins and Steinke name some examples for infrastructural configurations that include network,
endpoint, certificate, and credential management, but also how to run the application (e.g. Kubernetes).
On top of that they suggest automation and integration of the monitoring and incident handling which
should trigger the system’s recovery abilities. [[19]

These are just some examples for better understanding of the abstract concept of SecOps, but the
list of tools and activities for security related topics in the field of operations can be extended much
further. But security also must be taken into account during other phases of the left half of
rather than only development. To bring these concepts together, the term of DevSecOps aroused.

2.3 DevSecOps

DevSecOps is adding CAMS principles (culture, automation, measurement, sharing) to DevOps and
extends even further with a special remark for security. Regarding to Myrbakken and Colomo-Palacios
can be shortly summarized [23]:

* Culture: incorporating security aspects in each phase of the DevOps lifecycle (s. [Figure 2))
and aligning the team for a common goal of a secure development and operating application
for the customer.

e Automation: security measurements and controls should be fully automated to keep up
with the fast execution of DevOps. Furthermore, automated security must not impair the
swiftness of DevOps.

* Measurement: extend the monitoring of the system’s functionalities by adding measure-
ments for potential security risks. The real-time operation benefits as well as the application’s
robustness against high load and potential threats.

» Sharing: knowledge and awareness about security issues should be shared across the
involved people to achieve an overall improved DevSecOps lifecycle.

Applying these principles to the initial DevOps lifecycle in leads to a new model that is
visualized in If an application should be developed in a cloud environment this newer
model with additional security features along the phases of the the original DevOps lifecycle, is
applicable. For each of the phases there is at least one security measurement that will improve
specific aspects of the related phase but also the overall security of the application. [11] Following
the continuous DevSecOps model and using the new feedback phase improves not only the process
itself, but also helps with potential compliance and best practice issues due to new regulations or
cloud environmental changes along the road.

3 1ISO Compliance

ISO compliance refers to adhering to standards defined by the International Organization for Stan-
dardisation (ISO). This paper is detailing different ISO standards which are powerful guidelines to
ensure proper information security in modern computer systems. The ISO worked together with the
International Electrotechnical Commission (IEC) to create the following standards.

3.1 Standards

The following list provides an overview of the standards which are further explained in the following
sections.
* ISO/IEC 27001: Information security management systems [14]]

* ISO/IEC 27002: Information security, cybersecurity and privacy protection — Information
security controls [[15]
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Figure 3: Applying SecOps to the DevOps lifecycle (reference model) [11]]

* ISO/IEC 27017: Information technology — Security techniques — Code of practice for
information security controls based on ISO/IEC 27002 for cloud services [16]

* ISO/IEC 27018: Information technology — Security techniques — Code of practice for pro-
tection of personally identifiable information (PII) in public clouds acting as PII processors

(171

* ISO/IEC 27701: Security techniques — Extension to ISO/IEC 27001 and ISO/IEC 27002
for privacy information management — Requirements and guidelines [18]]

The ISO/IEC 27K family of standards all incorporate a Plan-Do-Check-Act cycle (PDCA-cycle) to
keep improving the controls they represent. In the planning phase, the first step is to define the various
information assets and their corresponding security requirements. Next, information security risks
are identified and evaluated, enabling organizations to develop appropriate controls and measures to
mitigate these risks. Subsequently, the implementation of these controls and measures takes place.
Finally, it is crucial to regularly and continuously monitor and review the performance of the system.

3.1.1 ISO/IEC 27001 & ISO/IEC 27002 & ISO/IEC 27701

ISO/IEC 27001 and ISO/IEC 27002 are globally recognized standards that focus on information
security management systems (ISMSes) and their respective implementation guidelines respectively.
ISO/IEC 27001 provides a comprehensive framework for organizations to establish, implement,
maintain, and continually improve their ISMS. The standard is applicable to companies of any size
and sector, helping them effectively manage risks associated with the security of their data. By
adhering to both standards, organizations can systematically identify and address security risks,
protect their sensitive data, and enhance their overall information security.

With over 50,000 certified companies across more than 140 countries and various economic sectors,
the ISO survey conducted in 2021 highlights the widespread adoption of ISO/IEC 27001. This
significant number of certifications demonstrates the growing recognition and importance placed on
implementing robust information security practices worldwide.

In a survey conducted by Akinyemi et al. [9] in 2020, auditors, consultants, and researchers partici-
pated in a SWOT (strengths, weaknesses, opportunities, threats) analysis focused on the specification
ISO/IEC 27001. The findings of the study revealed a generally positive perception among the
participants regarding the identified ’Strengths’ and *Opportunities’ associated with the specification.

ISO/IEC 27701 extends upon the standards and guidelines detailed in ISO/IEC 27001 and ISO/IEC
27002 and it specifically focuses on establishing, implementing, maintaining, and continually improv-
ing a Privacy Information Management System (PIMS) for privacy management within the scope of
an existing ISMS of an organization. [[18]]
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3.1.2 ISO/IEC 27017

ISO/IEC 27017 is a standard that provides guidelines for information security controls relevant
to cloud services. It extends upon ISO/IEC 27002 by adjusting implementation guidelines for
relevant topics with regard to cloud services and furthermore, it provides additional controls with
implementation guidelines specifically for cloud services. The main aspect of this standard is to
create a safer cloud service environment by reducing the risk of security-related problems.

There are seven additional controls added (compared to ISO/IEC 27002) which address the following
[16]:

* Clarify roles and responsibilities when using cloud services: ISO/IEC 27017 helps to define
clear responsibilities between the customer and the cloud service provider (CSP). This
ensures accountability in the event of a security incident.

* Removal or return of assets at end of service: ISO/IEC 27017 addresses the proper handling
of assets, e.g. data and systems, when terminating a contract with a CSP. It emphasizes the
secure removal or return of assets to prevent unauthorized access.

* Isolated protection of virtual environments: ISO/IEC 27017 focuses on robust security
measures to isolate virtual environments within a multi-tenant cloud environment. It ensures
the separation of resources and prevents unauthorized access to sensitive data.

* Proper configuration of virtual machines: The standard provides guidelines for the secure
configuration of virtual machines in cloud services. It takes considerations of virtualization
technology and shared infrastructure into account in order to mitigate possible vulnerabilities.

* Cloud Service Management Operating Procedures: ISO/IEC 27017 addresses the manage-
ment and control of administrative operations in the cloud environment (e.g. access control,
user provisioning, privileged account management). This helps to prevent unauthorized
actions and protect sensitive resources.

* Monitoring by cloud service users: ISO/IEC 27017 emphasizes enabling cloud customers
to monitor and track activities related to their cloud services. This allows for increased
visibility into the security of their assets.

* Coordinate virtual and physical network environments: ISO/IEC 27017 ensures the secure
configuration of virtual and cloud network environments (e.g. network segmentation,



segregation, protection mechanisms). This helps to maintain data integrity and confidentiality
within the cloud environment.

3.1.3 ISO/IEC 27018

ISO/IEC 27018 is standardized to use together with ISO/IEC 27002 in order to create a common set
of security categories and controls for CSPs working with personally identifiable information (PII).
The following objectives are outlined in the specification [[17]:

* Contracts: Assist with the establishment of contracts between CSP customers and Personal
Identifiable Information (PII) processors. It assists in defining the terms and conditions,
rights, and responsibilities to ensure a clear understanding between the parties.

* Accountability: The standard helps CSPs fulfill their obligations as PII processors, whether
through direct legal requirements or contractual agreements. It supports their compliance
efforts, ensuring they take responsibility for protecting and managing PII appropriately.

* Transparency: It promotes transparency in PII processing. It assists PII processors in
providing clear and comprehensive information to individuals whose data is being processed,
enhancing trust and allowing individuals to make informed decisions about their data.

* Audit & Compliance: The standard enables customers to audit their data within complex
multi-tenant and virtualized cloud environments.

3.2 Adoption

It is essential to distinguish between certification and compliance with an ISO standard. While ob-
taining an ISO certification can be beneficial for large companies in terms of gaining and maintaining
customer trust (as shown in[Table ), the process can be resource-intensive in terms of time and cost,
which may discourage some organizations from pursuing it as discovered by Mirtsch et al. [21].

As an alternative, compliance with an ISO standard offers a middle ground. Smaller companies can
choose to comply with the requirements of a standard without necessarily seeking formal certification
from the ISO. This approach allows them to adhere to the best practices outlined in the standard and
demonstrate their commitment to meeting industry standards and customer expectations, without the
administrative burden and financial implications associated with certification.

However, as mentioned in [subsubsection 3.1.1| the ISO Survey 2021 [13] shows a widespread
adaptation of ISO/IEC 27001 in the professional working field. Furthermore, Tariq. and Santarcangelo.
[29] presented an overview of well-known public CSPs and their certification for different ISO
standards. We have updated this table with the information currently available directly from the CSPs.

CSP | ISO/IEC 27001 | ISO/IEC 27017 | ISO/IEC 27018 | ISO/IEC 27701

Amazon v v v v
Salesforce v v v X
Microsoft v v v v

Google v v v v

IBM v v v v

Table 1: ISO certifications of major Cloud Service Providers (CSPs) (extended from Tariq. and
Santarcangelo. [29])

4 Cloud Security Audit

IT audits aim to assess compliance with legal expectations for customer data protection and company
standards for financial success amid security threats. Cloud security auditing involves assessing
and evaluating the security controls and practices within a cloud environment to ensure secure and
compliant operations. There are clear distinctions between cloud security and traditional IT security
auditing. Moreover, Cloud security auditors require a combination of technical knowledge, familiarity
with cloud terminologies, security-related industry expertise, and local regulatory understanding [28]].
By thoroughly examining and identifying potential security risks, vulnerabilities, and compliance
gaps, auditors assist cloud service providers (CSPs) in enhancing their platforms.



4.1 Challenges

In their survey on security mechanisms of prominent cloud service providers, Deepak et al. (2014) [26]
highlight that cloud computing introduces distinct threats and risks that necessitate unique strategies
for mitigating the risks, distinguishing it from traditional computing models. They categorize key
challenges in cloud security, including data security, data loss, account or service traffic hijacking, and
network security. Countermeasures involve implementing security measures at various levels, such as
the kernel, storage, transmission, and access. These findings emphasize the complexity involved in
cloud security auditing.

Here we also present some key challenges faced in Cloud Security Audits, as outlined by Ryoo et al.
[28]]:

Challenge IT security auditing practice | Cloud-specific challenge
Transparency Data and information security | Data and security are managed
management systems are more | by a third party.
accessible.
Encryption The data owner has control. CSPs might be responsible for
encryption.
Colocation This rarely occurs. CSPs heavily depend on this
Scale, scope, and complexity | These are relatively less Auditors must be knowledge-
able and aware of these differ-
ences.

Table 2: Cloud-specific Audit challenges [28]

* Transparency: Cloud customers lack visibility into how their data is processed and stored,
hindering trust and increasing security risks.

* Encyption (Safe-keeping of data at rest and in transit): The physical distance between
users and cloud service providers introduces a risk wherein third parties may gain unautho-
rized access to user data, compromising privacy. Encryption is vital for data security but
in order to decrypt the information before performing calculations, users are required to
provide the secret key to the server. Consequently, traditional cryptographic schemes are
inadequate for processing data in the cloud [22].

* Colocation (Shared Infrastructure): Resource-sharing is a key factor driving the popularity
of cloud services. However, cloud service providers (CSPs) must prioritize the effective
management of administrator access permissions and the protection of user data. Wang et
al. [25]] discuss in their research on government cloud computing, the current situation of
Government Cloud Computing in China which highlights the issues with cloud resource
sharing among different government departments due to the conflict of interest for the data
of sensitive nature.

* Scale, Scope, and Complexity: Auditing in cloud computing are fairly complex due to
the sheer size of IT elements, rapidly changing technologies, and varying legal regulations
across different countries’ data centers.

4.2 Potential Solutions and Emerging Approaches
4.2.1 Standardization Frameworks

Building trust among potential customers is a crucial factor in facilitating the worldwide acceptance
of cloud computing. The ISO 27000 series is a widely adopted IT security auditing standard [? ]
which has been discussed in the previous [subsubsection 3.1.1] While considerable efforts are being
made to develop preventive controls for security and privacy in the cloud, Ryan et al. [20] argue there
is a notable gap when it comes to focusing on detective controls that enhance cloud accountability for
potential risks and auditability.




4.2.2 Auditability

Auditability refers to the ease of auditing a system or environment. Poor audibility implies inadequate
or nonexistent records and systems for efficient auditing of cloud processes [20]. In fact, traditional
remote integrity-checking methods are limited to static data and cannot be effectively applied to
auditing services in dynamic cloud environments where data is constantly updated. A dynamic
auditing protocol improves cloud auditing by addressing security issues, and ensuring thorough
auditing while reducing computing costs. The protocol supports confidentiality, dynamic data updates,
and batch auditing across multiple clouds and owners. [32]]

To address the problems of auditing, researchers have also developed a framework called TrustCloud
framework [7]], which focuses on detective controls to enhance accountability and simplify cloud
security through five abstraction layers (workflow, data, system, laws & regulations, policies). It
provides accountable cloud logs, regardless of the virtual or physical environment. As highlighted
by Ryan et al. while the five layers may seem simple at first, the complexity lies in the different
sub-components within each layer for various contexts. This framework enables file-centric logging,
data-centric logging, and auditing in software services, protecting against both external and internal
risks[20] by providing automated controls and policies which are invaluable tools that streamline the
adoption of frameworks such as SOC 2 (Service Organization Control ), ISO 27001, General Data
Protection Law (GDPR), Health and Human Services Health Insurance Portability and Accountability
Act (HIPAA) etc. [7].

4.2.3 Homomorphic Encryption

In a survey on Homomorphic Encryption Schemes, Acar et al. [8] discuss that Legacy encryption
systems pose significant privacy concerns as they rely on shared keys (public or private) for encrypted
message exchange. This approach grants exclusive control over the data to users or service providers
with the key, compromising privacy, particularly in popular cloud services. Moreover, even when
keys are not shared, encrypted material remains vulnerable to unnecessary exposure to third parties.
These issues can be addressed with, a specialized encryption scheme Homomorphic Encryption [1]],
which offers a promising solution by enabling third parties to perform operations on encrypted data
without the need for prior decryption. This approach also eliminates the additional computation
cost associated with traditional encryption methods. As another similar solution, in their study,
Cong et al. [31]] discusses a cloud auditing system that leverages HLA-based technology for data
storage and implements a privacy-preserving public audit method. By integrating homomorphic
linear authentication, the system ensures data privacy by enabling authentication for data block
combinations. This safeguard prevents third-party auditors from accessing or viewing customer data,
preserving data privacy.

5 AWS GovCloud

AWS (Amazon Web Services) is a renowned cloud service provider that offers a decentralized IT
infrastructure. It was established in 2006 to extend the benefits of Amazon’s extensive experience
in managing large-scale IT infrastructure to other organizations. It offers various services like EC2
and S3, each serving different purposes and utilizing different databases such as RDS, DynamoDB,
and Elastic Cache. GovCloud is a secure cloud solution designed specifically for state and federal
government customers.

AWS GovCloud is a combination of Amazon Web Services (AWS) and GovCloud [2]] which offers
different data classification levels, from unclassified to top secret, to meet government regulations and
ensure compliance. It provides a comprehensive set of features to address various requirements [2]:

» Safeguard sensitive data: Server-side encryption is implemented within Amazon S3 to
safeguard the data at rest. Furthermore, the security keys associated with the encrypted data
are managed securely through AWS CloudHSM or AWS Key Management Service (AWS
KMS).

» Strengthen identity management: These measures include restricting access to sensitive
data based on individual credentials, as well as considering factors such as time and lo-
cation. Identity federation, easy key rotation, and other access control tools also ensure
comprehensive access control within the system.



* Improve cloud visibility: Users get visibility into access and usage of sensitive data with
AWS CloudTrail. This logging service monitors API activity and is operated by U.S. citizens
for added security.

* Protect accounts and workloads: Wrokloads and accounts are protected with continuous
security monitoring provided by Amazon GuardDuty.

Furthermore, AWS GovCloud is designed to facilitate the management of regulated data by imple-
menting two key components [3]]:

1. Restricting physical and logical administrative access exclusively to AWS personnel who
are U.S. citizens. This stringent measure ensures that only authorized individuals with
appropriate clearances can access and manage the system.

2. Offering FIPS 140-2 endpoints, which adhere to the Federal Information Processing Standard
(FIPS) 140-2 for cryptographic modules [5]. These endpoints provide a secure environment
for handling sensitive data, ensuring compliance with rigorous encryption standards.

It’s important to note that while AWS does provide cloud services to customers in various countries
worldwide through its standard AWS regions which adhere to local regulations and compliance
requirements, AWS GovCloud is currently limited to the United States. CSPs face limitations in
deploying private cloud services on a global scale, especially in government-oriented businesses
because CSPs must comply with local laws which differ geographically for eg. General Data
Protection Regulation (GDPR) [6] and Digital Services Act (DSA) [4] are the set of legal frameworks
that regulate digital services in the EU area.

6 Discussion and Conclusion

In summary, cloud security is a critical aspect of modern computing, we have explored various
aspects of cloud security practices, beginning with some background of cloud computing and the
prevalent security challenges encountered in today’s cloud landscape. It is reasonable to assert that
adopting practices such as SecOps, DevSecOps, cloud auditing, complying with ISO standards, and
deploying specialized cloud environments like AWS GovCloud contribute to building a secure cloud
environment.

The implementation of DevSecOps in the cloud has been explained, highlighting its workflow and
essential characteristics for effective integration. By practicing the DevSecOps-based development
framework, organizations can cultivate a security-centric culture, emphasizing the use of security
measures to safeguard systems and assess security risks. Furthermore, we have presented ISO
standards pertaining to Information Security Management Systems (ISMS) and cloud security. These
standards not only serve as certification references but also stimulate the progress of cloud services
by offering guidance on constructing protected systems. We have discussed the definition of cloud
audits and the challenges they entail. These audits serve as indispensable tools for assessing the safety
of cloud systems. In cloud security, audits assume a critical role by facilitating the assessment of
security controls and practices within cloud environments. While significant progress has been made
in designing effective cloud security audit frameworks and standards, it is important to acknowledge
that there is still a need for comprehensive standards that encompass all aspects of auditing cloud
systems. Therefore, the journey toward attaining robust cloud security remains an ongoing endeavor.
Moreover, we have presented a real-world example of a cloud environment - AWS GovCloud, to
emphasize the importance of addressing security concerns in cloud environments. AWS GovCloud
has been tailored to meet the specific requirements of government agencies and organizations handling
sensitive workloads employing encryption techniques such as FPS 140-2 and FPS 140-4 which are
the standard encryption requirements for data protection by all federal authorities within the US.
This example underscores the growing attention given to cloud security and highlights the ongoing
challenges in this field especially for government agencies.

As we notice that despite notable advancements in bolstering cloud security, challenges persist. The
importance of cloud security continues to grow, demanding further efforts to address the remaining
obstacles and ensure the utmost safety of cloud systems.
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Abstract

This report presents a literature study on Integration Platform as a Service (iPaaS),
a solution that enables the integration of data, applications, and services. A com-
prehensive collection of related papers is gathered and classified to gain insights
into the current research status of iPaaS. The report also discusses issues associated
with current iPaaS providers, providing a distilled presentation on the limitations
and challenges. Additionally, the study summarizes possible directions for future
research, highlighting areas that require further investigation.

1 Introduction

Integration platform as a service (iPaaS) (13)) is a platform that enables individuals, organizations,
and enterprises to integrate and connect various applications, systems, and data sources through
connectors. The primary purpose of iPaaS is to facilitate the seamless integration of disparate
components using low-code or even no-code principles.

For example, let’s consider an e-commerce platform integrated with a shipping and logistics system.
These two components operate independently and store valuable data in different formats. By
leveraging iPaaS, these components can be connected through connectors provided by the iPaaS
provider. This integration enables the automatic generation of shipping labels, tracking numbers, and
order status updates. When a customer places an order online, the shipping and logistics system is
automatically notified, providing customers with timely shipping updates within the e-commerce
platform.

In this report, we perform a literature study on iPaaS. Specifically, we aim to present the current
status of iPaaS research, discuss the challenges associated with its application, and identify potential
research directions for iPaaS.

The structure of this report is as follows. Section 2 provides background information on iPaaS,
including its development, and presents an overview of selected iPaaS providers. In Section 3, we
compare iPaaS with similar technologies. Section 4 defines our research questions. Section 5 outlines
our methods for literature collection and analysis. Section 6 summarizes our findings and results
pertaining to the proposed research questions. Section 7 discusses the advantages and disadvantages
of our study. Finally, in Section 8, we conclude our report.
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Figure 1: Complexity of implementing connectors when adding new compoments

2 Background

2.1 Enterprise integration

Enterprise integration, a topic that revolves around connecting different components and exchanging
various data across multiple systems, has always been a challenge for the information technology
departments of organizations.

One solution is Point-to-Point Integration, which involves building a custom connector between any
pair of applications. The idea is simple; however, it does have drawbacks, such as the quadratic
increase in complexity. For example, as illustrated in Figure|l} adding one component to a three-
component system requires the implementation of three additional connectors while adding two
components will necessitate the inclusion of seven extra connectors. In general, the total number of
connectors needed in an n-component assembly can be calculated using the formula

n#*(n—1)

total number = 5

An improved approach for system integration is Enterprise Application Integration (EAI) (19), often
involving middleware technologies, including a broker that transforms and routes data, among other
functionalities, to integrate all the components. However, while this design reduces coupling between
separate applications, the broker becomes a single point of failure.

To decrease the workload of the single broker component, Enterprise Service Bus (ESB) (20)
comes into play as an evolution of EAL It uses the concept of a bus that is analogous to computer
hardware. Therefore, unlike broker-based EAI, which hard-coded all the integration logic in the
broker component, the bus in an ESB architecture now only handles message routing. All other
necessary functionalities for system integration, such as security and transaction processing, are
implemented as separate modules. The system remains loosely coupled, and new components can be
easily added. This makes ESB a lightweight and service-oriented architecture for system integration
capable of scaling.

2.2 The development of iPaaS

The emergence of cloud computing brought significant changes to information technology and
enterprise landscapes. Organizations began migrating their systems, applications, and infrastructures
to the cloud to leverage its scalability and flexibility, and to reduce the cost and efforts to maintain the
underlying hardware. iPaaS emerged as a response to the need for cloud-centric integration solutions
and to break silos. It provides a platform for integrating various applications, data sources, and
services.
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Figure 2: An integration of the e-commerce example

At present, there are a lot of iPaaS solution providers available, such as Workato [1_-], InformaticaEl,
ElCeligo El, boomi [ﬂ MuleSoftEl, and ROMA Connectﬂ A more complete list can be found in Gartner

2.3 Technical details of iPaaS

Technically speaking, iPaaS is a suite of cloud services that enable customers and enterprises to
define, develop, and manage integration flows between different components at a cloud scale. In
practice, an iPaaS$ solution provider offers a unified and one-stop platform for enterprises to automate
business processes. It has hundreds or even thousands of built-in connectors that bridge different
pairs of applications and services together. Generally, an intuitive graphical user interface, along with
a dashboard and some tools, is presented to the user. There is a developer workspace that is available
to create integration flows. To assist non-technical users in building their pipelines, a low-code or
even no-code drag-and-drop designer is provided within the platform. Some providers also supply
users with pre-defined flows, providing them with an out-of-the-box experience. Furthermore, error
management and processing functionality are also provided.

Different solutions may have unique sets of connectors, distinct data mapping technologies, or diverse
higher-level functionalities. Each platform typically offers documentation and training courses.

Figure [2] shows an integration flow for the e-commerce and logistics system discussed in the previous
section. As illustrated, the flow is activated when a user requests an update on the shipping status. The
source data from the logistics system then flows to the destination e-commerce application through
the corresponding connector. Mapping the tracking number to the order ID can be added. Additional
filtering may also be performed to reduce the amount of data transferred.

3 Related work

In this section, we review the existing literature on EAI, ESB, and iPaaS. We explore the relationships
between these approaches and provide a comparative analysis of their features and capabilities.

3.1 EAIand ESB

Soomro et al. (21) reviewed the development and evolution of EAI, starting from information-oriented
approaches that involve the movement of data between different storage systems and processes as per
requirements. They then explored interface-oriented approaches, which enable access to business
processes and data through APIs. The authors further discussed process-oriented approaches, where
one application can access the methods of another application. Finally, they highlighted service-
oriented approaches, specifically the enterprise service bus (ESB). The authors acknowledged the
usefulness of ESB but also identified challenges faced by EAI as an integration technology.

Goel (22) performed a comprehensive comparison between EAI and ESB, considering factors such
as installation and administration efforts, costs, scalability, standardizations, and support for service-
oriented architecture. The study found that ESB generally outperforms EAI in terms of costs,
scalability, standardizations, and service-oriented architecture support.

"https://www.workato.com/products/ipaas
2https://www.informatica.com/nl/products/cloud-integration.html
3https://www.celigo.com/

*https://boomi.com/
Shttps://www.mulesoft.com/integration-solutions/api/ipaas
Shttps://www.huaweicloud.com/intl/en-us/product/roma.htm]
"https://www.gartner.com/



3.2 ESB and iPaaS

Both iPaaS and ESB, have been proposed and developed to address the enterprise integration
challenge. The selection of an appropriate method and its corresponding solutions has always been
an open research question. Conflicting conclusions exist regarding the choice of a suitable technology
(8). Zhang et al. (8)) conducted an analysis based on economic models and compared integration
scenarios, complexity, scalability, and extension. The authors concluded that ESB is suitable for
on-premises software, while iPaaS is suitable for cloud-based services. ESB also exhibits greater
complexity compared to iPaaS. In terms of scalability, ESB and iPaaS both demonstrate scalability,
but in different scenarios. Additionally, iPaaS provides better support for the Internet of Things (IoT)
and Software as a Service (SaaS) integration.

4 Research questions

In this literature study, a collection of papers on iPaaS is analyzed, reviewed, and summarized, aiming
to address the following research questions:

1. What is the current research status of iPaaS?
2. What are some issues with current iPaaS solutions?

3. What are some possible directions for future iPaaS research?

5 Method

5.1 Literature collection and selection

To collect iPaaS-related papers, we searched the Scopus database using the query string
TITLE-ABS-KEY ("iPaaS" OR "Integration Platform as a Service"),

following a similar approach as described in (13). Subsequently, we manually inspected each paper
in the search results to filter out irrelevant papers. It is worth noting that some of these irrelevant
papers were included in the search results due to the presence of other terminologies that share the
acronym "iPaaS". An example of such terminology is Ileal Pouch-Anal Anastomosis.

5.2 Literature analysis and categorization

After collecting the papers, we categorized them using a similar approach as described in (13). We
identified two distinct groups. The first group focused on discussing iPaaS from a technological
perspective, exploring its technical aspects, functionalities, and implementation considerations. The
second group primarily emphasized the business benefits of adopting iPaaS for enterprise applications,
examining the service designs, and solution providers.

6 Results

6.1 Research question 1: What is the current research status of iPaaS?

Analysis of the timeline and the number of our collected papers indicates that iPaaS is a relatively
new and evolving area. As shown in Figure 3] which represents the distribution of these papers over
the years, there are only 18 papers in total, with the first well-known paper (1) published in 2012.
Furthermore, a growing interest in iPaaS has been observed from 2020 onwards.

Following a similar method as in (13)), we classified the collected papers into two groups: Business-
intensive and Technological. The results are presented in Table[I] Figure ] and Figure[5] Contrary to
the conclusion in (13)), which stated that the majority of papers are technology-focused, our findings
indicate that the number of papers in each group is approximately evenly distributed, with 10 papers
in the Business-intensive group and 8 papers in the Technological group. Since (13) was published in
2022, this observation implies an increasing interest in the business benefits of adopting iPaaS since
that time, as also evident from Figure 4]
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Table 1: List of Authors, Year, and Type
Authors Year Type
Bolloju N. & Murugesan S.(I) 2012  Business-intensive
Manilal, S. & Theertha, V.S.(2) 2015 Technological
Jafarov, N., & Lewis, E.(3) 2015 Technological
Suzic, B.(4) 2016  Technological
Ebert, N. et al.(3) 2017 Business-intensive
Theilig, M. M. et al.(6) 2018 Business-intensive
Srimathi H. & Krishnamoorthy A.(7) 2019 Technological
Zhang, X., & Yue, W. T.(8) 2020 Business-intensive
Cestari, R. H. et al.(9) 2020 Technological
Neifer, T. et al.(10) 2021 Business-intensive
Frantz, R. Z. et al.(11) 2021 Technological
Hyrynsalmi, S. M. et al.(12) 2021 Business-intensive
Hyrynsalmi, S. M.(13) 2022  Technological
Sénger, N., & Abeck, S.(14) 2022 Business-intensive
Hyrynsalmi, S. M.(13) 2022  Technological
Hyrynsalmi, S.(16) 2022 Business-intensive
Hyrynsalmi, S., & Smolander, K.(17) 2023 Business-intensive
Huang, R.(I8) 2023 Business-intensive
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Figure 6: An overview of the design

6.2 Research question 2: What are some issues with current iPaaS solutions?

While iPaaS is a relatively new research field, there are over 60 solution providers listed in Gartnerﬂ
Additionally, practical applications of iPaaS technology in real-world scenarios, such as (9) and (18)),
have been observed. However, several papers, including (10), have pointed out issues with existing
iPaaS solutions.

The first issue arises from the variety of business requirements (10). Although popular iPaaS solution
providers offer thousands of connectors, they cannot cover all possible application scenarios. Accord-
ing to an interviewee in [2], there is no connector available that meets their specific requirement.

The second issue is related to the previously mentioned one. Customizing connectors to meet business
demands lacks a cost-benefit ratio and can result in high costs (9). This issue is particularly significant
for small and medium-sized enterprises with specific solutions.

The third issue is the lack of standardization for data models and data exchange (10). While iPaaS
allows the integration of data from various sources, different components may produce data that differ
in nature. For example, different sources may collect data with varying granularities: application A
collects data on a daily basis, while application B collects data on a second-by-second basis.

There are also other practical issues, including data security, protection, and privacy, the possible
failures of connectors, and the documentation and technical support provided by solution providers
(10).

Furthermore, concerns about brand-locking have also been raised (9).

6.3 Research question 3: What are some possible directions for future iPaaS research?

As iPaaS is relatively new, there are many opportunities for future research. For example, addressing
the previously mentioned issues, improving usability, and developing technologies to facilitate digital
transformation. Since the primary goal of iPaaS is to integrate various systems, applications, and data
sources without the need for licensed middleware or hardware, the application area can be extended
beyond enterprises, including IoT and industrial control, among others.

Research cases that explore such possibilities have already emerged. For instance, (9) implemented
a prototype iPaa$ solution for grain storage and processing, as shown in[6] The system integrates
heterogeneous components such as humidity and temperature controllers and environment monitors.
One of the goals was to reduce the need for human interactions, leading to the integration of automated
decision-making modules. The system has an open design, allowing for the integration of additional
systems. Consequently, as the authors pointed out, it is possible to utilize the system in applications
other than agricultural activities.

8https://www.gartner.com/reviews/market/integration-platform-as-a-service-worldwide



7 Discussion

This report aimed to gain insight into the current status of iPaaS research, issues with existing iPaaS
solutions, and possible directions for future study.

To answer these questions, we collected, reviewed, and analyzed a comprehensive set of related
papers. By examining the number of papers published per year and comparing our findings with (13)),
we found significant research progress in 2022. Firstly, it had the highest number of papers published.
Secondly, more research projects started to focus on business-intensive topics.

Although our literature study is comprehensive, there are some limitations worth noting in our report.

First, the total number of publications is small, which means that the research trends may not fully
reflect our predictions.

Second, iPaaS technology continues to evolve. As a result, the findings and conclusions in our report
may quickly become outdated. In fact, the term iPaaS itself has been evolving, leading to a clearer
and distinguishable definition and scope separate from ESB and EAI. Due to the broader definition
of iPaaS, there is now a more enterprise-focused term called EiPaaS E], which stands for Enterprise
Integration Platform as a Service.

8 Conclusion

In this literature study, we collected a comprehensive set of publications about iPaaS from 2012 to
the present to examine the current research status, summarize issues with solution providers, and
identify future research opportunities. We concluded that the field is relatively new and the number
of publications is limited. We listed common issues, including the variety of connectors, potential
high costs, and lack of standardization, among others. Additionally, we highlighted possible research
directions to improve existing iPaaS technology and explore new application areas, such as the
Internet of Things.
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Abstract

Microservice architecture(MSA) is a software architecture commonly used in
industry nowadays, and service discovery, as an important part of microservice ar-
chitecture, plays a key role in the microservice framework. This paper discusses the
impact of HTTP/REST, gRPC, and MQTT on microservice architecture from the
perspective of communication protocols, and gives suggestions for choosing com-
munication protocols under different development requirements of microservice
architecture.

1 Introduction

1.1 Micro-services

The first thing we need to understand is what microservices architecture(MSA) is. MSA is character-
ized by the development of a single application as a set of small, independent services, each running
in its own process and communicating through lightweight mechanisms. These services are built
around specific business capabilities and can be deployed independently through automated processes.
They have minimal centralized management and can be developed using different programming
languages and data storage technologies/Fowler and Lewis| [[2014] In addition to MSA, the industry
commonly uses monolithic architectures, two different software development approaches. In the
monolithic architecture, the entire application is developed as a single, independent unit. All com-
ponents of the application are tightly coupled and share the same code base, database, and memory
space. A monolithic architecture is easier to develop and deploy, but as an application grows, it can
become complex and difficult to maintain. Extending a monolithic application requires extending the
entire application, which can be inefficient and expensive. In a microservices architecture, however,
applications are broken down into smaller, independent services that can be developed, deployed and
scaled independently. Each service is responsible for a specific task and communicates with other
services through APIs. The difference of those two architecture can be seen in FigurdI| Microservices
architectures are more flexible and scalable than monolithic architectures because each service can
scale independently based on its specific needs. However, the development and deployment of a
microservices architecture can be more complex because it requires the management of multiple
services and their interactions. With such a need for interaction and communication, service discovery
becomes particularly important in it/Al-Debagy and Martinek| [2018]]
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Figure 1: Two types of architecture

1.2 Service discovery

In MSA, finding services is a difficult task. To communicate with other services in a microservice
architecture, a service must find out where they are located. In terms of development, testing,
deployment, and horizontal scaling, monolithic deployments are straightforward. Application de-
velopment, however, becomes more challenging as they grow larger and more complicated, making
agile development and delivery impossible. However, MSA, a novel paradigm, holds considerable
promise in terms of service complexity, adaptability, modularity, and scalability. The majority of
modern microservices-based applications run in virtualized environments, where virtual service
instances are transportable, decoupled, and can have dynamically changing locations given to them.
Since each service in these contexts must find active instances of other services, service discovery
is now a crucial component of MSA. Finding the location of the proper instance that offers the
necessary service is the duty of the service discovery mechanism. Fixing the address of the service
instance in the application largely resolves the service discovery issue in monolithic architectures.
Fixing addresses is still not possible because services in MSAs are transient. As a result, MSA
now includes agile service discovery mechanisms as a key component. Client-side and server-side
service discovery are the two basic categories of service discovery patterns. The two pipelines can
be seen in Figurg?2] First, the client service is in charge of figuring out where on the network its
service dependencies are located. It accomplishes this by leveraging a service registry, a repository of
accessible service instances. The client service makes a request through a router or load balancer,
which checks the service registry and directs each request to an available service instance, in order to
perform server-side service discovery. Both models make use of a service registry, which has to be
updated often in order to reflect the service instances that are currently accessible appropriately. A
service instance registration mechanism is typically used to carry out this update, and representatives
are registered and deregistered as they go online and offline, respectively.

Service Registry 2. Discover ——————g»| Service Registry
—— service defnition

1. Discover - -
service defnition -_\
S s ES
Application service
Application 2 1ok . /
S .
1. Invoker service Order Processing
rtiet Pittecss viaload balancer Microservice
Microservice

Client-side service discovery Server-side service discovery

Figure 2: Two main types of service discovery patterns



1.3 Understanding Communication Protocols

The first question we need to understand is what communication protocol. A communication protocol
is a system of rules that allows two or more entities of a communication system to transfer information
through any change in physical quantities. The protocol defines the rules, syntax, semantics, and
synchronization of the communication as well as the possible methods of error recovery. Protocols
can be implemented by hardware, software, or a combination Hilpisch et al.|[2009]

1.3.1 HTTP/REST

The World Wide Web’s primary data transfer protocol, Hypertext Transfer Protocol (HTTP), and the
architectural style Representational State Transfer (REST), which specifies a set of limitations for
developing Web services, have made significant inroads in web technologies. In-depth explanations
of HTTP and REST’s key characteristics, functional principles, advantages, and potential applications
are provided in this literature review. The formatting guidelines for the NeurIPS 2020 conference
have been followed in preparing this article.

As a global standard for data transfer over the internet, HTTP was created. It allows users
to communicate and share information through web pages and functions as a request-response
protocol in a client-server computing model. Fundamentally, HTTP uses a collection of standardized
techniques to launch requests and responses, facilitating a smooth interchange of information on
a worldwide scale. It has become the de facto protocol for web-based data exchange due to its
widespread use and easy interaction with other web technologies.

The structure of HTTP as shown in Figure 3] Clients and servers communicate by exchanging
individual messages (as opposed to a stream of data). The messages sent by the client, usually
a Web browser, are called requests and the messages sent by the server as an answer are called
responses. On the other hand, REST introduced an architectural style that lays the groundwork
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Figure 3: The Structure of HTTP.

for developing logical and simple-to-understand APIs, revolutionizing how developers design
web services. REST’s reliance on statelessness, which requires that each HTTP request from a
client to a server be self-sufficient and convey all the necessary information to grasp and process
the request independently, is one of its guiding principles. This paradigm promotes statelessness
in API architecture, which supports an environment conducive to scalability and modularity principles.

RESTful APIs’ inherent statelessness, which enables high scalability and makes them suit-
able for massive, distributed systems, is one of their most appealing features. Due to its statelessness,
REST can handle numerous requests simultaneously, making it ideally suited for today’s web
applications, which are naturally dispersed and call for scalability. Statelessness also encourages
more manageable sessions, improves server speed, and improves the user experience overall by
offering a quicker and more dependable service.



RESTful is a set of resources that include a MIME type (such as JSON or XML), a pri-
mary URI for accessing the service, and a list of pre-defined operations like HTTP GET, HTTP
POST, HTTP PUT, HTTP PATCH, or HTTP DELETE. Unlike web services, RESTful services are
not subject to any specified standards. REST is an architectural aesthetic rather than a set of rules.
The interaction between a RESTful API and clients or consumers to carry out read, add, and modify
activities against a database is shown in Figure [d]

REST API

i

Database

Figure 4: The Structure of REST.

1.3.2 RPC

The Remote Procedure Call (RPC) Protocol [Birrell and Nelson, [1984]] is a widely known message
exchange mechanism for distributed systems. The low overhead, ease of use, and transparency of
the RPC protocol make it the best choice for inter-device communication in complex distributed
systems containing a large number of devices [1998]]. the RPC allows the local machine to call
the services of different remote servers as if they were owned by the local machine itself. Figure[3]
illustrates the framework of the RPC protocol. Stubs are the most important element in the RPC
framework because they enable communication between the client and the server. During an RPC
call, the client needs to call a stub to pass the function to be called, the type of parameters, the names
of the parameters, etc. into the stub and to serialize the message to be transmitted to the server
over the network. The server-side stub is responsible for deserializing these parameters and calling
the corresponding server-side function to return the result to the client. It can be said that the stub
performs most of the functions of the RPC protocol. The existence of the stub allows the client to
focus on function invocation without having to deal with network communication with the server.
The definition of a service in an RPC server is determined by the request and response messages
and this includes both Unary RPC services and Streaming services [2020]. The mechanism
of a unary RPC service is similar to a function call containing a request-response message pair,
while a streaming service allows multiple messages to be sent and received between the client
and the server. In addition, the message exchange mechanism of the RPC protocol is a typical
synchronous type because when the client sends a new request to the server the response process will
be blocked until a message is received back from the server. For asynchronous message exchange
mechanisms such as the MQTT protocol see Section 1.5. For an RPC framework, the interface
definition language (IDL) file is one of the essential elements for using the framework. The IDL
file is used to define the interface between the client and the server and is written in a language
independent of the programming language [1995]|. The role of the IDL file is to generate
stubs for the client and the server via a stub generator. The IDL file is therefore the author of the
client-server communication specification. Without the IDL file, the client would not be able to call
the desired service correctly or even find the address of the server. It can be argued that the key to the
operation of the entire RPC process is the writing of the IDL file, which in turn connects the IDL to
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the programmer.The programmer needs to define in the IDL file what services can be called by the
client and what parameters need to be passed.

Although the RPC protocol was invented a long time ago for the exchange of information
between client and server it does not mean that it is obsolete. In today’s popular MSA, RPC is still
widely used to communicate between different services [Huang et al., |2020]. gRPC is a modern
RPC framework (client/server model) based on the HTTP/2 protocol developed by Google. gRPC’s
interface definitions are written using the Protocol Buffer library and stored in .proto files (a kind
of IDL file). gRPC has several advantages over traditional RPC frameworks. Firstly, thanks to
the multiplexing features of HTTP/2 gRP is able to deliver more information with less network
connection overhead than traditional RPC frameworks using HTTP/1.x. Secondly, gRPC uses a
Protobuffer as the storage format for serialized data, which reduces the size of the data significantly
compared to textual formats such as JSON [Popi¢ et al.l 2016]. In addition, binary data is preferred
to text for network transmission. Finally, gRPC supports cross-language development such as C++,
Java, and Python, which allows developers to write clients and servers in different programming
languages. With all these advantages, the gRPC framework offers outstanding performance and
flexibility.

1.3.3 MQTT

Message Queue Telemetry Transport (MQTT)Soni and Makwana) [2017]]is a lightweight and
bandwidth-efficient protocol used for communication between devices in the Internet of Things
(IoT). It was invented by Andy Stanford-Clark of IBM and Arlen Nipper of Cirrus Link Solution. It
works by using a publish/subscribe model, where devices can publish messages to a broker, which
then distributes those messages to other devices that have subscribed to receive them. This allows for
efficient and scalable communication between devices with limited resources.The three components
can be seen in Figurd6]
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Figure 6: The architecture of MQTT.



From the figure we can see that the publish/subscribe pattern is a messaging pattern used in MQTT
and is central to its function. This pattern is divided into three primary components: the publisher,
the subscriber, and the broker.

The first part of it is the publisher. It is the component that produces the message. The publisher does
not send the message directly to a specific subscriber. Instead, it categorizes the message under a
specific topic and sends it to a broker. For the second part of it the architecture, it is the broker that
becomes the intermediary that receives all messages from the publishers. It sorts these messages
based on their topics. The subscriber receives messages based on specific topics it has subscribed to.
The subscriber does not know the identity of the publisher. The broker sends all messages that fall
under the subscriber’s topics of interest.

1.4 Scope

For the scope of our research, we expect to take a deep dive into communication protocols in
microservices to understand how they affect the efficiency of service discovery. Our point study
focuses on four specific communication protocols: HTTP/REST, gRPC and MQTT. hopefully, at the
end of our research, it will provide some useful insights into choosing communication protocols in a
microservices architecture.

2 Influence of Communication Protocols on Service Discovery Efficiency

2.1 HTTP/REST

Service discovery has become a critical aspect in the world of HTTP/REST services due to the
extensive increase in the variety and number of services available. The efficiency of service discovery
plays a significant role in web-based systems’ overall performance and usability. To understand the
influence of HTTP/REST on service discovery efficiency, we draw upon insights gleaned from three
research papers and a book as outlined.

Elshater et al.| [2015] present an innovative technique for discovering web services called
"goDiscovery." This approach exploits the fundamentals of HTTP/REST and facilitates efficient
discovery by enabling clients to find and integrate with the necessary services quickly. The
"goDiscovery" approach takes advantage of REST’s statelessness, providing quick responses
and reducing the overall latency in the service discovery process. The inherent properties of
HTTP/REST protocols are leveraged to enhance the efficiency of service discovery. What is more,
Aziez et al.|[2019]] present a comparative study of service discovery approaches in the Internet of
Things (IoT) context. The authors highlight that HTTP/REST-based service discovery approaches
perform exceptionally well due to their lightweight nature and statelessness, which makes them
apt for IoT applications. The ability of RESTful APIs to handle requests concurrently also allows
for more efficient discovery of services in an IoT context, which often involves thousands of
devices. Moreover, Verborgh et al.|[2011]] introduced a novel "Hyperlinked RESTdesc" approach
for runtime service discovery. It leverages hypermedia controls provided by RESTful HTTP
services to aid in efficient service discovery. The paper underscores that the hypermedia-driven
nature of HTTP/REST protocols allows for improved navigability and discoverability of services
at runtime. And Hutchison| [2015] address the challenges of engineering web applications in
the significant data era and discusses the role of HTTP/REST in enhancing service discovery. It
emphasizes that the scalable nature of HTTP/REST makes it conducive for managing and discov-
ering services in big data applications, as it can easily handle an enormous volume of data and services.

A compelling claim is made by combining the knowledge gained from several studies:
HTTP/REST protocols fundamentally improve the effectiveness of service discovery. The processes
that speed up the identification and integration of web services are part of their fundamental traits,
far outperforming the effectiveness of traditional approaches. Their architecture, which is naturally
lightweight and capable of handling many requests, enables distributed systems to communicate
more quickly. It is instrumental in settings with high data volumes or network traffic.

Because of their love for hypermedia, HTTP/REST protocols encourage increased runtime
navigability. Utilizing hypermedia controls enables dynamic service traversal, facilitating the



quick finding of valuable resources. This characteristic guarantees seamless service interaction,
enables effective integration and promotes a vast and interconnected system. In large-scale systems,
the impact of HTTP/REST increases its power in scalability and performance. These protocols
provide improved scalability since they are stateless, a quality crucial in the Big Data era. Under the
supervision of HTTP/REST protocols, large-scale applications and services can communicate and
handle enormous volumes of data and concurrent services while retaining efficacy.

Moreover, HTTP/REST protocols are well positioned in the Internet of Things (IoT) envi-
ronment due to their ability to handle concurrent queries and lightweight architecture. These
characteristics provide simplified data exchange in a system with an extensive network of devices
that demands effective communication, improving service discovery performance.

To sum up, HTTP/REST protocols have a profound and multifaceted impact on the effec-
tiveness of service discovery, influencing operational capabilities across a wide range of applications
such as web-based systems, [oT, and Big Data solutions. Their contributions improve these domains’
overall agility, resilience, and effectiveness. The importance of HTTP/REST protocols and their
influence on service discovery is expected to grow. They play a crucial role in this environment
because of their innate capacities to promote effective service discovery, support robust web systems,
and power durable IoT applications.

22 RPC

As described in section 1.4, the RPC protocol requires the client to know many details such as
function names, parameters, and even addresses before calling the server. Therefore, the client and
the server need to be pre-bound in order to exchange information. However, the client is most
interested in using the desired service and not in all the details of the service. It can be argued that
the use of RPC reduces the abstraction of the system architecture and thus requires the client and
even the programmer to master too many details.

The research by Jacob and Mudge| [1996] points out the incompetence of RPC protocols in
a nomadic computing environment. Nomadic computing requires mobile devices to be able to
discover and use new services as they move to new environments [Kleinrock, [1995]]. The authors
argue that there are two influential factors in order to achieve nomadic computing. Firstly, the authors
suggest that the client should be able to use something like a directory to find the service-based
properties of a service when entering a new environment. Secondly, the authors consider that the
client must have the ability to dynamically acquire the service interface, i.e. instead of using a stub
generated from an IDL file to predefine the interface between the client and the server, the interface
description must be obtained directly from the server. For a solution, the authors first discuss the
option of modifying the RPC protocol to use a protocol interpreter to interpret the new service
interface in order to eliminate the client’s reliance on the IDL file, however, they conclude that
this would break the structure of the RPC protocol itself. The authors then propose a standard for
supporting nomadic computing called service discovery. Service discovery, as defined by the authors,
requires allowing a client to retrieve a list of services from a service catalog and connect to a server
and then obtain an interface directly from the server and interact with it. From the above mechanism,
it appears that what Jacob and Mudge propose is the prototype of a modern service discovery and
registration mechanism.

A number of alternative solutions have been proposed to address the need to explicitly de-
fine function calls and references to the server in the use of the RPC protocol. The Cygnus model
is a model for abstracting services [Chang et al., [1991]]. The core idea of the Cygnus model is
to decouple the service from the server and even the service interface so that the client gets a
high-level view of the corresponding service. The Cygnus model consists of four elements, the
client, the service types, the service entities, and the server. In the Cygnus model, the client
accesses the desired service through a set of attributes, i.e., the service type. For example, a set of
attributes may contain the name of the service and the version of the service. The service entity
represents the service interface in the Cygnus model and the model binds the service type to the
service entity rather than to the server because the server may expose a number of interfaces
for different services. The key point in the Cygnus distributed system is the use of a distributed
database because the database maintains the relationship between the service types, service entities,



and servers. Querying the database is a necessary step in the Cygnus system to obtain the true
service implementer. Research on the Cygnus model has also shown that the Cygnus system has
a lower overhead than Sun RPC (an RPC framework). The key contribution of this research is
the proposed method of abstracting the service, thus reducing the amount of detail that the client
needs to know about the server. However, the problem is not fully solved as the Cygnus model still
requires the client to learn the service interface in advance (it cannot be implicitly bound to the server).

Similarly, in their research, jord Neuman et al.| [1993] propose the use of the Prospero di-
rectory service to solve the problems in pervasive computing. The concept of pervasive computing is
similar to that of nomadic computing. The two most important characteristics of pervasive computing
are mobility and scale. Mobility means that when a user’s location changes the user may need to
choose another server to get the corresponding service. Scale means that the number of services may
overload the user as the user’s location changes because the user needs to maintain a large amount
of information about the service. Therefore, the two biggest problems of pervasive computing are
the server selection problem and the user location problem. To solve the server selection problem,
Prospero allows users to create virtual systems for mapping names to servers. The biggest advantage
of Prospero is that mappings can be dynamically determined through virtual system aliases, union
links, and filters. The advantages are very similar to the Cygnus model of invoking services by
service type as they do not require the provision of service specifics but only some properties of the
service. The issue of user location is mainly concerned with the storage of user login information in a
distributed system and is not relevant to service discovery and is therefore not discussed here.

One way used to resolve implicit client-server binding is by inserting RPC agents between
the client and the server [Huang and Ravishankar, |1994]]. Using RPC agents will transfer the
responsibility for learning the interface from the client to the agent. In this way, the problem of
different RPC protocols being used between the client and the server can also be solved since they
would not be able to communicate directly. The authors propose two agent models in their research,
the one-agent model and the two-agent model. The one-agent model converts communication
between different RPC protocols by deploying an agent between the client and the server. The
two-agent model deploys one agent on the client and one on the server and uses the proxies to
connect and communicate. In the study, the authors also discuss the advantages and disadvantages of
the two agent models. The authors of the study point out that the two-agent model is better because it
reduces the complexity of agent construction. For the one-agent model, the agent needs to learn the
client and server RPC protocols, whereas for the two-agent model, the agent only needs to learn
the protocols of the local and agent links. The one-agent model makes it necessary for the agent to
exist on either the client or the server, thus making it necessary for the agent to learn non-local RPC
protocols. In terms of performance, research has shown that although the two-agent mode causes
some performance degradation, it is acceptable (2 ms to 6 ms). However, there are some drawbacks
to this approach. Firstly, although the responsibility for learning the interface is transferred to the
agent, the construct becomes more complex resulting in additional overhead. The agent needs
to be updated to learn the new interface and the client needs to invoke the service according to
the interface specified by the agent. The second problem is that the client still needs to know
the details of the information it wants to send to the agent, thus leaving the abstraction problem behind.

Modern RPC frameworks such as gRPC still do not seem to address the issue of dynami-
cally learning interfaces. Figure[7]illustrates the structure of gRPC. From the above picture, we can
see that gRPC allows different programming languages to be used to write the client and server but
the client still needs to use the stubs to communicate with the server. gRPC indeed requires the
relevant information to be written into the IDL file for use. This means that the client and server must
adhere to the same interface for information exchange rather than allowing the client to learn the
interface description from the server as proposed by the service discovery standard. Furthermore,
gRPC does not have an embedded service discovery and registration mechanism. gRPC’s built-in
service discovery only supports DNS resolution, i.e., finding the corresponding IP address by name.
However, gRPC has the ability to implicitly bind clients and servers by using third-party registry
components such as ZooKeeper and etcd. Using the registry clients can dynamically look up the IP
address of the required service without the need to specify service-related properties prior to the call.
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23 MQTT

For the service discovery of MQTT. It is mainly discussed under the IoT background. While MQTT
can be used to exchange information about available services, it is not specifically designed for service
discovery and there surely have some drawbacks when coming to the service discovery part.
[2021]] Geonwoo [2019]mentioned that the autoconfiguration feature of it could let
it act bad in multicasting and resource directories for managing IoT resources while using MQTT
can help optimize communication between cloud microservices in the 0T cloud. While MQTT
does offer different QoS (Quality of Service) levels, the guarantees it provides at each level may
not be sufficient for some applications/Sadeq et al.|[2019] For instance, QoS ensures that messages
are delivered exactly once, but it involves a complex four-step handshake which can be overkill for
simple sensor readings. Another drawback of it is the single point of failure. MQTT relies on a
central broker to relay messages. If this broker fails, the entire messaging system can come to a
halt. Hence, it’s critical to ensure the broker is highly available and scalable. There is another threat
that while MQTT does support TLS/SSL for secure message transmission, it lacks built-in support
for more complex security measures like message signing or encryption, access control, and other
common security requirements in a microservice architecture/Iyer et al.| [2018]] On the other hand,
MQTT’s lightweight publish/subscribe communication model could be leveraged to create a system
where services can dynamically publish their presence or subscribe to other services especially when
it comes to [oT scenarios and resource Constrained Environments.

3 Discussion and Conclusions

Model
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tecture

Performance gRPC Protocol Buffers, | Compatibility (Net-
HTTP 2.0, Multiple | work/Language),
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loosely coupled, inde- tion capabilities

pendently deployable

services

IoT Scenarios, Need | MQTT Designed with IoT, | Limited QoS Single

for Publish/Subscribe Resource Constrained | Point of Failure Lack

Model Environments,Need of Standard Security
for Publish/Subscribe | Mechanisms




When we examine the various communication protocols and their ramifications, as shown in the table
above, we can see the delicate role of communication protocols in influencing service discovery
within MSA. The research articles "Evaluating the Impact of Inter-Process Communication in
Microservice Architectures” and "Comparing REST, SOAP, Socket and gRPC in computation
offloading of mobile applications: an energy cost analysis" offer insightful information in this regard.

The gRPC protocol is frequently selected for high-performance MSA because of its use of
Protocol Buffers and HTTP 2.0 and its wide range of language compatibility. The research
"Evaluating the Impact of Inter-Process Communication in Microservice Architectures" explains
how gRPC beats its rivals thanks to its effectiveness in offloading computation and lower energy
cost. It also draws attention to potential problems, such as the difficulty of service discovery
and interoperability with various network and linguistic infrastructures. The difficulty of service
discovery increases due to gRPC’s non-human readable data format, highlighting the necessity of
effective service discovery procedures in such situations.

Due to its statelessness and interoperability, HTTP/REST is frequently chosen by microser-
vices that want to be loosely connected and independently deployable. This makes service discovery
and interaction more straightforward. Because each request can be handled separately because of the
protocol’s statelessness, service discovery in distributed systems is made more accessible. However,
using HTTP/REST can be inefficient for some application scenarios because it adds overhead and
does not support real-time communication.

The MQTT protocol is a top pick for IoT applications when the requirement for a Pub-
lish/Subscribe paradigm is critical. [Shafabakhsh et al.| [2020]] explores how MQTT’s design is
specifically adapted to IoT and resource-constrained settings. The article also highlights the
protocol’s shortcomings, such as low Quality of Service (quality of service), single points of failure,
and a lack of standardized security measures, which may impact service discovery effectiveness in
certain circumstances.

Chamas et al.| [2017]] emphasized how crucial it is to pick the proper protocol based on the
application’s particular needs. The protocol choice regarding energy costs, computing efficiency, and
other factors can impact the efficiency of service discovery.

Finally, there are numerous ways in which differing communication protocols affect service
discovery in MSA. Variables, including the type of microservices, the context of the application,
and the unique properties of the protocols themselves, greatly influence the effectiveness of service
discovery. To successfully navigate the world of MSA, it is, therefore, essential to have a thorough
understanding of these protocols and their ramifications.
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Abstract

Presently, cloud computing is widely regarded as the preferred approach
for addressing service execution requirements. Nevertheless, there exist
multiple methods for implementing cloud computing, with each approach
being optimal for specific needs and necessitating particular evaluations.
The paper commences with a comprehensive introduction to cloud service
and deployment models, followed by an analysis of the advantages and
disadvantages of cloud computing, ultimately culminating in a discussion
of Multi-cloud. The present study centers on the current status, challenges,
and prospective advancements of Multi-cloud, with a particular emphasis
on the management complexities and developments associated with it.

1 Introduction

Cloud computing is defined as “a way to architect and remotely manage computing
resources” [28]. Through the latest twenty years cloud computing has gained
more and more popularity, this can be noticed by the Figure [1| showing AWS,



one of the most famous CSP’s ( cloud service provider ) revenues from Q1’14 -
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Figure 1: AWS Revenue from Q1’14 - Q3’22

Cloud computing can be provided through various service and deployment
approaches.

Cloud computing service models can be categorized into three main types:
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software
as a Service (SaaS) [9]. According to [8] Software as a Service (SaaS)"the
consumer can operate a software on the provider’s cloud system, typically over
the Internet". Based on the cited source, in the context of Platform as a
Service (PaaS), "the provider allows the consumer to use the cloud network as
a platform for their own developed or acquired programs." The Infrastructure
as a Service (IaaS) model involves the provision of virtual storage and machines
to the consumer.

Based on , Cloud deployment models/types can be categorized as follows:
A private cloud is a type of cloud infrastructure that is allocated for the
use of a single organization, which may consist of multiple consumers such
as business units. The term community cloud refers to a cloud computing
infrastructure that is allocated for the sole use of a particular community of
consumers, consisting of organizations that share common concerns. The term
public cloud refers to a cloud computing model where the cloud infrastructure is
made available for unrestricted use by the general public. The concept of hybrid
cloud pertains to a cloud infrastructure that comprises multiple, separate cloud
infrastructures such as private, community, or public clouds. These individual
entities are integrated through standardized or proprietary technology, which
facilitates data transfer and applications across the different clouds. An example



of this is cloud bursting, which allows for load balancing between clouds.

To determine the appropriate cloud deployment model, it is necessary to
assess the cloud based on the specific requirements of the final product. According
to the summary provided by [17], the advantages of cloud computing can be
delineated as follows:

The ability to “Satisfy business requirements on demand, by resiz-
ing the resource occupied by application to fulfill the changing the customer
requirements”, The ability to achieve “Lower cost and energy saving, by
making use of low cost PC, customized low power consuming hardware and
server virtualization, both CAPEX and OPEX are decreased” and The ability to
“Improve efficiency of resource management, through dynamic resource
scheduling”

According to [17], the drawbacks of cloud computing can be summarized
as follows: The issue of privacy and security is a significant concern for
customers who prioritize the safeguarding of their personal information and data
security over conventional hosting services. The term "continuity of service"
pertains to various factors that may potentially impede the seamless operation of
cloud computing, including but not limited to issues with internet connectivity,
power outages, service interruptions, and system glitches. Presented below are
some common instances of such issues: In November of 2007, RackSpace, a
competitor of Amazon, experienced a service disruption lasting three hours due
to a power outage at its data center. Similarly, in June of 2008, Google App
Engine service experienced a six-hour interruption due to storage system bugs.
Finally, in March of 2009, Microsoft Azure encountered a 22-hour service outage
caused by an operating system update. The present public cloud provider, which
operates on virtualization, stipulates a service reliability of 99.9% in its Service
Level Agreement (SLA). In addition, the migration of services represents a
significant challenge within the context of cloud computing. There is a lack of
consensus among regulatory bodies regarding the standardization of the external
interface of cloud computing.

In order to address certain apprehensions associated with cloud computing,
such as those pertaining to privacy, security, and continuity of service, various
hosting infrastructure strategies, such as Hybrid-cloud and Multi-cloud, may
be implemented.

The concepts of multi-cloud and hybrid cloud both involve integrating multiple
cloud services. However, the distinguishing factor between the two lies in the
deployment type of the cloud. Specifically, hybrid-cloud pertains to the utilization
of two or more distinct types of cloud (i.e., public or private), while multi-cloud
pertains to the utilization of various clouds from different vendors, all of the
same type (i.e., public or private) [26][14]. Adopting a multi-cloud strategy
may entail the utilization of either two public cloud infrastructures or two
private cloud infrastructures. The implementation of a hybrid cloud strategy
entails the utilization of both a public cloud infrastructure and a private cloud
infrastructure|26].



2 Literature / background

2.1 Multi-cloud computing challenges

In reference to |7], some of the multi-cloud’s challenging characteristics are the
concept of workload portability, which refers to developing an application
only once and deploying it on multiple cloud computing platforms. And the
concept of workflow portability pertains to sustaining a uniform workflow
across multiple clouds. The concept of data portability that refers to the
ability to transfer data from one cloud platform to another. Finally, traffic
portability that pertains to the capability of directing traffic among clients
that are located in different geographic locations.

Some of these challenges are introduced by the practice of Cloud-Service-
Providers’ (CSP) to vendor lock. With vendor lock, we define “a situation
where the cost of switching to a different vendor is so high that the customer
is essentially stuck with the original vendor.”’|27] “Vendor lock-in problem in
cloud computing is characterized by expensive and time-consuming migration
of application and data to alternative providers. Cloud software vendors lock
in customers in several ways: (1) by designing a system incompatible with
software developed by other vendors; (2) by using proprietary standards or
closed architectures that lack interoperability with other applications; (3) by
licensing the software under exclusive conditions”[15]

Vendor locking can be mitigated on various levels by the adoption of non-
proprietary technologies that are supported by multiple vendors/CSPs. To make
some examples, on the containers and cluster level, an option could be Docker
for containers and Kubernetes for clusters, while on an IaaS level, an option
could be an open-source TaaS platform like OpenStack which can be public or
private [19] and can be hosted by multiple CSP’s.

Access management and authorizations are another Multi-cloud computing
challenge. This is due to the need for operators to manage authorizations
and access multiple cloud instances. A significant challenge in a multi-cloud
environment is the increased responsibility placed on the organization to ensure
the security of data stored across multiple cloud providers and the secure exchange
of information between them. Another challenge is to support, as it is imperative
that the end user is not required to be concerned with the provider responsible for
delivering a service. As such, it becomes necessary to incorporate a client-support
or self-service feature|2].

2.2 Multi-cloud computing benefits

The adoption of multi-cloud computing has gained significant attention among
enterprises because of its diverse advantages, as outlined by [16]; these advantages
include: Managing service peaks, balancing cost efficiency and service excellence,
responding to modifications in provider offerings, implementation of certain
limitations such as new regulations or geographical locations, ensuring the
availability of resources and services, creating backups for unexpected outages



or planned maintenance, serving as an intermediary, and improving one’s own
cloud services and resources through agreements with third-party providers.

2.3 The current state of multi-cloud management

According to [10], due to the increasing complexity of multi-cloud architectures,
it is likely that more organizations will use multi-cloud management tools in the
coming years.

Based on [11], the growth of the multi-cloud management market is antic-
ipated as businesses increasingly investigate and adopt various cloud service
providers. Enterprises are expected to seek comprehensive solutions for manag-
ing their multi-cloud. In addition to the existing methodology, there will be a
heightened need for platforms that facilitate the management of multiple clouds.
In numerous aspects, the year 2023 has the potential to serve as the foundational
year for managing multi-cloud environments, both in terms of strategic planning
and operational implementation.

2.4 Multi-cloud management current solutions and trends

The usage of management tools is critical in multi-cloud environments due to the
additional layer of complexity introduced to the cloud architecture, despite the
numerous advantages that multi-cloud offers. The subject matter pertains to the
interplay between platform heterogeneity, management control, and automated
application deployment|21].

Using multi-cloud management can enable organizations to leverage the
advantages of different cloud services while avoiding the challenges of managing
numerous platforms. Managing multiple clouds also facilitates transparency,
as the associated tools typically allow overseeing workloads and other metrics.
Moreover, Multi-cloud management tools offer advantages such as aiding IT
departments in implementing security policies and providing proactive assistance
in identifying potential security vulnerabilities. These tools can also facilitate
the management of expenses |25|. Furthermore, they allow developers to expedi-
tiously and reliably generate applications. Multi-cloud management solutions
commonly offer automated provisioning functionality and workflow management
[18].

Current solutions and trends of multi-cloud management include utilizing
multi-cloud tools and multi-cloud platforms.

2.4.1 DevOps tools

Greater cloud coverage can increase the potential for misconfigurations, resulting
in security vulnerabilities, unanticipated system behavior, suboptimal resource
allocation, and excessive monthly cloud expenditures [5].
Infrastructure-as-code (IaC) solutions, namely Chef, Puppet, Ansible, and
Terraform, belong to the category of DevOps tools that generate policy-based
templates to ensure uniform configuration and provisioning of cloud-based server



environments. These tools aid in mitigating the likelihood of misconfigurations
and eliminate the need for conjecture when administering servers on various
platforms [5]. For example, Terraform is a cloud-agnostic tool that facilitates
the management of multiple providers through a single configuration. The
system is capable of managing interdependent resources across multiple cloud
platforms. The simplification of infrastructure management and orchestration
helps operators in constructing extensive multi-Cloud infrastructures|18].

Continuous integration and continuous delivery CI/CD tools, includ-
ing Jenkins, GitLab, and Spinnaker, facilitate the automation of the application
building and deployment process across various cloud environments. These mea-
sures decrease the administrative burden. In addition, they facilitate the early
detection and resolution of bugs by developers during the delivery phase, a fea-
ture that proves especially advantageous when implementing code modifications
across multiple environments [5].

2.4.2 Package Management tools

Software supply chain management solutions, such as Cloudsmith, JFrog Arti-
factory, and GitHub Packages, offer a secure and centrally managed repository
for storing and organizing the diverse artifacts of an application|5].

Application dependency management can be simplified by utilizing tools
that facilitate the management of containers, scripts, and libraries. These tools
can seamlessly integrate into the continuous integration/continuous deployment
(CI/CD) pipeline. The aforementioned approach is especially advantageous
in intricate multi-cloud scenarios, as it affords entities a prompt and effective
mechanism for disseminating their software resources to diverse sites within their
cloud infrastructure[|.

2.4.3 Cloud Cost Management tools

Achieving optimal cloud cost is a challenging task, even in the case of basic
deployments. Using cost-optimization tools that possess multi-cloud capabilities
can aid users in maximizing the value of their on-demand infrastructure by
identifying the most economically efficient provider for each of their workloads.
Cloud cost management platforms that offer support for multiple clouds com-
prise Apptio Cloudability, CloudZero, and Flezera One. According to [6], Cost
management tools are among the most commonly utilized types of multi-cloud
tools.

2.4.4 Cybersecurity tools

The security of data is a significant apprehension among end-users in multi-
cloud settings. Safeguarding said environments from potential attacks and
intrusions is a significant area of focus within both academic research and
industrial applications[4]. In multi-cloud environments, deploying firewalls and
other standard rule-based security protection solutions is insufficient to guarantee
the safety of user data.



Clients have the option to utilize the internal security measures offered by in-
dividual cloud providers. However, these security measures are typically tailored
to their respective platforms, rendering them inadequate for ensuring security
across multiple cloud environments. In contrast, non-proprietary tools typically
lack vendor specificity and can facilitate clients in centrally managing security.
For example, The aforementioned solutions encompass general-purpose capabili-
ties that cater to multi-cloud environments, such as Lacework, F5, Cloudflare,
and CrowdStrike. Additionally, composite tools, such as security information
and event management (SIEM) systems, are utilized to consolidate and
scrutinize data obtained from diverse sources. And specialized tools, such as
Cloud Security Posture Management (CSPM) and Cloud Infrastruc-
ture Entitlement Management (CIEM), are utilized to monitor and analyze
configurations and permissions in cloud environments.

The authors of [20] presented a solution to address security concerns in
multi-cloud environments. They established the feasibility of utilizing supervised
machine learning techniques to detect anomalies and categorize attacks. They
utilized a widely used dataset that is accessible to the public to construct and
evaluate machine learning models for the identification and classification of
various types of attacks. The researchers have employed two distinct supervised
machine learning methodologies, including linear regression (LR) and random
forest (RF). The findings indicate that despite achieving flawless detection,
the precision of categorization may still be compromised by the existence of
resemblances among various attacks. The findings indicate a detection accuracy
of over 99% and a categorization accuracy of 93.6%, albeit with certain attacks
being uncategorized. Moreover, the authors contend that this classification can
be extended to multi-cloud environments by utilizing identical machine learning
methodologies.

2.4.5 Containers

Containers have recently gained significant popularity as a virtualization alter-
native to conventional virtual machines. Containers utilize the kernel of the host
operating system (OS) to access the necessary underlying resources instead of
employing a hypervisor. This attribute facilitates the duplication of containers
across disparate servers featuring distinct configurations, subject to the condition
that the operating system of each server employs an identical or compatible
Linux kernel. Consequently, their high level of portability makes them well-suited
for deployment across various cloud environments [5].

Docker is a prominent platform that is based on Linux, and it is used for the
development, transportation, and execution of applications through virtualization
that is container-based. The management of a number of containers within a
Docker cluster can present challenges, and as a result prompting the emergence
of container-centric orchestrators such as Docker Swarm, Google Kubernetes, and
Apache Mesos. The automation of provisioning and management of intricate
containerized deployments across different hosts and locations is achieved by
using container-level orchestration|24].



2.4.6 Artificial Intelligence & Machine Learning

According to [12], globally, individuals utilizing cloud services are exploring
advanced cloud management tools that incorporate artificial intelligence (AI)
technology to facilitate the automation of cloud performance optimization and
identification of anomalies. To achieve efficacy across multiple cloud environ-
ments, artificial intelligence tools necessitate a shared representation of cloud
services and the provision of machine learning optimization that caters to diverse
objectives. Additionally, machine learning (ML) has garnered considerable inter-
est in cloud and multi-cloud computing, primarily due to the cost-effective ML
services offered by public cloud providers. Machine learning techniques facilitate
the analysis of patterns in parameters of cloud entities, thereby enabling the
optimization, classification, and prediction of cloud workloads. The coherent
implementation of machine learning technology across different cloud platforms
necessitates a unified depiction of said entities. Obstacles to achieving optimal
results include challenges such as selecting appropriate reference sets, defining
distance metrics, and considering nonfunctional properties. Resolving these
obstacles is imperative for completely utilizing machine learning in multi-cloud
settings and augmenting cloud administration competencies.

Some examples of using Al and ML in multi-cloud management are |20]
which they proposed machine learning for Anomaly Detection and Categoriza-
tion in Multi-Cloud Environments, and [1] that in multi-cloud environments, an
Al-driven collaborative Intrusion Detection System (IDS) is employed as the
methodology; by using machine learning techniques, historical feedback data is
effectively leveraged to facilitate proactive decision-making. Additionally, Utiliz-
ing a Denoising Autoencoder (DA) is a fundamental component in constructing
a deep neural network, enabling the system to render determinations regarding
dubious intrusions despite receiving only partial feedback. The evaluation of
the model using real-life datasets indicates a high level of detection accuracy,
reaching up to 95%. Artificial intelligence can also be used for resolving IoT
multi-cloud scheduling because of the complexity of multi-cloud scheduling [3].

3 Discussion

3.1 Future trends in multi-cloud managements

Subsequent investigations pertaining to multi-clouds ought to prioritize the
establishment and maintenance of standardized protocols. In addition to the
existing literature on multi-cloud computing, further research endeavors should
prioritize the integration of multi-cloud with other cutting-edge technologies such
as machine learning and big data. This is because these technologies have the
potential to effectively address the current challenges associated with multi-cloud
computing.|22]

Based on our research for this literature study, we decided to categorize
future trends in multi-cloud management into three different categories.



3.1.1 Artificial Intelligence & Machine Learning

Artificial intelligence (AI) and machine learning (ML) are predicted to be used
for the purpose of automating a wider range of tasks in multi-cloud management,
including workload balancing and disaster recovery. Additionally, these technolo-
gies are expected to offer more profound insights into cloud usage, performance
and enhance decision-making processes in multi-cloud environments.

3.1.2 Security

With a complex multi-cloud environment, there is a natural worry about security
because the number of threats is growing. The modern, digital-native world is
becoming more vulnerable to cyberattacks, and a multi-cloud ecosystem needs
specific types of security to protect its data and protect the privacy of its clients,
vendors, and employees. In a multi-cloud environment, companies will look for
ways to break down the walls between their technical and security teams|11].

Using AT and ML in multi-cloud management tools is something new, and
based on what we have found, it is mostly used for security purposes, as it is
mentioned before in the Multi-cloud management current solutions and trends
section. It is predictable that AI and ML will be used again for enhancing
security in multi-cloud management.

3.1.3 Cost management

Companies may optimize multi-cloud costs in 2023. Vendor management and
multi-cloud ecosystem use will be important here. The technical teams won’t
be the only ones responsible for creating a culture of justifying and optimizing
multi-cloud spending. Leaders of functional groups will regularly communicate
the impact of underutilized cloud instances and resources. Organizations will
also invest in multi-cloud management platforms and find ways to reduce their
unused cloud consumption|11].

The influence of artificial intelligence in various fields is undeniable. Therefore,
using artificial intelligence to optimize cost management in multi-cloud is not
out of mind.

4 Conclusion

In conclusion, multi-cloud computing has several challenges and benefits, chal-
lenges such as: workload, data, traffic portability, and vendor lock-in. On the
other hand, multi-cloud computing has advantages such as effective service
management, cost-efficiency, adaptability, and resource availability. The trend
toward using multi-cloud computing and adopting management tools indicates
the recognition of the need for efficient multi-cloud management. Prominent
solutions include multi-cloud management tools and platforms. For example,
DevOps tools, package management, cost optimization tools, cybersecurity mea-
sures, and container technologies. Future trends involve the integration of Al



and ML in multi-cloud management, enhanced security, and optimized cost
management. Overall, multi-cloud computing provides a compelling choice for
enterprises seeking resource management and access to diverse cloud services.
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Abstract

This essay provides a comprehensive exploration of cloud computing, focusing
on its emergence, service models, and deployment models. It also investigates
the crucial factors in selecting an optimal cloud service solution, considering
different business needs and data types. A comparative analysis of Cloud Service
Providers (CSPs) is carried out, evaluating aspects like reputation, reliability,
security standards, support services, and compliance. The paper further delves into
the process of optimizing and implementing cloud solutions, outlining steps for
selecting an optimal plan, evaluating benefits, pricing, flexibility, and Total Cost of
Ownership (TCO). Implementation steps such as migration, performance testing,
reliability, and training testing are discussed, and the essay concludes with a section
on monitoring and adjusting for performance and technology trends.

1 Introduction

In recent years, cloud computing has revolutionized the IT industry by providing an alternative to
traditional on-premises computing. By 2021, the amount of data stored in the public cloud has
surpassed both consumer devices and traditional data centers (see Figure 4 and Figure 5). Alongside
this, there has also been an increase in Cloud Service Providers (CSP), which makes it challenging
for businesses to choose an optimal cloud service. This literature study aims to provide a high-level
framework which can help guide businesses in making this crucial decision. The scope of this study is
specifically on cloud-based data solutions from three of the biggest cloud service providers: Amazon
Web Services (AWS), Microsoft Azure, and Google Cloud Platform (GCP). This paper aims to
answers the following reseach question:

"What are the key factors that influence the choice of cloud-based data solutions
among businesses?"
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Figure 1: Defining features of Cloud Computing [21]

1.1 Emergence of Cloud Computing

Prior to the rise of cloud computing, a traditional on-premise computing infrastructure was the norm
for the majority of organizations. On-premise computing refers to an internally hosted infrastructure.
This means organizations are solely responsible for the design, implementation, and maintenance
of their computers and servers [16]. Although this on-premise approach allows organizations to
have total control over their hardware, software, and data, the authors of Peng et al. [[16] mentioned
that this approach carries drawbacks. Two of these are: significant upfront costs and the need for
time-consuming upgrades. In contrast, cloud computing technologies offer similar infrastructure but
instead, from a third-party hosted as a service over the internet. This provides a solution of the above
mentioned disadvantages, through a diminishing need for initial hardware investments. Additionally
this also reduces expenses and internal risks associated with system maintenance and upgrades [16].

There are many definitions for the term cloud computing, Stanoevska-Slabev et al. [21] summarize
these definitions as a new computing paradigm that provides on-demand infrastructure, resources
and applications. Cloud computing is characterized by its pay-per-use business model, and its main
features are virtualization and on demand dynamic scalability (see Figure 1). "Cloud Computing
abstracts from the underlying hardware and system software through virtualization. The virtualized
resources are provided through a defined abstracting interface (an Application Programming Interface
(API) or a service). Thus, at the raw hardware level, resources can be added or withdrawn according
to demand posted through the interface, while the interface to the user is not changing. This
architecture enables scalability and flexibility on the physical layer of a Cloud without impact on
the interface to the end user." [21]. In conclusion, businesses do not need to purchase, own, and
maintain physical data centers and servers anymore. They can purchase resources like computing
power, storage, and databases as a service from a CSP.

1.2 Service Models

Zhang et al. [27] describes three main categories of cloud computing services: Infrastructure as a
Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). They all aim to provide
the benefits of the cloud but do this in different ways. Each category delivers an increasing level of
abstraction from the underlying infrastructure. All service models allow businesses to focus more on
their strategic and operational tasks, and worry less about the management of the IT infrastructure.
Below are the three categories as defined by Zhang et al.[27]:

1. Infrastructure as a Service (IaaS): This service model allows the provisioning of infrastruc-
ture resources over the internet on an on-demand basis, typically in the form of Virtual
Machines (VMs). This eliminates the need for businesses to invest in setting up and
maintaining physical servers, storage, and network infrastructure.

2. Platform as a Service (PaaS): This service model allows the provisioning of platform layer
resources over the internet that encompass support for operating systems and software



development frameworks. Developers can build, test, deploy, and maintain applications
without the complexities of setting up and managing the underlying infrastructure.

3. Software as a Service (SaaS): This service model provisions on-demand applications over
the internet. A third-party provider hosts applications which users can access over the
internet without the complications of installation and maintenance.

1.3 Deployment Models

A deployment model is a specification of how cloud computing resources are managed and who can
access them. Each model has its own strengths and weaknesses, and is suitable for different needs.
The optimal model typically depends on the specific requirements of a business. Mell and Grance
[12] have described four deployment models:

1. Private cloud: This cloud infrastructure is exclusively provided for the sole utilization of a
single organization containing multiple business units. The ownership, management, and
operations are hosted on a private network and are maintained by the organization itself, an
external third party, or a combination of both. The physical location of the private cloud can
be either on-site (on-premises) or off-site.

2. Community cloud: This cloud infrastructure refers to a collaborative system utilized by a
particular community of users that share a common interest. The ownership, management,
and operations are maintained by one or more of the organizations in the community, an
external third party, or a combination of both. Just like the private cloud, the community
cloud can exist either on or off-premises.

3. Public cloud: This cloud infrastructure is openly available for the use of the general public.
The ownership, management, and operations can be a diverse range of entities including
businesses, academic institutions, government bodies, or a combination of them. The public
cloud is physically located at the cloud provider.

4. Hybrid cloud: This cloud infrastructure is a combination of two or more previously men-
tioned distinct cloud deployment models (private, community, public). Each deployment
model retains their distinct identity, but is interconnected through standardized or proprietary
technology. This interconnection facilitates data and application portability. Hybrid clouds
can offer the security of private clouds, the collaborative potential of community clouds, and
the scalability of public clouds.

2 Defining the Business Needs

The first and possibly the most critical step in choosing the optimal cloud service solution is defining
a business they needs. Businesses should consider several key factors, for example, a business dealing
with mainly ordinal data might use different analytical tools than a business primarily handling
interval data. Different data types may require distinct data storage and management systems, which
in turn can affect costs, efficiency, and performance. [19]

2.1 Storage of Different Data Types

A business should understand the type of data it processes before selecting the optimal cloud service
data solution. "Due to their different characteristics, each data type requires a specialized storing
system, as inappropriate storing reduces performance, robustness, flexibility, and scalability. Hence,
it is important to identify a sophisticated strategy for storing and synchrosizing different types of data
structures in a way they provide the best mix of the previously mentioned properties.” [19]

2.1.1 Qualitative Data

According to Heiss [9], data can generally be categorized as nominal, ordinal, interval, and ratio. Both
nominal and ordinal data are referred to as categorical or qualitative data. Examples of qualitative
data are raw textual data from interviews, online content, or documents. This kind of data needs
minimal structuring to be analyzed. The main difference between nominal and ordinal data is that
ordinal data has an inherent order or ranking, and nominal data does not.



2.1.2 Quantitative Data

Interval and ratio data are both defined as numerical or quantitative data [9]. Quantitative data is
characterized by a high degree of standardization, and can be obtained through close-ended questions.
This type of data needs to be ranked before analyzed. The main difference between ratio and interval
data is that interval data has no natural zero point, thus interval data will have negative values and
ratio will not.

2.2 Big Data Challenges

Although there is still disagreement among data specialists about the precise definition of big data, in
particular about the number of "V’s" (this will be elaborated upon below) that should be considered,
Lake and Crowther [[11]] characterize big data as volume, velocity, variety, and veracity. These big
data characteristics require high-demanding storage, processing, and analysis systems [4]. This need
is further emphasized by the continuing global surge in data generation. By understanding their own
data characteristics, a business can better decide which CSP they need when deploying a cloud-based
data solution. For instance, high data volume requires robust and scalable storage solutions, while
high-velocity data demands capabilities for real-time processing and analysis [4].

2.2.1 Volume

Volume is the most straightforward aspect of big data. The storage of data - a crucial requirement
of any data-driven business - is an important consideration when dealing with large volumes of
data. Businesses need to understand their current storage requirements in terms of volume and
scalability. These two aspects may have a big impact on the ability to efficiently manage and utilize
data [4]]. The International Data Corporation (IDC) predicts that the Global Datasphere will grow
from approximately 33 Zettabytes in 2018, to 175 Zettabytes by 2025 (see Figure 5). Furthermore,
49% of the world’s stored data will reside in public cloud environments, and 75% of the global
population will interact with data on a daily basis [18]]. As stated by Lake and Crowther[11], volume
will bring the most significant challenge for data professionals in the upcoming future.

2.2.2  Velocity

Not only the volume of data will pose significant challenges, but also the velocity will cause substantial
complexities. The velocity of big data refers to the speed at which data is instantly being generated,
processed, and analyzed [[L1]. In 2020, approximately 5% of the global data sphere is represented by
real-time data. By 2025, this number will increase to 30% (see Figure 7). Furthermore, the average
data interaction per day per person connected to the internet will increase from 1,426 in 2022, to
4,900 by 2025 (see Figure 8).

2.2.3 Variety

The variety of big data refers to the different types of data that businesses have to deal with. In
general, three types of data can be considered: structured data (e.g., clean and processed data in
databases), semi-structured data (e.g., JSON and XML files), and unstructured data (e.g., emails and
social media content) [5]. The majority of data is represented by unstructured data, approximately
80% of organizational data is unstructured [[19]]. It requires processing power and skilled employees
to structure and clean data. Each type of data may require different storage, processing, and analytical
capabilities. This data variety influences which CSP is most suitable.

2.2.4 Veracity

The veracity of big data is characterized as the quality and trustworthiness of data [11]]. It is a crucial
factor in ensuring the quality of data analysis and the efficacy of machine learning models. If the
quality of data is compromised, it inevitably undermines the reliability of data analytics and machine
learning models - a classic case of *garbage in, garbage out’. When choosing a cloud-based data
solution, businesses should evaluate the tools and services provided by the CSP for maintaining data
quality assurance and data governance.



2.3 Processing Power and Storage

Businesses should perform a thorough analysis of the current state of data-related operations and
usage within the organization. Some businesses will suffice with simple data processing and analytics,
meanwhile, others needs more advanced data solutions. The use of real-time data analytics often
requires more immediate processing power than batch processing [4]. Furthermore, complex machine
learning models with large datasets require a significant amount of computing power, and demand
optimized algorithms for training and deployment [4]. Understanding how a business utilizes its
data and the amount of processing power required, is an important aspect in finding the optimal
cloud-based data solution.

Additionally, businesses should anticipate their potential to upscale, a critical element that might be
overlooked upon. Expanding or growing a business might influence the demand for resources in the
future, for example, the requirements related to storage power and processing power. Businesses
should choose a CSP that offers the scalability to accommodate future growth or expansion.

2.3.1 Data Processing Techniques

Stream processing is defined as data being processed immediately when it arrives, meanwhile,
batch processing is when data is collected over some period of time and then processed at once [4].
Batch processing is more efficient since it handles large amounts of data at the same time, which is
particularly useful when real-time data is not required. Examples of batch processing use cases are
Extract Transform Load (ETL) jobs and the training of machine learning models with large amounts
of training data. On the other hand, stream processing involves the continuous input and output
of data. Stream processing is particuraly useful for applications that demand timely or immediate
insights or responses [4]. Examples of use cases of stream processing are fraud detection in banking
transactions, live monitoring of system logs in cybersecurity, and monitoring of Internet of Things
(IoT) devices.

2.3.2 Example of Data Processing Techniques

In some applications, both batch processing and stream processing can be utilized. For instance, a
financial organizations that deploys a machine learning model to detect fraud detection in credit card
transactions [4]. Initially, batch processing is performed to train the model on a historical dataset of
transactions. Once the model is trained, it recognizes non-fraudulent and fraudulent patterns. Stream
processing can be used to deploy the model in a live environment that evaluates the transactions in
real-time. The model makes predictions on whether a transaction is fraudulent or not using live data.
This allows the financial organization to take immediate action when a potential fraud is detected,
and leverages both the efficiency of batch processing and the responsiveness of stream processing.

3 Comparison of Cloud Service Providers

Business operations encompass a myriad of practical requirements, thus necessitating a comprehen-
sive, multi-dimensional analysis when determining the optimal cloud service provider. This chapter
serves to methodically compare the leading service providers in the market - Amazon Web Services
(AWS), Microsoft Azure, and Google Cloud Platform (GCP) - based on a variety of critical aspects.

Although additional factors, such as the geographical location of data centers, may warrant considera-
tion, the scope of this analysis is primarily directed towards the most significant and relevant elements
influencing the selection of cloud-based data solutions.

The focus on AWS, Azure, and GCP is motivated by their predominant positions in the market
and their extensive service portfolios. This analytical approach provides a balanced and in-depth
perspective that aids businesses in making an informed decision consistent with their operational
needs and strategic objectives.

3.1 Reputation

Reputation, reflecting public sentiment and a multitude of user experiences, is fundamental as it
serves as a proxy for the commitment to quality by the service provider. Among the three providers,
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Figure 2: Top 3 Market Share of Cloud Service Providers.

Amazon Web Services (AWS) boasts the longest operational history and arguably the most esteemed
reputation in the industry. As the preferred choice of many leading global firms, AWS commands
a substantial share of the cloud industry, at least as of my knowledge cutoff in September 2021.
Although Microsoft’s service, Azure, entered the market later than Amazon Web Services (AWS), it
has quickly increased its market share, particularly among larger companies that already utilize other
Microsoft products. Despite being the newest of the three major providers, Google Cloud Platform is
developing a solid reputation. Because of Google’s long-standing history in data processing, many
firms have confidence in it.

3.2 Reliability

Reliability, signifying a provider’s ability to uphold continuous and unwavering service, is an essential
factor as it ensures operational continuity and decrease potential losses for businesses. AWS, Azure,
and Google Cloud have distinguished themselves as reliable providers in the cloud service landscape.
AWS has a proven track record of providing extremely dependable services, which is supported by its
remarkable resume [2]]. AWS guarantees an uptime of 99.99% through its Service Level Agreement
(SLA). Similar to AWS, Azure offers a comparable SLA that ensures dependability and availability
thanks to its resilient architecture[13]]. The infrastructure of Google Cloud is also strong, and it
offers a SLA that is competitive with both AWS and Azure, highlighting its dedication to providing
trustworthy services[8]].

3.3 Security Standards

The ability of service providers to protect sensitive data from potential threats is fundamental, particu-
larly for businesses dealing with sensitive or confidential data. AWS provides a comprehensive array
of global, cloud-based security services, including threat detection, data encryption both at rest and in
transit, and DDoS mitigation. It adheres to a shared responsibility model, where AWS ensures cloud
security, while the client manages security in the cloud [2]. Microsoft Azure provides a comparable
set of security services and follows a shared responsibility paradigm. Furthermore, Microsoft has a
lengthy history in enterprise security, making it a reliable choice for many businesses[[13]. GCP also
provides a robust set of security measures and adheres to the same shared responsibility paradigm.
GCP is deemed trustworthy and secure due to Google’s vast experience with internet security[[].

3.4 Support Services

The provision of sufficient support by cloud service providers is paramount to swiftly address potential
issues, thereby minimizing downtime and limiting potential impacts on operational efficiency.

AWS offers an array of support plans, extending from complimentary basic support to more premium
plans such as Developer, Business, and Enterprise. These plans present varying levels of service to
cater to diverse business needs.



Azure mirrors this approach, offering four distinct support levels: Basic, Developer, Standard, and
Professional Direct, each characterized by different service levels, response times, and availability of
support engineers.

Similarly, Google Cloud Platform provides a spectrum of support levels, ranging from complimentary
to premium. Higher tiers provide enhanced access to technical support and expedited response times,
ensuring businesses receive the level of support commensurate with their needs.

3.5 Compliance

This perspective is critical for businesses operating in regulated sectors or with sensitive data, ensuring
they meet their legal obligations. Privacy is an important aspect when choosing a cloud-based service.
Different industries have specific data privacy requirements and regulations. This is particularly
significant when business are dealing with highly sensitive data, which requires different levels of
protection and privacy mechanisms. [20]. AWS is a suitable option for companies in highly regulated
industries due to its extensive list of compliance certifications, which includes GDPR, HIPAA,
FedRAMP, SOC 1/2/3, and ISO 27001. Azure also has a long list of compliance certifications and is
well renowned for being a top option for many companies in regulated industries, especially due to
its potent hybrid cloud configuration features. Similar to AWS and Azure, GCP offers a long list of
compliance certifications and has made progress toward being more accommodating to regulated
businesses.

4 Optimizing and Implementing Solutions

Once businesses have defined their requirements and compared potential cloud service providers
(CSPs), the next crucial step is to select the right cloud service plan. This decision should be
guided by the plan’s features, pricing model, flexibility, and total cost of ownership (Marston, Li,
Bandyopadhyay, Zhang, & Ghalsasi, 2011).

4.1 Selecting and Evaluating the Optimal Plan
4.1.1 Benefits of cloud computing

Cloud computing offers a pletora of new features. The book: "Cloud Computing Fundamentals"[6]]
identifies the following:

1. Scalability: Cloud computing allows for resources on demand and due to the new advances
in micro service architecture horizontal scaling also allows for scalability for individual
services.

2. User-centric interface: The distributed and isolated nature of cloud interfaces means that
they can be accessed regardless of location. Furthermore they are ussually reachable via
common tools such a web browsers.

3. Guaranteed Quality of Service: Possibly the most important reason for its inception, due
to its monitoring features coupled with its distributed nature, cloud computing can provide
QoS guarantees in CPU performance, bandwidth and memory.

4. Autonomous sytem: Cloud computing piggybacks on the exiting internet routing protocols
to automaitcally route a service correctly to a user. Additionally data from the services can
be downloaded to a single machine for ease of use.

5. Pricing: Cloud computing does not require intital hardware costs or even maintenance
allowing for lower startup capital

4.1.2 Cloud computing Price

Pricing is an important aspect to consider when choosing a cloud computing service.The book:
"Cloud Computing Fundamentals"[6] has this nice table giving an overview of pricing:



Resource UNIT Amazon Google Microsoft

Stored data GB per month $0.10 $0.15 $0.15
Storage transaction Per 10 K requests $0.10 $0.10
Outgoing bandwidth GB $0.10 - $0.17 $0.12 $0.15
Incoming bandwidth GB $0.10 $0.10 $0.10
Compute time Instance Hours $0.10 - $1.20 $0.10 $0.12

Figure 3: Price comparison for CSP

(6]

4.1.3 Flexibility

Flexibility refers to the ability of the service plan to adapt to changes in the business’s needs and
demands. Zhang et al. [260] seems to suggest that due to the modular nature of cloud services they
are inherently flexible when it comes to a business needs. Therefore flexibility does not need to be
considered throughly when slecting a CSP.

4.1.4 TCO (Total Cost of Ownership)

The cost of ownership of a cloud computing services goes beyond upfront costs. Walterbusch et
al.[23]] found that decisions about cloud computing services are usually adhoc. Furthermore, due
to factors such as vendor lock-in and bandwidth cost it is not straight forward to determine. They
divided this cost into four categories:

1. Initiation: An analysis of current and desired IT infrastructure and services, choice of cloud
type and a definition of service types and programming environment (language and tools

2. Evaluation: The search process of finding all the aspects of initiation as well as a complete
evaluation of the capabilities of the CSP and their reputation. The reported price is also
taken into consideration, but the price that the CSP provides is often found to be severely
underestimated.

3. Transition: Implementation, configuration, integration and migration of the service, this also
includes access authorisation and merging into existing IT infrastructure.

4. Operation: Support, initial training, ongoing training, maintenance and modification, system
failure and recovery and back sourcing.

Walterbusch et al.[23]] also provides equations for all these individual components per cloud and
service type but that goes far outside the scope of this paper.

4.2 Implementation and Testing
4.2.1 Migration

Migration: Migration is the process of transferring data, applications, and processes from the current
system to the cloud environment. Rai et al. [17]] did an extensive study on cloud migration and
found that cloud migration nearly always lacks dedicated support and tools. CM-tools do exist but
often have a specific focus and are infrequently used [[L7]. Additionally they propose a five step
methodology to migration.

. Feasibility study
. Requirement analysis and migration planning
. Migration execution

. Testing and migration validation

D AW N =

. Monitoring and maintenance

Another important aspect to consider when migrating is vendor lock-in[[15]. Opera-Martins et
al. found that one of the biggest barriers to cloud adoption is the risk vendor lock-in presents.



Furthermore the cost of changing providers is often under appraised until the moment of migration,
incurring more hidden costs. There is currently work underway to propose cloud-specific standards,
but because such standards affect the implementation level it is difficult to come to an consensus.[[15]]
Currently the best way to prevent vendor lock-in is a well thought out analysis that is case specific for
every application.

4.2.2 Performance testing

Performance Testing is the process of evaluating the efficiency and speed of the cloud services
under different load conditions. Gilliam et al. [[7] has done extensive research on cloud benchmarks.
First they looked at services that provided cloud comparison services. These were: CloudHarmony,
Cloudsleuth and OpenBenchmarking.org. A business looking to do performance testing and/or
choose a CSP based on performance would do well to consult these resources. Additionally Gilliam
et al. [7] has also created and performed their own benchmarks, and offers these as a web portal when
contacted [7], which is an extra step that a business can perform.

4.2.3 Reliability Testing

“Reliability in the cloud refers to the probability that the cloud delivers the services it is designed
for” [25]. As much as businesses would want this to be a guarantee the reality is that reliability is
difficult to achieve. Furthermore, none of the existing cloud services has achieved complete reliability.
[25] What can be achieved however is a robust stress testing system. Chaos Monkey [14] and its
successors belong to suite of open source tools called “Simian Army” [25]. Simian Army tests for
resiliency of cloud operations, covers reliability, security and recoverability. The basic idea behind
these tools is that they kill random micro services and VM’s and then check if the system still works.
It turns out that for software as well as people that the only way to avoid failure is to fail over and
over. This way of testing has become the de-facto standard for reliability testing and should definitely
be performed by any business deploying full scale software solutions via the cloud.

4.2.4 Training

As should now be obvious cloud computing technologies are quite complex. As is the case with any
complex system employees require extensive training. Global Digital Infrastructure did a survey
of 1212 companies and found that 70% of the respondents use SaaS technologies. Despite its wide
adoption employees have insufficient knowledge about the cloud and its benefits.[3]] Training has
not kept up with the technological advancements. [10] Kahle et al. proposes three ways in which
employees and the industry can be trained:

1. E-learning: online traineeships like the once offered by Kubernetes and AWS
2. Employee training: specialised in-house employee trading given by hired professionals

3. Student workshops: Due to the wide adoption of cloud computing, more and more workshops
and talks are given by students which are open for business employees as well

No significant differences were found in training needs for different CSP’s. However, AWS and larger
CSP’s do offer cloud traineeships and certificates[22]], this would be a good first step for a business
looking to train their employees.

4.3 Monitoring and Adjusting
4.3.1 Performance monitoring

The rapid change in scale composition neccesitates for cloud computing neccesitates sophisticated
performance monitoring. [24] Ward et al. [24] does an extensive study of both cloud and native
systems monitoring. They find that presently there is no universal monitoring strategy to select
such tools. Furthermore “most monitoring strategies are a patchwork of several monitoring tools
each which provide different functionality.” [24]. The most important creterions in such systems
include: health and network monitoring, metric gathering and log/event processing. Lastly it should
be mentioned that both Amazon and Google have made strides in this regard. Amazon has a service
known as Amazon Cloudwatch and Google has defined a new type of engineer namely a SRE (Site
Reliability Engineer). [24]]



4.3.2 Technology and Trend Monitoring

This involves staying abreast of the latest trends and developments in the cloud computing industry to
identify potential opportunities for improving the cloud service plan. Unfortunately this information
does not seem to be available in any literary work. It is also not clear from the CSP’s their own
metrics and data. Monitoring something like this would require expert knowledge of the emerging
technologies and wether they are implemented within the various CSP.

5 Discussion

This research has presented a birds eye view of the factors that influence a business their choice of
cloud solution. As such the first point of discussion is quantity over quality. Rather than focus on a
selection of the most important factors in detail the conscious choice was made to offer a complete
but somewhat shallow overview. As such the complete computations from Walterbusch et all[23] are
not included in this research despite these being very useful for anyone selecting a cloud computing
solution. Another point of contention in this research was the absence of information for three topics,
namely: Usability testing, System configuration and access control and lastly Support monitoring.
It would have been good to know which cloud solution was considered most user friendly, easy to
setup and also which had the best user support, regrettably no research could be found on this topics.
Perhaps this is an avenue of research for another group. Additionally, the information on training
needed to use the different cloud technologies was quite lacking, information that was considered
quite vital to have when making a choice for a cloud solution. Lastly, it should be mentioned that a
significant part of the corpus of this literature study uses information dating back several years which,
considering the speed of development in the cloud eco system, might make some of it dated.

6 Conclusion

The emergence, service models, and deployment models of cloud computing are all thoroughly
examined in this essay. Additionally, it looks into the critical criteria for deciding on the best cloud
service solution while taking into account various business requirements and data types. It compares
different Cloud Service Providers (CSPs) and assesses their reputation, dependability, security
requirements, customer assistance, and compliance. The process of designing and implementing
cloud solutions is further explored in the paper, which also outlines how to choose the best strategy and
assess its pros, cons, price, flexibility, and total cost of ownership (TCO). The essay concludes with
a section on monitoring and making adjustments for performance and technological developments.
Implementation stages such as migration, performance testing, reliability testing, and training testing
are described.
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Abstract

This paper explores the performance aspects of serverless computing. The back-
ground and benefits of serverless computing are first presented, including improved
agility, scalability, and cost-effectiveness. Then the importance of performance
evaluation is discussed, including understanding latency and efficiency, identifying
opportunities for optimization, and reducing costs. Benchmarking and tools for
performance evaluation are then presented, as well as methods and important con-
cepts for performance modeling, such as function instances and cold starts. In the
performance optimization section, methods for reducing cold start time, such as
retry mechanisms, reducing the depth of the function call stack, circuit breakers,
and warm-up strategies, are explored. In addition, some real-world case studies
are given to show quantitative evaluation and comparison of the performance of
leading serverless platforms. Finally, challenges and future directions of serverless
computing are discussed, including containerization, utilization of legacy code,
stateful serverless, service-level agreements, edge computing, and new application
scenarios.

1 Introduction

Serverless computing represents a cloud computing paradigm that enables developers to create
and execute applications without the burden of managing underlying server infrastructure. By
leveraging this model, developers can solely focus on crafting code for their application’s core
functionality, while the cloud provider assumes responsibility for scaling, provisioning, and server
resource management. The benefits of serverless computing encompass heightened agility, scalability,
and cost-efficiency, as developers only pay for the actual execution time of their functions or services.
Consequently, exploring and understanding the performance aspects of serverless computing becomes
crucial to optimize resource utilization, meeting user expectations, and achieving cost savings.

The significance of studying serverless computing performance lies in various key factors. Firstly,
with the increasing popularity of serverless computing, evaluating its performance characteristics
becomes paramount for ensuring efficient resource utilization and meeting the demands of users.
By understanding the latency and efficiency of serverless infrastructures, developers can adeptly
create and launch applications capable of managing diverse workloads. Furthermore, evaluating
performance helps identify possible obstacles, areas with room for improvement, and optimization
approaches that enable developers to improve the overall performance and user satisfaction of



serverless applications. Furthermore, considering the "pay-as-you-go" structure of the serverless
business model, optimizing performance directly leads to substantial cost reductions.

The objective of this article is to offer a thorough overview of the performance aspects of serverless
computing. The structure encompasses multiple sections, starting with a deep dive into performance
evaluation. Here, we analyze various metrics associated with serverless applications and discuss
diverse approaches and methodologies for measuring and benchmarking the performance of serverless
functions and services. Subsequently, we delve into performance optimization methods specifically
tailored to serverless computing. This section covers a range of techniques aimed at boosting the
efficiency and responsiveness of serverless applications. In addition, practical case studies are
provided to exemplify instances of optimizing performance within serverless architectures. Finally,
the article examines the obstacles and future paths of performance research in serverless computing,
shedding light on emerging trends, areas for enhancement, and potential solutions that can further
elevate the performance of serverless applications.

2 Performance Evaluation

2.1 Benchmarking

In the paper Benchmarking Serverless Computing Platforms, Horacio Martins and Filipe Aradjo
propose a benchmarking test suite and an open-source software tool to evaluate the performance of
cloud serverless platforms.

2.1.1 Performance Evaluation Tests

In this study, the authors propose a suite of seven tests to evaluate the performance of serverless
computing platforms. These tests aim to assess various aspects of performance, including latency,
throughput, scalability, container lifecycle management, programming language impact, memory
allocation, and performance under computationally intensive tasks.

For example, one of the tests, the T1 Overhead test, focuses on evaluating the overhead imposed
by the serverless platform. It measures the latency of a low-computational-effort function to isolate
the execution time from other factors. By sequentially invoking the function over time, the latency
of each invocation is measured. The T1 Overhead test provides insights into the efficiency of the
serverless platform and helps to understand the impact of the platform’s infrastructure on the overall
performance. This test is particularly useful in understanding the baseline performance characteristics
of the platform and can serve as a benchmark for comparison with other tests and platforms.

2.1.2 Benchmarking Tool

To facilitate the performance evaluation of serverless computing platforms, the researchers developed
a benchmarking tool [10]. This tool automates the execution of tests, data collection, and generation
of performance plots. It offers extensibility, allowing the inclusion of additional tests, and it is
platform-agnostic. The tool’s architecture, depicted in Figure 1 following Simon Brown’s C4
model [2]], involves utilizing the open source serverless framework toolkit [5] and JMeter [1]]. It
employs a command-line interface and a test module, with file repositories storing the functions’
code, JMeter configuration files, and test results. Python was used for implementation. By utilizing
this benchmarking tool, the researchers effectively automated the performance evaluation process,
enabling comprehensive assessments of various serverless computing platforms.

2.2 Performance Modelling

In this section, we delve into the work of Nima Mahmoudi and Hamzeh Khazaei, who explored
the field of performance modeling in their paper Performance Modeling of Serverless Computing
Platforms, focusing on the understanding of scheduling algorithms and function instance states.
While official documentation on scheduling algorithms is scarce, previous research has shed light on
these algorithms through experimental investigations [[18]], [9], [[7], [14]. Leveraging these findings
and conducting their experiments, they aim to develop a tractable and accurate performance model
for modern serverless computing platforms. They introduce some concepts which are important to
the performance evaluation of serverless computing platforms.
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2.2.1 Function Instances

In serverless computing, computation is performed in function instances. These instances are fully
managed by the serverless computing platform provider and act as small servers to handle incoming
requests. The research paper emphasizes the importance of understanding the different states of
function instances, such as initializing, running, and idle, as well as the associated costs and billing
policies.

2.2.2 Cold Start and Warm Start

In the performance evaluation of serverless computing platforms, the concept of cold/warm start is of
significant importance. A cold start refers to the situation where a request triggers the launch of a new
function instance, which involves various setup activities such as provisioning virtual machines or
deploying functions. This results in additional overhead and increased response time for users. On the
other hand, a warm start occurs when a platform already has an idle instance available and can reuse it
for incoming requests without the need for launching a new instance. Warm starts are typically faster
than cold starts as they avoid the setup overhead. However, cold starts can be significantly longer
than warm starts, impacting application responsiveness and user experience. To address this issue,
extensive research has been conducted in the serverless computing field to mitigate cold starts and
improve overall performance [[13], [6]], [1S]. Various techniques and strategies have been proposed to
minimize the occurrence and impact of cold starts, aiming to enhance user satisfaction and application
performance.



2.2.3 Initialization Time

The initialization time refers to the duration from when a request is received by the serverless
platform until a new function instance is fully operational and ready to handle the request. It consists
of two components: platform initialization time and application initialization time. The platform
initialization time is the time taken by the serverless platform to prepare the function instance, while
the application initialization time is the time taken by the application to perform its initialization tasks,
such as establishing database connections or loading libraries. Optimizing the initialization time is
essential for enhancing the performance of serverless applications and improving user experience.

2.2.4 Response Time

In the context of scale-per-request serverless computing platforms, the response time typically
comprises two components: queuing time and service time. However, in these platforms, queuing
time is not applicable as incoming requests do not experience any queuing delay. Serverless computing
platforms exhibit linear scalability, meaning that the distribution of response time remains consistent
across varying workloads. To analyze and model the response time in serverless computing platforms,
delay centers [11] are employed, providing a framework for analytical evaluation. By leveraging delay
centers, the response time can be quantitatively studied and optimized within serverless architectures.

3 Performance Optimization

In this section, we discuss performance optimization methods that can be implemented for serverless
computing. Most of these methods revolve around minimizing the cold start and initializing time of
lambda functions, as they usually play the biggest role in serverless computing performance [10].

Firstly, a retry scheme can be implemented such that callers can simply take the next free resource
instead of waiting for a cold lambda to instantiate. It is important to consider the trade-off in this
approach, as retrying can potentially spin up a number of lambda functions [[17].

Secondly, the depth of the lambda function call stack should be taken into consideration when
designing a serverless computing-backed structure. As lambda functions have cold starts, this waiting
time can also accumulate with the call stack, therefore the lambda call chain should be kept short.

Thirdly, circuit breakers can be used to mitigate resource consumption when lambda functions are
unresponsive or erroneous. It can be identified that certain lambda functions should not be retried
because it’s returning too much error or simply unresponsive, a circuit breaker can be used to route
requests to another handler, presumably one that is less prone to error. This way, we can prevent
starting up new lambda functions that are doomed to fail, saving resources.

Finally, a warm-up strategy can be used so that a number of lambda functions are kept warm at all
times [4)]. If dummy calls are made to the lambda functions periodically, we can make sure that
some lambda functions are always available for use when needed. In AWS, this can be implemented
with Provisioned Concurrency. With Provisioned Concurrency enabled, functions are kept ready to
respond to requests, and start-up would be predictable [3]].

In conclusion, performance optimization in serverless computing involves implementing various
methods to improve resource availability, reduce latency, and mitigate errors. Firstly, a retry scheme
can be employed to minimize waiting time by allowing callers to use the next available resource
instead of waiting for a cold lambda instantiation. However, the trade-off of potential resource
consumption should be carefully considered. Secondly, to reduce cold start delays, the depth of the
lambda function call stack should be kept minimal, ensuring that waiting times do not accumulate
with each function call. Thirdly, circuit breakers can be utilized to prevent resource wastage when
unresponsive or error-prone lambda functions are encountered. By diverting requests to alternative
handlers, the use of resources can be optimized. Lastly, a warm-up strategy, such as using Provisioned
Concurrency in AWS, can ensure that a subset of lambda functions is kept warm at all times. Regular
dummy calls can be made to these functions, maintaining their readiness and predictability. By
implementing these performance optimization methods, serverless computing services can achieve
improved efficiency, reduced latency, and enhanced resource management.



4 Case Studies

Jinfeng Wen, Yi Liu, et al.[19] conducted a comprehensive study on the characteristics of mainstream
commodity serverless computing platforms (i.e., AWS Lambda, Azure Functions, Google Cloud
Functions, and Alibaba Cloud Function Compute), and quantitatively evaluated these several different
platforms as well, AWS Lambda, Azure Functions, Google Cloud Functions, and Alibaba Cloud
Function Compute), the actual performance of other serverless computing platforms were also
quantitatively evaluated by means of designed benchmark platforms, i.e., micro-benchmarks and
macro-benchmarks.
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Figure 2: The distribution of the cold start time with Python on different platforms.

As we can see in Figure 2, increasing memory size has varying effects on reducing cold start time
across serverless computing platforms. For AWS Lamba and Alibaba Cloud Function Compute,
adding more memory only increases the overhead cost.

Dong Xie, Yang Hu, et al.[20] evaluated the performance of open-source serverless computing
platforms (i.e., Knative, OpenFass) on X86 and ARM architectures.
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Figure 3: Auto scaling with steady workload. [20]

We can see from Figure 3 that serverless computing on the ARM platform fails to provide a robust
and stable auto scaler under a steady workload. and that Knative’s auto-scaling strategy is better than



that of OpenFaas and is more adaptable to the user’s needs. The authors also compare the situation
under other types of workloads, which are not repeated here due to space limitations.

These studies provide valuable information about the characteristics and performance of serverless
computing platforms and reveal the differences, advantages, and disadvantages between different
platforms. This is an important reference for selecting and optimizing serverless computing platforms.

5 Challenges and Future Directions

In this section, we will discuss some of the challenges and future research directions for serverless
computing platforms.

5.1 Challenges

The challenges that serverless computing platforms now face are diverse, such as the cold start time
problem that we mentioned in our case study, and other problems faced by serverless computing
platforms as mentioned by Yongkang Li and Yanying Lin et al[12]:

e Isolation: There are three ways to isolate the workloads in Linux: 1)VM; 2)Containers;
3)Language VM. Figure 4 below shows the different security methods among the three
approaches, with the red symbols indicating the position of defending security. It illustrates
that the container is weakly isolated because it relies on the kernel’s security mechanism.
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Figure 4: Different security approaches among Container, VM, and Language VM.[12]]

* Scheduling Policy: The existing scheduling mechanisms designed for cloud computing are
not amendable to serverless functions.

* Facility: The speed of data transfer in storage and network can greatly affect the system’s
performance.

* Fault Tolerance: Existing serviceless frameworks are not developed inherent strategies for
fault tolerance, otherwise they would just retry when function execution fails. This can lead
to errors when applications running in parallel could.

In general, challenges facing serverless computing platforms include startup latency issues, isolation
issues, inappropriate scheduling policies, facility-related performance issues, and the need for
improved fault-tolerance policies. These challenges require further research and development to
improve the capability and effectiveness of serverless platforms.

5.2 Future Directions
Paul Castroe and Vatche Ishakian et al.[§] have proposed several future research directions.

» System-level research opportunities: An important feature capability of serverless is the
ability to scale to zero, but this can lead to problems with cold starts. We can consider
whether containers are the right abstractions for running serverless applications.

* Legacy code in serverless: Developers have invested a lot of effort and time into existing
code, and we can consider the extent to which this legacy code can be automatically or
semi-automatically broken down into smaller granularities for utilization.



* Stateful serverless: Nowadays, most serverless platforms are stateless, and we can consider
whether stateful serverless platforms will emerge in the future and achieve different levels
of quality of service without sacrificing scalability and fault-tolerance.

* Service level agreements (SLA): Serverless computing is poised to make it easier to develop
services, but providing quality assurance of services is still difficult.

» Serverless at the edge: There is a natural connection between serverless capabilities and edge
computing, as events are often generated at the edge with the increased adoption of IoT and
other mobile devices. This may lead to specific requirements for redefining costs. Renchao
Xie and Qingin Tang et al.[21] mention that serverless edge computing nodes are not always
physically secure as they are exposed to direct attacks through kernel vulnerabilities. The
security issue here is also a potential research question.

* New serverless applications: The serverless programming model is inherently different, and
we can use serverless to come up with some new solutions and applications.

Here, we discuss separately the direction of stateful serverless development, nowadays most of the
serverless computing platforms are stateless. This design makes it easier to achieve elastic scaling,
fault tolerance, and parallelism. However, this design does not retain any state information between
function executions.

The concept of stateful serverless refers to the preservation and management of state information
in a serverless computing environment. The introduction of stateful can lead to richer application
scenarios: especially those that require consistent state between multiple function executions, and
higher performance: stateful computing platforms can store state information in memory to access
and update state data more quickly, thus improving performance. But stateful computing platforms
also face some challenges, such as managing and maintaining state information that may increase the
complexity of the system. Therefore, the decision of which design to use should be based on specific
application requirements, and the challenges faced by each design should be carefully considered,
weighing the advantages between them.

In summary, the future research directions for serverless computing include system-level inves-
tigations, handling legacy code, exploring stateful serverless platforms, improving service-level
agreements, considering serverless at the edge, and exploring new applications that can benefit from
the serverless programming model. These areas offer opportunities for further advancements and
enhancements in the field of serverless computing. However, since this paper was published in 2019
and serverless computing platforms are rapidly evolving, the future research directions mentioned in
this paper may have some limitations.

6 Conclusion

In this article, we provide an overview of the performance aspects of serverless computing. We
highlight the significance of studying serverless computing performance and its benefits in terms of
agility, scalability, and cost-efficiency.

In the section on performance evaluation, we discuss benchmarking as a method to evaluate the
performance of serverless computing platforms. We examine a benchmarking test suite proposed by
Horécio Martins and Filipe Aratjo and discuss various performance evaluation tests, such as latency,
throughput, scalability, and programming language impact. We also explore a benchmarking tool
developed by the researchers to automate the performance evaluation process.

Next, we delve into performance modeling, focusing on the work of Nima Mahmoudi and Hamzeh
Khazaei. We discuss the importance of understanding function instances and their states, such as
initializing, running, and idle, as well as the concepts of cold start and warm start. We highlight
the significance of performance modeling in developing accurate performance models for serverless
computing platforms.

In the section on performance optimization, we present several methods to optimize performance in
serverless computing. We discuss the implementation of a retry scheme, minimizing the depth of the
lambda function call stack, using circuit breakers, and employing a warm-up strategy. These methods
aim to improve resource availability, reduce latency, and mitigate errors in serverless applications.



In the case studies section, we examine studies conducted by Jinfeng Wen, Yi Liu, et al., and Dong
Xie, Yang Hu et al. These studies provide insights into the characteristics and performance of
mainstream commodity serverless computing platforms as well as open-source serverless computing
platforms.

Finally, we discuss the challenges and future directions in serverless computing. We highlight
challenges such as cold start time, isolation, scheduling policy, facility-related performance issues,
and fault tolerance. We also present future research directions, including system-level research
opportunities, legacy code in serverless, stateful serverless, service-level agreements, serverless at the
edge, and new serverless applications.

Overall, this article offers a comprehensive overview of the performance aspects of serverless com-
puting, including evaluation, modeling, optimization, case studies, challenges, and future directions.
It serves as a valuable resource for understanding and improving the performance of serverless
applications.
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Abstract

This paper presents a comprehensive review of strategies and techniques aimed at
enhancing the efficiency of distributed training for Graph Neural Networks (GNNs).
GNNs have emerged as powerful deep learning models with wide-ranging appli-
cations. However, scaling these models to handle large graphs efficiently poses a
significant challenge. In this work, we delve into the intricacies of distributed train-
ing methods, highlighting the specific challenges that arise when training GNNs in
a distributed manner. We provide a detailed overview of common approaches and
techniques that have been proposed to overcome these challenges. Additionally,
we identify potential areas for future research and development in the domain of
distributed training for graph data.

1 Introduction

GNNs have indeed gained widespread adoption across various real-world applications in critical
domains, owing to their superior capabilities. Their versatility in handling graph-structured data
has made them valuable tools in numerous fields. Social Networks: GNNs have been extensively
employed in social network analysis, enabling tasks such as community detection, recommendation
systems, influence modeling, and predicting user behavior. Recommendation Systems [23]]: GNNs
have proven effective in enhancing recommendation systems by incorporating graph-based infor-
mation. They can leverage the relationships between users, items, and their attributes to provide
personalized recommendations. Bioinformatics: GNNs are utilized in analyzing biological networks,
such as protein-protein interaction networks and gene regulatory networks. They assist in tasks
like protein function prediction, drug discovery, and disease classification. Knowledge Graphs [16]:
GNNss are valuable in reasoning and knowledge representation tasks within knowledge graphs. They
enable semantic understanding, entity linking, question-answering systems, and knowledge graph
completion. Natural Language Processing [24]]: GNNs are employed in tasks like sentiment analysis,
text classification, named entity recognition, and document summarization by representing text data
as graphs and capturing dependencies between words or sentences. Recommendation in E-commerce:
GNNss are utilized to enhance product recommendation systems by considering user-item interactions,
item similarities, and user similarities within a graph structure.

However, both industry and academia are eagerly anticipating advancements in accelerating GNN
training due to the following reasons:

The rapid expansion of graph data has led to a significant increase in the time required for training
Graph Neural Networks (GNNs). The proliferation of information on the Internet contributes to
the continuous generation and modification of new graph data, including the establishment and
dissolution of interpersonal relationships in social communication and shifts in people’s preferences
for online shopping. These graph structures now consist of vertices and edges reaching or even
surpassing the order of billions and trillions, as reported in previous studies [20]. The growth rate of
graph sizes is astonishing, exemplified by the annual growth rate of 17% in the number of vertices
(i.e., users) in Facebook’s social network [20]]. Consequently, the training time for GNNs experiences
a significant surge due to the ever-expanding scale of graph data.



2 Graph neural networks

Graph neural networks (GNNs) have emerged as the leading approach for learning over graph data
[28], surpassing other algorithmic models. While deep neural networks (DNNs) have proven effective
for analyzing Euclidean data like images [9], they face challenges when dealing with graph data from
non-Euclidean domains due to the intricate topology and arbitrary size of graphs [4]. Furthermore,
one significant drawback of deep learning paradigms, as recognized by the industry, is their limited
capability for causal reasoning, which hinders the cognitive abilities of intelligent systems [[1]].

In response to these challenges, GNNs have become the premier paradigm for graph learning,
empowering intelligent systems with enhanced cognitive capabilities. Figure [1| (b) provides an
illustration of GNNs. Given graph data as input, GNNs employ forward and backward propagation
to update the model parameters. The trained model can then be applied to various graph-related
tasks, including vertex prediction [[7]] (predicting properties of specific vertices), link prediction [25]
(predicting the existence of edges between vertices), and graph prediction [26] (predicting properties
of the entire graph), as depicted in Figure[T](c).

@ Forward Propagation

\ -
. - y i Layer N /"f p
r[ J/I\,/L) — e GaQ, rem Vertex Prediction
Y ’R‘/'\ Input IoA© F AP —
(.

@ Backward Propagation

— Edge (b) Training of Graph Neural Network 12
; 2%
ﬂsmmp o 7 Link Prediction
Abstract \)
o O O

W
—_—  * - T
@0 i :
@‘. i @@ : : : GO?’g i Q\é{)—) (T\t % ( Graph Prediction
@ | C Nndcl | Computing Nnde‘ E!H!pllllll‘_‘ i\ud—c‘ s " -~
I - I \u v

600 |z

(a) Graph (d) Distribtued Training (c) Graph Tasks

Network Topology ‘

Figure 1: Distributed GNN training: (a) Illustration of graphs; (b) Illustration of training; (c)
lustration of graph tasks.[10]]

2.1 Background

Graphs.A graph is a data structure composed of vertices and edges, providing a flexible framework
for representing relationships among objects of varying sizes and undefined structures. This type of
data, referred to as non-Euclidean data, does not possess the same highly structured form as Euclidean
data, as illustrated in[2](a) and (b). However, by utilizing vertices to represent objects and edges to
denote relationships between objects, graphs offer an effective means of representing non-Euclidean
data, including social networks and knowledge graphs.

Graph Neural Networks.Graph Neural Networks (GNNs) have emerged as a highly promising
algorithmic model for extracting knowledge from graph data [31]. GNNs operate by taking graph
data as input and learning a representation vector for each vertex in the graph. These learned
representations can then be leveraged for various downstream tasks, including vertex prediction [[7],
link prediction [25], and graph prediction [27]. GNNs have demonstrated their efficacy in capturing
complex relationships within graph data and enabling effective knowledge extraction and prediction
tasks.

In the context of a graph G with an adjacency matrix A and a feature matrix X, where each row repre-
sents the initial feature vector x of a vertex v in the graph G, the Ith layer of a Graph Neural Network
(GNN) updates the vertex features by aggregating information from their respective neighborhoods.
This process can be formalized in matrix view as follows:

H' = o(AH'W Y (1



where H L is the hidden embedding matrix and H0 = X, W1 is the model weights, A is normalized
and o is a non-linear function, e.g. Relu, Sigmoid, etc. The local view of GNN computation is the
computation of a single vertex. Given a vertex v, the local computation of Ith layer in the message
passing schema can be formalized as below :

hy = (b @u (e(hy b b)) @
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Figure 2: Illustrations of Euclidean and non-Euclidean data: (a) Image from Euclidean space; (b)
Graph data from non-Euclidean space.[10]]

Distributed training.Distributed training distributes the computational tasks across multiple com-
puting devices for parallel processing, speeding up the training process and improving training
effectiveness. In distributed training, there is usually a master node (or parameter server) and multiple
worker nodes (or training nodes). The master node manages the model’s parameters and distributes
them to the worker nodes [5)]. Each worker node has a portion of the training data and performs
computations and optimizations using the current parameters. In each iteration, the worker nodes
send the computed gradient information back to the master node, which updates the global parameters
based on the collected gradients and redistributes the updated parameters to the worker nodes. This
process continues iteratively until a predetermined number of training rounds or convergence criteria
are reached [8]].

3 Distributed GNN training

Since the limited computing resources on a single machine become the bottleneck of GNN training
when handling large-scale graphs, distributed training has become a popular solution to improve the
training efficiency. Proposed 1n 2019, NeuGraph[[12] was the first published work of distributed GNN
training. Since then, different approaches has been made to improve the efficiency of distributed
GNN training in recent years.

3.1 Training Pipeline

The general training pipeline of distributed GNN training is shown in Figure[3] As illustrated in the
figure, the training process can be divided into three parts: data partition, GNN model optimization,
and gradient aggregation.

Data Partition. In this process, the whole graph will be divided and delivered to different workers.
Comparing to traditional distributed machine learning, a major difference in distributed full-graph
training is the data dependency. This is an important phase that determines the workload between
workers.

GNN model optimization. This is the core phase of distributed GNN training where the training
logic of the model is executed. Firstly, a computation graph will be generated by the worker according
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to the input pratitioned data and features. Then the GNN model will be executed on the computation
graph and the communication protocol will gurantee the data exchanges with remote workers.

Gradient aggregation. In this process, all the latest gradients from different workers will be collected
so that the global gradients can be obtained and used to update the model parameters. [18] pointed
out that the existing gradient aggregation techniques in classical distributed machine learning can be
directly used in distributed GNN training process.

As shown in Figure[d] generally, traning methods of GNN can be classified into full-graph training
and mini-batch training, depending on whether the whole graph is involved in a traning round.
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3.2 Full-graph Tranining

Full-graph training is an approach that utilizes the information of the whole graph to update the model
parameters in every training round. Before the training process, the whole graph is partitioned into
different sub-graphs and delivered to different workers. Due to the cross edges between sub-graphs,
simply training on a sub-graph may cause a loss of accuracy. Therefore, constructing a proper data
partition algorithm and a communication protocol between workers is important.



3.3 Mini-batch Training

Similar to full-graph training, mini-batch training is another distributed implementation of GNN
training. The batch generation process could be further classified into partition-based mini-batch
generation and sampling-based mini-batch generation.

Sampling-based mini-batch training employs sampling techniques to create mini-batches over large
graphs. Most of the existing distributed GNN systems, like DistDGL[29]], BGL[11], AliGraph[30]]
follow this idea. In such a process, a worker will frequently access the data from other workers,
which may lead to massive computational expenses.

Partition-based mini-batch generation is to only train the GNN model on a local partition, which could
avoid massive communication between workers. PSGD-PA[15] is a straightforward implementation
of this idea. However, the efficiency improvement in the partition-based approach can lead to the loss
of accuracy and the uncertainty of convergence[6]]. Therefore, finding a balance between efficiency
and accuracy is crucial in distributed mini-batch training.

4 Challenges

In the context of distributed training, the system will face several challenges that may lead to
inefficacy during the training process. In this section, we categorize these challenges into three
distinct perspectives, each of which offers a different aspect of the distributed training paradigm. By
dissecting the challenges from multiple perspectives, we gain a comprehensive understanding of the
current domain and develop our research question.

4.1 Challenge 1: Computation approach

As shown in Figure 3] in the stage of model optimization, two sub-stages are involved: computation
graph generation and computation graph execution. The execution model, which is the key compu-
tation strategy, arranges the operation within these sub-stages to get optimal efficiency. However,
In the case of distributed mini-batch training, the sampling and feature extraction operations play a
pivotal role in dictating the overall training efficiency, leading the computation graph generation to be
resource-intensive. Conversely, in the context of distributed full-graph training, the execution of the
computation graph becomes intricate due to the presence of data dependencies among the various
workers involved.

4.2 Challenge 2: Batch generation

The generation of batches plays a pivotal role in the training of deep learning models, as highlighted
by Masters et al. in their study on the subject[14]. In the domain of distributed training for deep
learning, the utilization of mini-batch generation has been shown to accelerate the training process,
as demonstrated by Serizawa et al.[17]]. However, when this concept is extended to distributed GNNS
, the generation of batches poses unique challenges owing to the intricate nature of the underlying
data structure. To be more specific, the workload assigned to each node is imbalanced, leading to a
notable impact on both the training efficiency and the ultimate accuracy of the GNN model.

4.3 Challenge 3: Ineffective Data Partitioning

In the distributed setting, prior to inputting data into the model, it is important to store the data across
the hardware infrastructure. However, this storage process often encounters challenges associated with
workload imbalances among the individual nodes, arising from the preparation strategy employed.

When preparing the data for storage in a distributed environment, certain factors can lead to workload
imbalances across the nodes. The choice of strategies, such as random partitioning or graph-based
partitioning, can influence the distribution of data among the nodes. Depending on the nature of the
data and the selected strategy, it is possible that certain nodes may be burdened with a significantly
higher volume of data compared to others. Consequently, this imbalance in the workload distribution
can introduce inefficiencies and hinder the overall performance of the distributed system.



5 Improve training efficiency approaches

In the preceding section, we expounded upon the challenges inherent in the distributed training of
Graph Neural Networks (GNNs).To investigate the possible approach to overcome these challenges.
In this section, we put forth a research question: What are the viable strategies and techniques that
can be harnessed to enhance the efficiency of the distributed training process for GNNs deployed in
distributed environments? We will answer them from three different perspectives that correspond to
the challenges we discussed before with real word application.

5.1 Computation approach

In distributed settings, the execution of computation graphs is carried out by a group of workers.
When performing distributed mini-batch GNN training, parallelizing the execution of computation
graphs for each mini-batch is straightforward, as each graph is fully contained within a single worker.
However, when dealing with distributed full-graph or large-batch GNN training, the execution of a
computation graph needs to be partitioned among multiple workers. This presents a challenge due to
the data dependency within the computation graph, making it difficult to achieve high efficiency in
GNN training.

To tackle this challenge, several computation graph execution models for GNN distributed training
have been proposed, which aim to optimize the execution process and improve the overall training
efficiency. By partitioning the computation graph across workers and managing the data dependencies,
these models minimize communication overhead and maximize parallelization. We categorize them
by means of implementation, namely chunked-based, and one-shot.

5.1.1 Chunked-based execution

Initially, each machine receives the computation graph for layer 1 and performs the forward pass in a
model parallel fashion, computing partial activations based on the partitioned input features. The
partial activations are then aggregated through a reduce operation, and the computation switches
to data parallelism.To obtain the final activations, the forward pass concludes with data-parallel
computation of the embedding. The backward pass involves global gradient synchronizations , after
which the error gradient is pushed to all machines, and the computation switches back to model
parallelism for local backward pass computation.

The process of partial aggregation occurs sequentially, with each partial result being accumulated
towards the final aggregation result in a step-by-step manner. In the NeuGraph framework [13]], a
2D partitioning method is employed to generate multiple edge chunks, resulting in the partitioning
of vertex neighborhoods into sub-neighborhoods accordingly. Each worker is assigned the task of
aggregating specific vertices and sequentially processes the corresponding edge chunks to compute
the final aggregation result.

5.1.2 One-shot execution

The one-shot execution model is widely adopted in GNN training, where each worker pre-fetches the
necessary neighbor features for local graph aggregation and performs the aggregation in a single step.
Remote information may require inter-worker communication. Within the local perspective, specific
workers are assigned to target vertices, responsible for gathering neighbor features and performing
aggregation. This model streamlines the process, reducing communication rounds and enabling faster
computation by consolidating neighbor information in advance. By minimizing the overhead of
accessing remote information, the one-shot execution model enhances the efficiency of GNN training.

Wan et al. [21]] have proposed a notable distributed Graph Neural Network (GNN) framework known
as BNS. In the context of distributed training, BNS employs a partition parallelism strategy, wherein
the original graph is partitioned into smaller subgraphs. This partitioning enables localized training
on individual accelerators/nodes, while simultaneously facilitating the exchange of dependent node
features across subgraphs. Within each subgraph, inner node sets are defined, while boundary node
sets encompass dependent nodes from other subgraphs. Consequently, the communication of features
and gradients between subgraphs becomes essential for each Graph Convolutional Network (GCN)
layer. The model is updated through weight gradient sharing among the partitions, thereby facilitating
the iterative optimization process in the distributed training of GNNs.



5.2 Batch generation

5.2.1 Cashed-based generation

The distributed version of existing sampling-based GNNs involves implementing distributed sampling
to generate mini-batches from large graphs. This approach is commonly adopted in various distributed
GNN systems. However, in a distributed environment, the use of basic samplers on individual
workers often leads to significant communication overhead due to frequent data access across workers.
Furthermore, in multi-GPU settings, where graphs and features may be centralized and stored in CPU
memory, each GPU still requires extensive CPU-GPU data movement to access the mini-batch data.

To address these issues, the cache strategies have been proposed. For example, DistDGL replicates
remote neighbors of boundary vertices locally to eliminate communication during mini-batch gen-
eration. Other approaches, such as using importance metrics or static GPU caches, aim to strike a
balance between communication reduction and storage overhead. Weighted reverse PageRank is used
to identify frequently accessed vertices, and their features are cached in GPU memory, while less
frequently accessed vertices are stored in CPU memory. Additionally, the use of NVLink and PCle
bandwidths is leveraged to optimize caching efficiency by replicating the hottest vertex features and
scattering the next hottest data across multiple GPUs.

5.2.2 Partition-based generation

The distributed GNN training pipeline, as depicted in Figure [3] involves the initial partitioning of
the graph. By adopting a training strategy where each worker exclusively handles the GNN model
training for its local partition, the need for extensive communication can be mitigated. This training
approach treats each partition as a mini-batch, thus referred to as a partition-based mini-batch.Each
mini-batch is processed by a worker during the training phase. By partitioning the graph and assigning
specific partitions to individual workers, the batch generation process becomes more efficient and
scalable.

One main limitation is an unbalanced partition when dealing with a cross-with-edge situation, which
can result in a loss of model accuracy. To address this, researchers have introduced subgraph expansion
techniques. Subgraph expansion preserves the local structural information of boundary vertices by
replicating remote vertices locally. One common approach is to use METIS algorithm[22]], to obtain
a collection of subgraphs. Each subgraph is then expanded by incorporating the one-hop neighbors
of vertices that do not belong to the subgraph. This expansion strategy helps capture important
connections and improves the overall accuracy of the model. By incorporating additional vertices
from neighboring subgraphs, the expanded subgraphs provide a more comprehensive representation
of the underlying graph structure, leading to enhanced accuracy in GNN training.

5.3 Data Partition

For the data partition in the pipeline of distributed training, we divided them into 3 main categories
according to their techniques of implementation (shown in Figure). We will discuss them respectively

5.3.1 Graph based partition

Graph Neural Networks (GNNSs) are a form of graph computation task that can benefit from classical
graph partition methods. In the context of distributed mini-batch GNN training, achieving workload
balance among workers entails the equitable distribution of train vertices, corresponding to the
number of batches per epoch. This introduces new optimization objectives.

Graph partition problem was proposed in the DistDGL framework by formulating it as a multi-
constraint partition problem, which balances training/validation/test vertices and edges within each
partition. They leverage the multi-constraint mechanism employed by METIS to achieve customized
graph partition objectives for both homogeneous and heterogeneous graphs.Furthermore, they extend
this mechanism to a two-level partitioning strategy that accommodates scenarios with multiple GPUs
and machines while ensuring computational balance

In the context of distributed full-graph GNN training, the goal is to balance the workload of each
GNN layer across a set of workers while minimizing communication for embedding. To capture the
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Figure 5: Data partition approaches in the distributed training of GNNs

intricate costs associated with diverse GNN models, researchers utilize learning-based cost models.
These models provide insights into the computational requirements of each partition. In conjunction
with these model-aware cost models, existing graph partition methods are employed.

Wang et al.[19]] estimate the computation cost of a partition and employ an application-driven graph
partition method to generate a workload balancing plan. This approach adapts dynamically to mitigate
workload imbalances and minimize communication costs. Besides, in terms of vertex-cut, leverage
2D Cartesian vertex-cut techniques to enhance scalability.

5.3.2 Feature based partition

In the context of Graph Neural Networks (GNNs), partitioning the features is crucial as they represent
important data. Many distributed GNN training solutions consider features as vertex properties within
the graph and partition them along with the graph structure. For instance, if the graph is partitioned
using the edge-cut method, each vertex’s feature is stored in the corresponding partition where the
vertex resides, resulting in a row-wise partitioning of the feature matrix.

However, due to the distinct processing patterns of features compared to the graph structure, several
approaches have emerged that partition the feature matrix independently from the graph. Tripathy et
al. [22] adopt the 2D partition method and row-wise method, respectively, to partition the feature
matrix. They align the feature matrix partitioning with the graph partitioning, while Vasimuddin et al.
ensure that each vertex has access to the complete feature locally by using replication.

5.3.3 Cost model based partition

In addition to the topology of the graph, partitioning techniques can also be based on modeling the
communication overhead and workload associated with each node in the graph. These approaches
can be broadly categorized into two main categories: heuristic-based and learning-based methods.

heuristic-based methods

Many Graph processing frameworks apply heuristic-based methods and strategies to achieve workload
balance in the data partition, such as GraphX [2] and Gemini [32]]. These frameworks statically
partition input graphs by optimizing heuristic objective functions, namely affinity scores, The affinity
scores play a crucial role in determining the most suitable partition for each vertex or block, ensuring
an optimized partitioning outcome. It typically considers factors like the number of edges spanning
different partitions While these objective functions yield favorable outcomes for data-intensive graph
processing, they fall short in the case of compute-intensive graph neural networks (GNN5s) due to the
substantial variations in per-vertex computation loads.



learning-based methods Applying machine learning techniques on cost models in GNNs data
partition has gained attention. By incorporating both static graph structural information and runtime
statistics of GNN workloads, the learning-based model offers a more precise estimation of the cost
compared to heuristic models. In the case of ROC[6], an online linear regression-based algorithm
is employed to achieve balanced partitioning for GNN training and inference. This is achieved by
jointly learning a cost model capable of predicting the execution time of the GNN model on diverse
graphs.

6 Feature work

Distributed Graph Neural Networks (GNNs) provide a general solution for training GNNSs at scale.
In addition to the techniques and systems mentioned earlier, there are several other fascinating and
emerging research areas in distributed GNN training. We discuss some interesting directions in the
following

Scalable Graph Sampling.Graph sampling techniques aim to address the scalability challenges
posed by extremely large graphs. By selecting a representative subset of nodes or edges, distributed
GNN training can be performed on a reduced graph, significantly reducing computational and memory
requirements. Research focuses on developing efficient and effective graph sampling methods for
distributed GNN training.

Dynamic and Heterogeneous Graphs.Real-world graphs are often dynamic and heterogeneous,
with evolving structures and diverse node and edge attributes. While dynamic graph neural networks
(GNNs) have garnered considerable interest in research, it is noteworthy that there is currently a
lack of literature dedicated to the specific topic of distributed dynamic GNN training. The inherent
dynamism encompassing both features and structure introduces fresh challenges to conventional
solutions within a distributed environment. Graph partitioning techniques need to swiftly adapt to the
fluctuating vertices and edges, while still adhering to load balancing and communication reduction
requirements [3]]. Furthermore, the modifications made to the graph structure lead to a decrease in
the cache hit ratio, which greatly impacts the overall performance of end-to-end GNN training.

7 conclusion

In conclusion, we provide a comprehensive investigation of the distributed training pipeline for Graph
Neural Networks (GNNs). We have extensively discussed the fundamental concepts of GNNs and
their application in distributed training. Additionally, we have identified and examined the challenges
associated with data partitioning, batch generation, and computation approaches within the distributed
training pipeline. Various approaches and techniques to enhance training efficiency in response to
these challenges have been reviewed. Furthermore, we propose promising areas of further research,
such as Scalable Graph Sampling and Dynamic and Heterogeneous techniques, which warrant further
investigation to address the identified challenges and advance the field of distributed training for
GNNS.
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Abstract

Resource management in machine learning pipelines can be difficult, and frequently
results in under or over-provisioning. The resource needs for the pipeline’s various
phases vary, and the absence of DevOps specialists might make it difficult to deploy
software quickly and share models. This review paper explores various MLOps
frameworks and assesses them based on factors including features, architecture,
performance, and integration potential. The characteristics, benefits, and draw-
backs of the frameworks and respective studies conducted on frameworks like
CIRRUS, DEEP, CloudFlows, Distributed GraphLab, and Kubeflow are thoroughly
discussed.

1 Introduction

The paradigm of serverless computing has been increasingly used in the industry primarily due
to reduced effort of operations and management of resources. The research topic of usage of this
paradigm for developing and deploying machine learning-based software systems is still in the early
stages as there are challenges involved in its adoption. Such systems have huge memory and compute
requirements, while serverless architectures are built to support smaller workloads on each instance
that can be scaled. The challenge of using the serverless with distributed data also exists as each
serverless instance has limited memory and storage, hence the coordination of distributed computing
in each instance and the storage has to be well established (1)).

Despite the challenges involved with the industry moving to cloud systems, it could be advantageous
to data scientists. Since they have limited experience and knowledge about the provisioning and
management of resources, it could benefit them primarily if the management of resources is handled
by the workflow frameworks and they can focus on the data science part. This has led to the rise of
a new area of specialized role MLOPS whose role is to act as an interface between data scientists,
data engineers, and infrastructure management, with a focus on adopting the DevOps approach to the
development of machine learning resource-intensive projects (2).

In the paper, we aim to review the existing frameworks for managing workflows of machine learning
and deep learning systems on the cloud. With the increasing popularity and need for DevOps-oriented
execution of data science projects, it is key to know the different criteria based on which different
available frameworks can be evaluated and chosen for the projects. In the paper, we also highlight
the key differences between them and provide the cost, maintainability, and scalability aspects of
frameworks. We also try to answer the question ‘How do different cloud-based workflow frameworks
solve the challenges in Machine Learning/Deep Learning (ML/DL)?’

37th Conference on Neural Information Processing Systems (NeurIPS 2023).



2 Challenges and Workflow in ML systems

ML pipelines are iterative in nature and have a variety of stages which make the end-to-end workflow
complex in terms of resource provisioning and management. Usage of VMs for developing ML
systems has been done previously but it creates 2 challenges: first, it can lead to over-provisioning,
and second, it adds the responsibility of managing and configuring resources to users for every
project. The existing ML frameworks such as Spark (3) are capable of handling distributed computing
and storage which process all data in memory, but it does not leverage the serverless paradigm
as such managing the resources is not easy and often the problem of under-provisioning or over-
provisioning still persists. As the resource requirements are different in different stages of the ML
pipeline which typically includes data pre-processing, model training, and model tuning the chances
of over-provisioning and under-provisioning exist.

Generally, the training part requires high compute resources along with the training data being
distributed while the validation and prediction phases require less. Furthermore, some algorithms
require all data upfront while others process it in batches. The process of deploying and model
sharing also requires DevOps knowledge which often the data scientists do not have and can reduce
the speed with which the predictions can be made if there is no specialized person in that area to rely

on (4).

A typical pipeline is as seen in figure[I| where there are multiple stages and the complexity of such
workflows is not only due to resource management but also involves managing the different artifacts
in addition to the ML model. The task of data versioning, data quality checks, and model versioning
makes it even more complex to manage the entire pipeline and to keep it updated with the latest
data and predictions which becomes particularly challenging when multiple teams are involved in
different parts of the pipeline.(5)

With a wide range of products and tools available for use for different tasks of the workflow, it
becomes necessary to evaluate the different criteria such as expertise of the team in the programming
language, cost, integration capabilities with the existing codebase or tools/tech (6). The paper (7)
emphasizes the need for continuous integration and continuous delivery to maintain and update
the different artifacts of the pipeline in an iterative manner just as it is done in traditional software
projects. The paper (8) highlights that the ML component is only a small part of the entire project
and the way the other components are managed decides on the viability and success of a ML project.
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Figure 1: Typical MLOps Workflow



3 Review of MLOps Tools

3.1 CIRRUS

CIRRUS is a distributed ML training framework that is based on and leverages the serverless
infrastructure offered by AWS Lambda. The paper on CIRRUS (9) mentions that there is a limit
on the resources (CPU, 3GB memory, 512MB storage) that is available with Lambdas. These
constraints prevent the usage of existing ML frameworks such as Tensorflow and Spark on serverless
infrastructure directly. Additionally, lambda functions are not designed to share data among the
executing instances which demand the use of a mechanism to have low latency and high throughput
storage which is optimized for ML workloads. To overcome the limitation of existing lambda
constraints it is designed as a wrapper around the lambdas and makes use of a parameter server
model which combines the benefits of working with a serverless environment and ML processing
frameworks. Thereby providing the convenience of resource management as well as the necessary
resources to handle ML.

Implementation CIRRUS is implemented by the following four components that communicate
through TCP connections:

Front-end: The user can interact with the system and visualize the progress of the workloads with the
Python front-end component.

Data store: A distributed data store is used to share data between different workers executing inside
lambdas. It is deployed in cloud VMs to achieve low latency and maximize system updates/sec for
model updates during training. It leverages AWS S3 for storing data. It initially serializes the data
and partitions it into similar-sized partitions which further speeds up the execution during training
and hyperparameter tuning stages which reduces the computation load required to be executed inside
lambdas.

Client back-end: The client back-end performs a number of tasks such as parsing training data,
launching Cirrus workers, managing the distributed data store, and returning results to the Python
front-end once computations are complete.

Runtime: It provides a lightweight runtime environment that can be executed inside lambdas which
can execute ML algorithms. To overcome the limitation of storage and memory of lambdas the
frameworks stream data to lambdas in mini-batches of data. It uses a server that specifically stores
the gradients computed by different workers and enables the usage of stochastic gradient descent in a
distributed manner as depicted in the figure
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Figure 2: Distributed Stochastic Gradient Descent in CIRRUS

Features CIRRUS provides an API that helps developers construct a pipeline for preprocessing,
feature engineering, and parameter tuning at scale. It assists in the process of hyperparameter search
since this is computationally expensive and provides a visual dashboard that allows the user to monitor
the loss function and terminate the experiment individually if the result is not going to be optimal,
thus saving additional resources from being wasted.



Strengths CIRRUS is highly scalable across the dimensions of storage, computing, and shared
memory. Scalability across storage is achieved by splitting data in S3 into medium-sized objects.
Linear compute scalability can be achieved by streaming input data and computing gradients in
parallel up to 600 workers. (9) The framework’s implementation is also highly abstract: the frontend
abstracts all the details from developers and the backend abstracts the management of lambdas from
the frontend algorithms and keeps a list of active lambdas and connections to the AWS Lambda API.

Weaknesses The framework was tested and compared with others such as PyWren (10) and Spark
(3) but the execution of CIRRUS was done on VMs that have different configurations than that
of PyWren and Spark. This provides an unclear comparison of efficiency. The study (9) does
not provide real-world case studies or practical examples of CIRRUS’ deployment in actual ML
workflows. Including such case, studies would demonstrate the applicability and effectiveness of the
proposed framework in real-world scenarios. Moreover, the study does not thoroughly discuss the
limitations of CIRRUS or the potential trade-offs associated with its design choices.

3.2 DEEP

‘Designing and Enabling E-infrastructures for intensive Processing in Hybrid Data Clouds’ also
referred to as DEEP, has implemented a framework that enables training and sharing of machine
learning models over a distributed infrastructure. The paper also analyses previously existing
frameworks in this area and argues that most of the frameworks do not provide end-to-end workflow
management capabilities including deployment and leveraging the cloud-based services. While
providing the features to manage different phases of the ML pipeline it also provides flexibility to the
users to use a library or tool specific to their requirements. (4))

The user can start by using an existing model or develop their own. The model is then containerized
using a Docker container with all the dependencies and deployed inside the infrastructure. DEEP
provides API which enables it to work with a serverless framework such OpenWhisk. The API
provides an interface that enables the training, monitoring, testing, and evaluation of containerized
applications. The framework supports setup on a wide range of platforms such as HPC systems,
orchestration engines Kubernetes and serverless frameworks such as OpenWhisk. This enables high
portability of the model on a wide range of infrastructures including the cloud.

Architecture DEEP is based on serverless architecture as can be seen in figure 3§ wherein the model
is encapsulated as a function. The components are as follows:

DEEP Open Catalogue: Users and user communities can browse, share, store, and download ready-to-
use machine learning and deep learning modules in this marketplace. It also offers extra components
like complicated application topologies and model and application-related metadata.

DEEP Learning Facility: This module coordinates and orchestrates overall model training, testing,
and assessment, selecting appropriate Cloud resources based on computational and storage resources.

DEEP as a Service: DEEPaaS allows users to deploy and serve an already trained model from the
catalog as a service, allowing third-party users to access the model’s capabilities and knowledge.

Storage and data services: All data assets are stored in this module.

Features The framework puts emphasis on sharing the model since that is an effective method to
disburse knowledge in the scientific community and enable collaboration, which other frameworks
do not seem to pay much attention to. Moreover sharing a model also enables reproducibility of
experiments which is desirable in the scientific community. DEEP’s UI layer, the DEEP-HPC Portal,
offers a user-friendly web-based interface that lets users interact with the infrastructure, submit
processing tasks, track task status, and view outcomes. The interface makes the infrastructure more
accessible to researchers with varied levels of technical skill.

Strengths DEEDP tries to reduce the dependency of machine learning pipelines on users’ resources.
The usage of Docker containers allows for the delivery of customized environments adapted to the
demands of the user, as well as maximum portability of the runtime environments. DEEPaaS API
can also deploy modules on any infrastructure. Continuous Deployment implementation is done
on DEEPaaS to quickly integrate newly launched or updated models. DEEP encourages user and
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Figure 3: DEEP architecture

researcher collaboration and sharing. It enables users to collaborate on common scientific concerns by
providing means for sharing workflows, data, and processing outcomes. This promotes information
exchange and repeatability, as well as collaborative research initiatives. The study also makes use of
an excellent case study on image-based classification to demonstrate the usage of the platform.

Weaknesses DEEP does not yet support distributed training, hence contributing to time and resource
overheads. Distributed training would help improve the efficiency of the hosted models. The study
also does not provide any empirical evidence of DEEP’s performance as compared to other platforms.

3.3 Kubeflow

Kubeflow is a cloud-based machine learning platform built on Kubernetes, an open-source container
orchestration system. It provides a range of tools and components to streamline the development,
deployment, and management of machine-learning models in a scalable and portable manner.

Architecture The Kubeflow Architecture serves as the foundation for the Kubeflow platform,
a toolkit designed for the development and deployment of machine learning (ML) workflows on
Kubernetes. The architecture comprises several key components and elements. (11)

Python SDK: The Kubernetes domain-specific language (DSL) can be used by users to create compo-
nents or define pipelines, which is why the Python SDK is essential to the Kubeflow Architecture.
Users can specify the logic and structure of their ML workflows by utilizing the Python SDK.(12)

DSL Compiler: The Python code used in the pipelines must be translated by the DSL compiler into
a static configuration format, which is represented by a YAML file. The pipeline configuration is
stored in a static, easily readable manner using this conversion procedure.(12))



Kubeflow Configuration Interfaces: Users can specify and install the machine learning (ML) tools nec-
essary for their workflows using Kubeflow’s configuration interfaces. These configuration interfaces
make it easier to integrate different ML frameworks and tools into the Kubeflow platform.(11)

Kubeflow Components: The Kubeflow components are the essential services that offer specific
functionalities for different stages of the ML workflow. These components encompass a range of
capabilities, including data preparation, model training, prediction serving, and monitoring. They
form the building blocks of ML workflows within the Kubeflow ecosystem.(13)

Features Key features of Kubeflow include pipelines for defining and executing end-to-end machine
learning workflows, capabilities for distributed training and serving of models, tools for experimenta-
tion and hyperparameter tuning, data management functionalities for versioning and preprocessing,
and model versioning and deployment capabilities. Kubeflow also offers visualization and monitoring
tools to track metrics and monitor resource utilization. One of the notable advantages of Kubeflow is
its integration with Kubernetes, enabling users to leverage the scalability and portability of Kubernetes
for running machine learning workloads across different environments.(14))

Evaluation (15) explores the deployment of machine learning models using Kubeflow on cloud
platforms. The study compares baseline cloud architectures to Kubeflow’s capabilities and investigates
challenges faced during the deployment process. In the experiment, baseline cloud architectures
are set up, and Kubeflow’s capability to standardize and automate machine learning workflows is
assessed. The deployment procedure is investigated on IBM Cloud and Google Cloud Platform (GCP)
utilizing MiniKF and other configuration techniques. Two strategies—a code-based strategy and an
end-to-end (E2E) strategy—are contrasted. The study includes an examination of hyperparameter
tuning using Katib, model serving through a Flask-based application, and the utilization of Kubeflow
add-ons such as Istio and KServe. Experiments on NYU Greene Cluster, Kubernetes on IBM Cloud,
Kubeflow on IBM Cloud, and Kubeflow on Google Cloud Platform were performed. The results
showed that the approaches using Kubeflow performed better in terms of inference time, indicating
that Kubeflow is a good choice for model serving.

The authors also contrasted how well Kubeflow performed on Google Cloud Platform and IBM Cloud.
Katib and Model Serving were used to analyze the runtimes of both customized models and an entire
pipeline. The results indicated that Kubeflow on Google Cloud performed slightly faster on average.

It was noted that the IBM Cloud’s Kubeflow-powered inference model had the quickest inference
times, potentially as a result of the dedicated VPC and improved network speed. It was also observed
that the total time required to run the pipeline was less on GCP, which might be related to the more
potent cluster and less intense competition for resources.

Using Kubeflow and setting up a cluster were simpler on GCP, mostly because of better documentation
and more capabilities. There are several difficulties with Kubeflow, including the setting of the initial
installation and authentication, the complexity of upgrading components, and obsolete documentation
with broken links that prevent the framework from being widely used.

Strengths The experiment examines a number of Kubeflow-related factors, such as setup, deploy-
ment strategies, performance, and the tool’s capabilities and restrictions. It offers comprehensive
measurements and comparisons to assess Kubeflow’s performance.

Insights are derived from the results and recommendations are provided based on the findings. It
discusses the inference time, performance across different clouds, ease of use, and challenges faced
during the experiment. These insights can guide future researchers and users in making informed
decisions.

Weaknesses While the experiment acknowledges Kubeflow’s limits, it does not go into great detail
on any potential problems or difficulties that may have arisen during the trial itself. Providing a more
comprehensive discussion of limitations would add depth to the analysis.

Although the experiment briefly covers Kubernetes and Kubeflow’s scalability characteristics, it does
not offer a thorough review of the tool’s scalability in real-world situations. Scalability is essential
for properly deploying machine learning models, especially given the growing volume of data and
internet traffic.



3.4 ClowdFlows

ClowdFlows is a cloud-based web application for distributed computing that supports the construction
and execution of data mining workflows, including web services used as workflow components. Big
data analytics is provided through several algorithms and novel ensemble techniques are supported.
ClowdFlows has a service-oriented architecture and can also function as a real-time stream mining
platform with an intuitive user interface. ClowdFlows aims to address the challenges faced in manag-
ing the lifecycle of machine learning models by providing a comprehensive platform. Its architecture
encompasses multiple stages of ML workflows, enabling efficient data pre-processing, model training,
deployment, and monitoring.(16)(17) Figure[d provides an overview of the architecture.
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Figure 4: ClowdFlows architecture

Architecture The architecture of ClowdFlows(17) comprises the following key components:

Graphical user interface: The GUI is developed with HTML, and jQuery and is supplied from
the central ClowdFlows server. It allows users to add, delete, reposition, and connect multiple
components to form a unified workflow. It is in charge of displaying results in an understandable way
as well as displaying a library of publicly available workflows that users can duplicate. The code is
executed within users’ web browsers, resulting in a responsive and interactive experience.

ClowdFlows Server: ClowdFlows server’s software is built in Python and on the Django web platform.
It is made up of two parts: a web application and a widget repository. Models, views, and templates
are defined by the web application. The data model is an abstract representation of workflows and
widgets. A widget is a workflow processing unit that includes inputs, outputs, and parameters and is
interconnected by ‘Connections’.

Database: The workflows and all user-uploaded data are stored in the database. Django’s object-
relational mapper provides an API for connecting objects to databases, rendering the platform
database agnostic.

Broker: The broker ensures that the tasks are evenly distributed across the worker nodes.

Worker nodes: Worker instances are ClowdFlows server instances that can only be accessed by the
broker. They execute workflows and workflow components. The workers send success or error
messages to the broker and have timeouts to ensure fault tolerance if a worker goes down during
runtime.

Stream mining daemon: The stream mining daemon is a process that runs alongside the ClowdFlows
server, loops through deployed stream mining workflows, and executes them.

Web Services: The PySimpleSoap module is used to facilitate web service consumption and import
as workflow components.

Features Various features of ClowdFlows were discussed at length.(17) (18) Description of its key
features are as follows:
Public workflows: Users are allowed to create public versions of their workflows by generating a



URL and publicizing it. When accessed, a copy is created and added to the user’s private workflow
repository.

Widget Development: A widget can be written as a Python function and included in a ClowdFlows
package or can be manually imported as a WSDL Web service via the graphical user interface, thus
supporting web services.

Scalability: The ClowdFlows platform can be scaled horizontally by scaling the database, broker, and
worker nodes. ClowdFlows server can be scaled by installing it on numerous machines and running it
behind a load-balancing web server like ‘Nginx’. If the data passing from one workflow component
to another is considerable, the broker must be scaled. Increasing the number of workers is the most
common scaling operation, as each worker can execute a certain number of widgets concurrently at
any given time.

Real-time data stream mining: ClowdFlows enables real-time data stream processing by using a
stream mining daemon and a modified workflow execution engine with a halting mechanism. Results
showed that by using a single worker, data can be processed three times slower than the rate of
production on the input and preserve the same throughput. Using two workers, data can be processed
ten times slower, while a configuration with three workers allows for a twenty times slower processing
rate. This allows users to have complex workflows perform analyses on the data and still see results
in real-time while being confident that all data was processed.(19)

Batch Data Processing: Disco MapReduce framework was chosen to perform MapReduce tasks, as
it is written in Python and allows for easier integration with the ClowdFlows platform. However,
there is a lack of a specialized machine learning library or toolkit within the framework, leading
to the development of ClowdFlow’s own library with a limited set of machine learning algorithms,
‘DiscoMLL’.

Support of distributed ensemble methods: ClowdFlows developed and adapted tree-based ensembles
such as ‘Forest of Distributed Decision Trees’, ‘Distributed Random Forest’ and ‘Distributed Weighted
Forest’ for distributed computation with MapReduce.

Strengths The paper provides technical details about the implementation and capabilities of
ClowdFlows and describes how the platform supports web services, integrates the Disco framework
for distributed computing, and includes a machine learning library for batch processing of big data. It
also presents use cases and evaluates the platform’s performance. The use cases are comprehensive
and end-to-end, also acting as specialized tutorials of the platform. ClowdFlows is released under an
open-source license and is publicly available on the web. This availability encourages wider adoption
and allows users to customize and deploy the platform according to their specific needs.

Weaknesses Although the study mentions the comparison of ClowdFlows with related platforms, it
does not provide an in-depth analysis or evaluation of these comparisons. More detailed comparisons
and discussions would have provided a clearer understanding of the unique advantages of ClowdFlows
in the context of existing solutions. The study also highlights the strengths and advanced features
of ClowdFlows, but it does not explicitly address any limitations or potential challenges associated
with the platform. A more balanced discussion that acknowledges potential drawbacks or areas for
improvement would have enhanced the paper’s credibility.

3.5 Distributed GraphLab

Distributed GraphLab or now called GraphLab Create is a cloud-based machine learning platform. It
is designed to simplify the development of intelligent applications by providing a high-level interface
for performing various machine-learning tasks. GraphLab create provides features like built-in
algorithms, tools for data preprocessing and feature engineering, flexible data structures, and model
deployment. It is also designed for horizontal scaling across multiple machines to perform distributed
computing efficiently.

In this paper(20) (21), the author highlights the limitations of the existing large-scale frameworks, the
implementation of GraphLab Abstraction, two methods of implementing a new distributed execution
model, fault tolerance of the model, implementation of three state-of-the-art models with GraphLab
abstraction, evaluation of Graphlab using 512 processor EC2 server.



Architecture The GraphLab abstraction consists of three main parts, the data graph, the update
function, and the sync operation. The data graph stores the users’ modifiable state in a data graph.
For example, the data graph is derived directly from the web graph, wherein each vertex corresponds
to a web page and each edge represents a link. The vertex data D, holds R(v), which is the current
estimation of the PageRank, while the edge data D,—V stores u,v, indicating the directed weight
of the link. The update function is a stateless procedure to modify the data within the scope of the
vertex. The scope of vertex v, represented as Sy, encompasses the data stored within v itself, as well
as the data stored in all neighboring vertices and adjacent edges.

The GraphLab abstraction offers a comprehensive sequential model that is automatically transformed
into parallel execution by enabling multiple processors to execute the same loop on the same graph.
To preserve the sequential execution semantics, various consistency models have been introduced to
optimize parallel execution while ensuring serializability. Additionally, global statistics that describe
the data contained in the data graph must be preserved, so the GraphLab abstraction introduces global
values that can be accessed by update functions, but their modification is performed using sync
operations. Sync operations are associative commutative sums defined overall by the scopes in the
graph.

The authors describe a two-phased partitioning-based distributed data graph model that enables
effective loading on a variety of Cloud deployments. They encode connection structure and file
locations in a meta-graph, allowing each machine to build its own local portion of the graph. Two
engine variants are discussed: the chromatic engine, which achieves parallel execution using vertex
coloring, and the distributed locking engine, which extends the mutual exclusion technique for
increased scheduling flexibility. To reduce latency, a number of strategies are used, including caching,
pipelined locking, and prefetching. On a large-scale graph, the distributed pipelining system’s
performance is assessed, showing a notable decrease in runtime.

Fault tolerance is introduced to the distributed GraphLab framework through a distributed checkpoint
mechanism. Two strategies for constructing distributed snapshots are evaluated: synchronous and
fully asynchronous. The ideal checkpoint interval must strike a compromise between the expense of
building a checkpoint and the computation lost since the last checkpoint. Performance evaluation
of the snapshotting algorithms on a synthetic mesh problem shows that the asynchronous snapshot
has minimal impact on execution speed, while the synchronous snapshot halts execution. In a
multi-tenancy environment, asynchronous snapshots’ benefits are more obvious.

GraphLab uses a Map-Reduce process to create an atom graph representation on a Distributed File
System (DFS). It uses an asynchronous RPC protocol via TCP/IP to communicate between processes
running on several machines. A cache is used to access remote graph data, and a scheduler manages
the assigned vertices in a group of processes named T. To detect when each scheduler has emptied its
sets, a distributed consensus approach is used.

Evaluation GraphLab was evaluated on three MLDM applications: Netflix movie recommenda-
tions, Video Co-segmentation, and Named Entity Recognition (NER). Performance experiments were
conducted on Amazon’s Elastic Computing Cloud (EC2) using up to 64 High-Performance Cluster
instances. On comparable jobs, GraphLab outperformed Hadoop 20-60 times faster and demonstrated
performance similar to specialized MPI implementations, with scaling becoming more efficient at
larger computation—to—communication ratios. In the Netflix movie recommendation assignment,
GraphLab outperformed Hadoop and MPI solutions in terms of accuracy and performance. With
more machines and a longer pipeline, GraphLab’s locking engine was able to significantly speed up
Video Co-segmentation. The performance boost of GraphLab in the NER application, however, was
only moderate and reached saturation after 16 computers, showing the need for more improvements
to improve scalability and match the performance of dedicated MPI implementations.

Strengths The paper highlights the increasing need for efficient parallel execution of MLDM
algorithms on large clusters due to the exponential growth in the scale of MLDM problems. It also
acknowledges the challenges involved in designing, implementing, and debugging distributed MLDM
algorithms, which require expertise in both MLDM and parallel/distributed computing. It emphasizes
the need for a high-level distributed abstraction that targets the asynchronous, dynamic, graph-parallel
computation found in many MLDM applications while hiding the complexities of parallel/distributed
system design.



Weaknesses The paper largely contrasts GraphLab’s implementations with those of Hadoop,
Pregel, and MPI. While these comparisons are useful, a more thorough evaluation would come from
a wider comparison with other distributed MLDM systems or frameworks. Additionally, a special
configuration of a 512-processor (64-node) cluster is used for the Amazon EC2 platform during the
evaluation of Distributed GraphLab. In alternative deployment situations or with different hardware
configurations, the performance and scalability of Distributed GraphLab are not fully investigated.
Furthermore, the paper concentrates on particular MLDM methods, which could not accurately reflect
Distributed GraphLab’s performance and suitability for a variety of MLDM applications. Further
research should be done to determine whether the results are generalizable to other MLDM algorithms
or problem domains. Also, while the paper mentions the incorporation of fault tolerance through
snapshotting schemes, it provides limited discussion or evaluation of the fault tolerance mechanisms.
The effectiveness and efficiency of fault tolerance methods might be further investigated and tested,
which would improve our understanding of their overall impact.

4 Discussion & Conclusion

The management of resources in machine learning (ML) pipelines is a complex task that requires
careful consideration of various stages and their corresponding resource requirements. Under-
provisioning or over-provisioning can lead to inefficiencies and sub-optimal performance. To address
these challenges, several ML frameworks have been developed, each offering unique features and
capabilities.

CIRRUS leverages the serverless infrastructure provided by AWS Lambda and overcomes resource
constraints by acting as a wrapper around Lambdas. DEEP focuses on enabling distributed training
and sharing of ML models, emphasizing model portability and collaboration. Kubeflow, built
on Kubernetes, offers a comprehensive set of tools for ML model development and management,
providing scalability and portability. ClowdFlows is a cloud-based web application that supports
the construction and execution of data mining workflows. However, the versions of the platforms
discussed in this paper were produced after many revisions made by the developers and/or authors.
These platforms are also ever-evolving to handle the problems that arise with the explosion of data.

Numerous opportunities for future work and research exist because of how quickly the fields of ML
and MLOps are developing. Future research can concentrate on further analyzing the functionality
and scalability of MLOps tools. Comparative research might be done to evaluate how well various
tools handle massive ML pipelines and datasets. In order to enable smooth workflow management,
there is also room to improve these tools’ ability to integrate with well-known ML frameworks and
libraries like TensorFlow or PyTorch. It may also be focused on creating MLOps frameworks that
explicitly address edge deployment scenarios, taking into account the growing popularity of edge
computing and the requirement for ML models to be deployed on resource-constrained devices.
These instruments might help with issues like model compression, device optimization for low power
consumption, and effective model updates in edge contexts.

Furthermore, it is evident that while there are a huge number of MLOps tools present in the market,
no tool is yet able to provide end-to-end support for non-thematic machines or deep learning pipelines.
While some only support data processing and model processing, others support model processing and
result visualization. Scientists and developers often have to switch between tools for their desired
tasks.

To sum up, ML/DL frameworks are constantly developing to solve the issues and challenges faced in
ML pipelines. We have learned about the advantages and limitations of different ML/DL technologies
through research and analysis. The effectiveness, scalability, and adaptability of these technologies in
managing ML workflows can still be greatly improved with further work and research.
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1

In today’s digital landscape, where interconnectivity and data exchange are
paramount, organizations rely on robust and efficient methods to integrate their
applications, services, and systems seamlessly. OAuth 2.0, webhooks, and API
management have emerged as critical components in this integration ecosystem,
providing secure, scalable, and standardized mechanisms for data sharing and
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Abstract

This paper explores three independent directions OAuth 2.0, webhooks,
and API management, and their impact on secure and efficient API integra-
tion. We explore into the core concepts, benefits, and challenges associated
with each of these technologies, we aim to provide a comprehensive un-
derstanding of their role in modern application integration. Furthermore,
we will discuss real-world use cases and best practices. We also compare
these technologies to similar technologies used in the industry as well as
present the latest improvements in these domains.

Introduction

interaction.

2 Research Question

What are the identified research directions concerning communication
and deployment of microservices with respect in areas such as Oauth2,

webhooks and API Integration?

1. RQ1l: What are good API management standards when it comes to mi-

croservice architecture?

2. RQ2: How does OAuth2 compare to other authentication and authorization

protocols, such as SAML and OpenID Connect?



3. RQ3: What are the advantages of webhooks compared to the polling
practice in microservices?

3 API management

3.1 API management practices for microservices

In a microservice architecture the services communicate with each other through
APIs, in addition to this APIs can be used for communication with external
third party systems. This makes management of those APIs important, as it
is key to efficient communication. Using clever API management solutions for
your architecture can enable policy and key validation, service versioning, quota
management, authorizations and access control etc. [IS1§].

In the book “Microservices for the Enterprise” ch.10: “API, Event, and
Streams” they identify six components of an API management solution. These
components are called API publisher, API Developer Portal/Store, API Gateway,
API Analytics/Observability, AP Monetization and API Quality of Service. So
there are several management practices that have emerged to address require-
ments and challenges of microservice architecture. API management handles
the management through the whole API lifecycle from design to maintainment
and retirement. In some cases APl Gateway is used interchangibily with API
Management because the API Gateway is a crucial part of the management
[IS18].

Another paper discusses the importance of API gateways in the microservices
architecture, highlighting their role as the entry point for requests and their
ability to simplify communication between clients and microservices. It explores
key functionalities such as authentication, reverse proxy, and flow control, using
technologies like OpenResty, Nginx, and Lua. The paper emphasizes the signifi-
cance of continuous updates and optimization to ensure high performance and
efficient development in managing microservice interfaces [ZJJ1§].

We found a Systematic Literature Review that highlight the importance of
API Management in general. Their goal is to identify practices and capabilites
that can be found in literature, as well as creating a new definition for API
Management based on the different definitions they encountered in their review.
Even if this review is not specifically related to microservices, the same practices
would apply and I would argue that API Management is even more important
for a microservice architecture as communication internally is also based on APIs
[MOJ20]. The authors identify 8 practices related to APT Management: caching,
OAuth authentication, load balancing, rate/quota limiting, usage throttling,
activity logging/monitoring, access control and billing [MOJ20].



3.2 What are identified challenges within API management
and are there any suggested solutions?

Since the API gateway is now a central part of the microservice architecture,
there are some challenges related to this component. It exists many API gateways
developed by large enterprises over the years. It is possible for companies to
buy some of these API gateways and some are even open source. However
for many it can be too expensive buying an API gateway solution and too
time consuming and difficult to configure open source code to meet their own
systems requirements. Another approach could then be to use Nginx to deploy
their own API Gateway but this solution can also be difficult to develop to
work as well as the commercial API Gateways [ZSWX20]. So it seems that one
important challenge when it comes to API Gateways is how to choose the right
one for your system. This paper suggest a solution to this cost, performance and
maintainability issue of choosing API gateway for your system. The authors
suggests to optimize the API Gateway by optimizing the framework of the API
Gateway, reducing coupling between the API Gateway core business and plug-ins.
After finalizing the optimization they compare it with an open source based
API Gateway and the Nginx solution, and their result do indeed show that their
suggested solution improve response rate and performance of the API Gateway
[ZSWX20].

While it can be difficult to find the best API Gateway solution for your
system there are also some general challenges when it comes to API Management.
We found this in different tech blogs or websites and from that tried to find
scientific papers who might be addressing these problems. Some of the challenges
we found were [Kon23| [NGI22| mrer, [Wen23|:

e Gateway specific challenges:

— The gateway is an extra component that would need to be developed
and maintained /updated.
— An extra network hop for all the requests to your system.

— Potential bottleneck or single point of failure.
e Documentation
e Visibility and governance

e Versioning: Akbulut and Perros propose a solution to the versioning
problem by extending and modifying the API gateway pattern. According
to their paper their new approach runs the system with 27% less hosting
cost compared to a normal auto-scaling method [AP19].

e Security: a solution to this is discussed further in the next section on
OAuth?2.



4

OAuth2

4.0.1 Why is Authorization(Oauth2) preferred over authentication

for API Communication?

When comparing authorization to authentication in terms of performance, au-
thorization generally has some advantages:

1.

Reduced Authentication Overhead: Once a user or client has been
authenticated and a valid session or token is available, further authorization
checks can be performed without the need for re-authentication, thus
significantly reducing the computational and network overhead associated
with authentication, improving overall performance.

. Caching and Access Control Lists (ACLs): Caching allows frequently

accessed authorization decisions to be stored in memory, thus reducing the
need to perform redundant authorization checks repeatedly. This caching
mechanism can improve performance by providing faster responses for
subsequent authorization requests.

. Efficient Resource Access: By defining specific access rules or permis-

sions, authorization mechanisms can optimize the access process and limit
unnecessary requests to resources.

. Easier Scalability: By employing scalable authorization models, we can

ensure that access control processes can handle the increasing number of
concurrent requests without impacting performance.

. Reduced Network Latency: Authorization decisions can often be made

amongst close neighbors to the resource being accessed, thus reducing
the need for network round trips or through using lightweight tokens, the
overall network latency can be minimized, leading to better performance
and response times.

. Role-Based Access Control (RBAC): RBAC maps users or entities

to predefined roles, and authorization decisions are based on the roles
assigned to them. This simplification reduces the complexity of the access
control process and can lead to faster and more efficient authorization
checks.[CP22, [TAST 22, IACCT08, Ngu|, Yan, MRS™23|

4.0.2 How does Oauth2 compare against other protocols such as

SAML and OpenID?

Here are the key differences between SAML, OpenID and OAuth 2.0:

1.

Purpose and Scope:

o SAML: SAML primarily deals with authentication and exchanging
identity-related information between an identity provider (IdP) and a
service provider (SP). It enables SSO and allows users to authenticate
once and access multiple applications without re-authentication.



e OpenlD: OpenlD focuses on user authentication and provides a way
for users to prove their identity to multiple websites or applications
using a single set of credentials. It allows users to authenticate them-
selves through an identity provider (IdP) and obtain an identity token
that can be presented to service providers (SP) for authentication.

e OAuth 2.0: OAuth 2.0 focuses on authorization and access delegation.
It enables secure access to protected resources on behalf of a user.
OAuth 2.0 is commonly used in scenarios where a user wants to grant
limited access to their resources to a third-party application.

2. Protocol:

e SAML: SAML uses XML-based messages for communication between
the IdP and SP. It follows a request-response model where the user
is redirected from the SP to the IdP for authentication, and after
successful authentication, the IdP sends an assertion (SAML token)
back to the SP.

e OpenlID: OpenlD relies on the use of protocols such as OpenlD
Connect (built on top of OAuth 2.0) and the use of identity tokens. It
provides an authentication layer that uses OAuth 2.0 as the underlying
authorization framework.

e OAuth 2.0: OAuth 2.0 primarily relies on HTTP-based protocols for
communication. It utilizes a token-based approach, where the client
(third-party application) obtains an access token from an authorization
server to access protected resources on the resource server through
signature verification.

3. Flow and Parties Involved:

e SAML: The SAML flow typically involves three parties: the user
(resource owner), the IdP, and the SP. The user authenticates with
the IdP, which generates a SAML token containing identity assertions.
The user then presents this token to the SP to access the desired
application or resource.

e OpenlID: OpenlD involves three main parties: the user, the identity
provider (IdP), and the relying party (RP). The user authenticates
with the IdP and receives an identity token. The user can then present
this token to the RP to authenticate themselves and gain access to
the desired application or service.

e OAuth 2.0: The OAuth 2.0 flow involves four parties: the user (re-
source owner), the client (third-party application), the authorization
server, and the resource server. The user grants permission to the
client to access their resources by interacting with the authorization
server. The client then obtains an access token from the authorization
server, which it uses to access protected resources on the resource
server.



4. Use Cases:

e SAML: SAML is commonly used in enterprise environments and
is well-suited for scenarios where a user needs to access multiple
applications with a single set of credentials, such as SSO across
different systems or federated identity management.

e OpenlID: OpenlD is commonly used for scenarios where users want
to have a single sign-on experience across multiple websites or appli-
cations, using a single set of credentials. It provides a convenient and
secure way to authenticate users and manage their identities.

e OAuth 2.0: OAuth 2.0 is widely used in web and mobile applications
that require secure access to user resources, such as accessing APIs
or fetching data from social media platforms.

In summary, SAML, OpenID and OAuth 2.0 serve different purposes. SAML
focuses on identity management and SSO, OpenlD focuses on user authentication
and identity verification, providing a way for users to authenticate across multiple
websites or applications whereas OAuth 2.0 focuses on authorization and access
delegation. All three protocols play important roles in enabling secure and

controlled access to resources, but they have different scopes and use cases.
[Hug, MRS™23l [ACCT08, ISBJ™14]

4.0.3 What are some alternatives to Oauth2 that that offer additional
features or improvements?

1. OAuth2.1: OAuth2.1 is an evolution of OAuth2.0 that aims to address
some of the security and usability concerns that have emerged over time. It
provides clarifications, updates, and best practices to enhance the security
posture of OAuth2.0 implementations such as secure communication, token
storage, token revocation, and token expiration.

2. FIDO2: Fast Identity Online 2 (FIDO2) is an authentication protocol
that goes beyond traditional username/password-based authentication.
FIDO2 uses public key cryptography and hardware-backed security to
enable passwordless and strong two-factor authentication. It provides

a more secure and user-friendly authentication experience compared to
OAuth2.0 alone.

3. SCIM: System for Cross-domain Identity Management (SCIM) is not an
authentication or authorization protocol itself but rather a standard for
user provisioning and management. It defines a schema and RESTful APIs
for managing user identities across different systems. SCIM can be used in
conjunction with OAuth2.0 or other protocols to facilitate user provisioning
and identity synchronization. [NJI7, [LSNT20, [FLS™20, [Nad13]



5 Webhooks

In today’s world effective and smooth communication between applications and
services has become essential. Webhooks is a powerful tool for real-time data
exchange and turns out to be a better in many ways than traditional polling
methods. In the following we will explore crucial differences and in particular
advantages of webhooks compared to polling.

e Real-Time Communication: Webhooks facilitate real-time communica-
tion between applications by instantly notifying receiving systems about
specific events or changes. Unlike polling, which involves continuously
querying for updates, webhooks eliminate the need for constant requests.
With webhooks, relevant data is delivered instantly when an event oc-
curs, enabling immediate reactions and reducing latency in communication.
This real-time aspect ensures that information is up-to-date and allows
systems to respond promptly, enhancing the overall efficiency and respon-
siveness of applications. The comparative study by Kavats [KK19| on a
telegram server shows that Webhooks performs up to three times better
than standard polling on an increasing number of requests per second.

e Resource Efficiency: Polling involves making frequent requests to a
server, consuming resources and increasing server load, even when there
is no new data available. In contrast, webhooks eliminate unnecessary
requests, significantly reducing resource consumption. With webhooks,
data is transmitted only when an event occurs, minimizing bandwidth
usage and freeing up server resources. This efficiency not only optimizes
system performance but also reduces operational costs, making webhooks
an attractive solution for resource-constrained environments. Duner’s study
[DN20] suggests, that webhooks can handle a higher load than polling
before reaching the CPU limits.

e Event-Driven Architecture: Webhooks follow an event-driven architec-
ture, enabling decoupling between systems. Instead of relying on continuous
polling, applications can subscribe to specific events and receive notifi-
cations only when relevant data is available. This decoupling encourges
modular design, allowing independent development and scalability of indi-
vidual components. Moreover, the event-driven approach enables greater
flexibility, as systems can dynamically subscribe or unsubscribe to events
based on their specific requirements. This supports adaptability and ex-
tensibility, as it is easy for systems to adjust to changing requirements. It
also makes the system more robust as the services work independently, the
failure of one service does not interfere with the rest of the services.[Var23|

e Improved Data Integrity: Webhooks ensure data integrity by deliv-
ering information in the most reliable way. Unlike polling, where data
might be subject to synchronization issues due to time delays, webhooks
eliminate such concerns. When an event occurs, webhooks deliver the



data immediately, reducing the risk of data inconsistency. This advantage
is particularly crucial in scenarios where data accuracy and consistency
are extremely important, such as financial transactions or collaborative
applications.

e Simplified Integration: Webhooks simplify the integration process be-
tween different systems. By adhering to standard HTTP protocols and
leveraging familiar request/response mechanisms, webhooks can be easily
integrated into existing infrastructure. Developers can utilize widely sup-
ported web frameworks and libraries to handle incoming webhook requests,
reducing implementation complexity. This simplicity of integration pro-
motes faster development cycles and facilitates seamless communication
across diverse applications.

6 Discussion

6.1 Difficult to compare

When it comes to comparing different architectures, such as API management
architectures, it can be challenging due to their varying scopes and use cases.
Each architecture is designed to address specific requirements and objectives.

6.2 Future improvements and research

The systematic literature review [MOJ20] suggest some future work in the
area of API Management which we can also be a possible solution to the
comparison issue. They suggest that to enable organizations to evaluate and
improve their API management maturity levels, a Future Area Maturity Model
(FAMM) can be built. We also think this model can be used to more easily
compare API Management solutions with each other as it will make parameters
for comparison more clear. However this still requires more research into the
practices, capabilities and the relationships between them. As well as verification
from experts.

However this literature review is not focused only on microservice architecture,
just API Management in general. We therefore wonder if there might be some
differences in the “best practices” for API Management depending on what type
of architecture your system is using.

Future improvements to Oaut2.0 is Oauth 2.1 and it aims to address some
security and usability concerns. Additionally System for Cross-domain Identity
Management (SCIM) be used with OAuth2.0 or other protocols to facilitate user
provisioning and identity synchronization.



7 Conclusion

In this literature study, we inspected three different directions in APTI integration,
which all have a connection to microservices in a different way.

API management practices, including API gateways, versioning, authenti-
cation, and access control, are essential for facilitating smooth communication
both internally and with external systems. Choosing the right API gateway
solution and optimizing its performance are important challenges to address.

OAuth 2.0, applying a token-based approach, stands out as a preferred au-
thorization protocol in microservices due to its reduced authentication overhead,
caching capabilities, efficient resource access, scalability, and reduced network
latency. While SAML and OpenlID also serve their purposes in authentication
and identity management, OAuth2 specifically focuses on authorization and
access delegation.

Webhooks offer significant advantages over polling practices in microservices.
Real-time communication, resource efficiency, event-driven architecture, improved
data integrity, and simplified integration make webhooks a superior choice for
communication in microservices.

These technologies and practices contribute to enhanced performance, scalabil-
ity, and adaptability, supporting the successful implementation and management
of microservices. Hence, it can be of high importance to consider OAuth 2.0,
webhooks and a proper API management to achieve a robust and efficient
microservice.
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Abstract

This paper examines the trade-offs between microVMs, unikernels, and
containers in terms of resource consumption, performance, security, usabil-
ity, and tooling. The study concludes that while containers maintain a
performance advantage, certain configurations of microVMs in combination
with unikernels can outperform them in specific scenarios. Despite their
higher isolation potential, unikernels suffer from missing several kernel
security features and have challenges because of their complex build process
and lack of robust community support. However, the integration of mi-
croVMs with Kubernetes is starting to address these issues. It is concluded
that microVMs and unikernels serve as promising alternatives to containers
for large-scale, high-performance projects requiring higher isolation where
the extra implementation time is worth a bit more performance and lower
startup times. This e.g. is the case when working under constrained
resource conditions such as edge computing. MicroVMs with a small Linux
kernel are more suitable when higher isolation is necessary, as seen in AWS
Lambda functions, allowing for optimized hardware utilization.



1 Introduction

The prevalence of containers for software deployment in cloud environments is
widely acknowledged [41]. However, especially for security critical environments
they have problems. This is amongst other things due to an overly exposed
host kernel that the containers have to interact with [27, p. 219]. This is a
potential surface for attacks [33] [38], which is hard to secure [I5] and has been
exploited multiple times [I4] [I5]. This raises concerns for public cloud providers
because they have limited control over the kind of applications running on their
cloud. Because of that, cloud service providers like Amazon and Google shifted
to microVMs for some of their cloud products, like lambda functions [I]. This is
because microVMs offer higher isolation compared to containers [1]. In contrast
to classical VMs like VM Ware, containers have extremely fast instantiation times,
small memory footprints, and high density on the host system [27, p. 219].

The goal of the paper is to compare the trade-offs between microVMs, uniker-
nels, and Containers in terms of resource consumption, performance, security,
and manageability to answer the question of if and where new technologies like
microVMs and unikernels are viable alternatives for containers.

1.1 Theoretical background
1.1.1 Containers

Containers are lightweight, isolated runtime environments that contain an ap-
plication and all its dependencies. Normally a container only contains a single
application. Because containers do not run in a hypervisor low-level calls like
system calls are forwarded to the host operating system [40} 27]. The isolation
is based on cgroups (Control Groups) which can be used to limit and isolate a
process’s access to other CPUs, RAM, and networks. Linux namespaces can
then be used to create a protected environment for every running container
[6]. Because docker containers do not include a kernel their resource usage is
relatively low and startup speeds are generally very fast [23] 27].

1.1.2 MicroVMs

A microVM is a highly specialized virtual machine designed to execute specific
types of applications, supporting only basic capabilities [27]. Through simplifi-
cation, the elimination of unnecessary devices, and the removal of unnecessary
functionalities, a microVM achieves quicker startup times and lower resource
utilization when compared to a traditional VM [27] [38]. Because the kernel is
virtualized and microVMs provide hardware-level isolation a microVM offers
more isolation and therefore also security than a container [27]. Furthermore, a
microVM can enforce limitations on CPU utilization, memory allocation, and
network usage. This offers protection from DOS (denial of service) attacks and
prevents a single VM from using all resources [38].



1.1.3 Unikernels

Unikernels are images intended to run only a single application at the same
time [4I]. Once deployed, unikernels cannot be modified [25]. They contain all
the application code, libraries, and OS/Kernel within a unified address space
[25]. Because they are compile-time linked it is possible to eliminate unnecessary
components thereby reducing the attack surface by shipping fewer libraries and
decreasing the size of the resulting image [20]. Due to their highly specialized
nature and customizability to meet specific application requirements, unikernels
provide access to low-level APIs, resulting in superior performance compared to
traditional operating systems [41] in some scenarios. However because of their
minimalist nature some security features, which are normally found in an OS
might be missing. Furthermore, unikernels also introduce certain challenges,
such as making the debugging of deployed applications more complex and being
more difficult to build compared to Docker containers[9]. The resulting unikernel
can be deployed either on a hypervisor or on bare metal [26].

1.2 Methodology

In order to compare microVMs, unikernels, and containers a systematic literature
review according to the definition of Snyder [35] was performed. Therefore,
relevant literature consists of studies comparing papers on microVMs, unikernels,
and containers. To identify relevant literature, the abstract and citation database
Scopus was used [I0]. Scopus, as per Kulkarni et al.’s findings, outperforms its
competitor Web of Science in retrieving citations with comparable performance
to Google Scholar, while also providing a more capable search functionality than
Google Scholar [2I]. The search query aimed to find English literature published
from 2015 onward that includes the keywords 'microVM(s)’ or 'unikernel(s)’ and
‘container(s)’ in the abstract, keywords, or title.

(TITLE-ABS-KEY("MicroVMx") OR

TITLE -ABS-KEY ("Unikernel*")) AND
TITLE-ABS-KEY("Containerx") AND (LIMIT-TO(PUBYEAR,
2023) OR LIMIT-TO(PUBYEAR, 2022) OR LIMIT-TO(PUBYEAR,
2021) OR LIMIT-TO(PUBYEAR, 2020) OR LIMIT-TO(PUBYEAR,
2019) OR LIMIT-TO(PUBYEAR, 2018) OR LIMIT-TO(PUBYEAR,
2017)) AND LIMIT-TO(LANGUAGE, "English")

Listing 1: Search query

This resulted in 59 results that were then sorted by citations. The first ten papers
that fit the scope were chosen as the base literature. Those consist of articles
that compare and benchmark containers and microVMs/unikernels [12], 28] [38],
A7), [30, B9] and articles that propose new microVMs/unikernels technologies
[2, 27, [7]. As the proposal of new container technologies by the latter group
might lead to a potential conflict of interest when these proposed technologies
where benchmarked by the authors against existing container solutions, extra
care has been taken to examine these papers for possible biases.




2 Comparison

When comparing the different systems it is essential to consider various con-
figurations. Please note that in certain sections, some combinations may be
absent, because no studies have been done regarding this specific configuration.
There are three different configurations that have been taken into account. A
fully-fledged operating system has not been included in the comparison, as its
overhead increases the memory footprint and the startup times to a point where
that is not a viable option [27].

1. Docker
2. MicroVM running with a slim OS

3. MicroVM running a unikernel

2.1 Performance
2.1.1 Resource usage

In the following paragraph, the resource usage, as well as the hardware utilization
is discussed for Docker, unikernels, and microVMs.

Memory usage: To analyze the memory usage, Marco et al. ran 1000
Micropython guests on one host system. While unikernels and Docker containers
had a memory footprint of around 5GB, a minimalist operating system created
with TinyX consumed 27GB, while a standard Debian virtual machine required
a hefty 114GB of memory [27]. This is because when running a minimalist OS
within a microVM, multiple instances of the kernel are running. In addition to
that the memory overhead of a microVm also has to be taken into account which
is about 3MB per VM with out a guest operating system in case of Firecracker
[I]. While the authors suggest that the 22GB difference isn’t significant due
to current memory prices, it’s worth highlighting that the five-times increase
in the memory footprint of the tiniyx VM instance compared to containers is
considerable. For example, a Google VM with 8 cores and 8 GB Ram is 145.45$
per month, while the same machine with 32 GB Ram is 196.67$ [13].
According to Plauth et al., when running a simple HTTP Server, a Docker
container has a memory footprint of around 80MB, the unikernel Rumprun
has one of about 190MB, roughly twice the size, while a standard Ubuntu VM
features a memory footprint of 250MB [30]. Similar memory usage results are
also reported by Li et al. [23] and Mavridis et al. who claim that unikernels take
around two times more memory than Containers [28]. Differing from these results,
Kuenzer et al. showed that unikernels can outperform containers, claiming that
the minimal amount of memory needed to run an nginx on an Unikraft unikernel
is 5SMB, while a Docker container needs 7TMB [20] (see [figure T)).

CPU usage: With respect to the CPU utilization, Marco et al. state that
Docker containers and unikernels exhibit the lowest resource utilization, with
TinyX, running in a microVM peaking at approximately 1% for 1,000 guests,
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while Debian VMs show poorer scalability, reaching around 25% utilization for
the same number of VMs, which stems from the numerous services Debian runs
by default [27]. Anjali et al. performed CPU benchmarks that showed that
the CPU speed for unikernels and containers is roughly the same [2]. This is
congruent with the findings of Plauth et al. [30].

Multiprocessing support is not widely spread around unikernels. For example,
OSV does not support multiprocessing[11] and Unikraft only supports it since
2022 [37]. Therefore most of the benchmarks which have been examined here
are single-core benchmarks.

The system call times are roughly similar when comparing a virtual machine
deployed with KVM to the host. However, docker exhibits slightly slower
performance, and gVisor experiences approximately 1.5 times slower execution
when running on KVM [23].

According to Kuenzer et al., across four applications Unikraft (run with
KVM) used fewer resources than docker and achieved better performance [20]
(see . When modifying the application to use the special low-level APIs
offered by Unikraft the performance improvements are even bigger, and even
outperform the same application running on bare-metal [20]. This is achieved by
removing all overhead and unnecessary components using a dependency graph
that helps determine which components are needed for an application to run.

The current research presents heterogeneous results when examining the
performance of unikernels, microVMs, and containers. The consensus is that
containers are quicker than microVMs running a lightweight OS. When compar-
ing unikernels in microVMs with containers, they’re similar in how well they
perform. Modern unikernels, like Unikraft, can even outperform containers in
some scenarios.

2.1.2 Startup time

When it comes to startup times unikernels in combination with a microVM
seem to be faster than the startup time of a container. While Docker containers
required 150ms to start up when no containers were running, the startup time
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increased to 1s when running 3000 Docker containers. On the other hand, uniker-
nels booted within the range of 8-15ms (excluding the microVM), irrespective
of the number of instances running. This time could even be reduced to 2.3ms
when optimizing the unikernel for startup time [27]. However, these results were
only achieved after improving upon some bottlenecks in the XenStore (which
is a key-value store that allows the different components of the virtualization
environment to share data [§]) which takes longer to update information the
more VMs there are. However, it is possible to mitigate this problem not only by
removing the XenStore [27] (see , but also by caching certain operations
and thereby improving the performance for workloads with very many VMs
>256 by 46% [8]. The final start to finish startup times can be compared in
figure 3

Goethals et al. found similar results when running Firecracker microVMs
where they discovered that the Firecracker VM booted slightly faster than
container-based alternatives, and OSv unikernels offer "extremely low boot times
and significantly better performance than Docker containers" [12].

2.1.3 IO Performance

The IO performance is an important metric for modern cloud applications,
as most communication happens over TCP/UDP [34]. Therefore a high 10
throughput and low latency are essential for cloud infrastructure components.
In the following, the unikernel OSv, Firecracker, the container runtime gVisor
and runC are evaluated.

OSv significantly outpaces Docker on x86 architectures, exhibiting 50% faster
response rates in completed requests per second. Conversely, Firecracker, using a
lightweight OS, performs 20% worse. Further, containers deployed using gVisor
achieve only 25% of the speed of those deployed with runC, demonstrating that
the gVisor’s emulated software kernel introduces substantial overhead for the
benefit of enhanced security through improved isolation [I2]. This is in line with
Plauth et al. who found that the round-trip time for certain unikernels is smaller



than the round-trip time of docker, and almost matches native performance[30].

For ARM architectures, OSv unikernels offer the fastest processing, being
16% faster than Docker containers, while Firecracker running a lightweight OS
only achieves 72% of the performance of OSv. Containers using gVisor only
achieves 10% of the performance of containers running with runC.

When running using multiple processor cores, OSv and Firecracker scale
worse than Docker and gVisor with more threads [12]. This is most likely because
of missing or bad implementation of multi-core support [I1].

According to Wang et al., Firecracker’s I/O performance is behind Docker
for small disk write sizes, but it catches up with (or exceeds) Docker when
the records become larger [38]. Anjali et al.’s study confirms that Firecracker
outperforms Docker by a factor of two for 4kb file sizes, which increases to a
factor of four for 1MB file sizes [2].

It can be therefore concluded that virtual machines in combination with
unikernels offer faster I/0, especially for larger chunks [38]. However, when it
comes to handling HTTP requests through multiple cores, unikernels fall short
due to their weak multi-core support, showing worse performance than containers
[12].

2.2 Security

VMs, unikernels, and containers are widely used in the cloud to isolate multiple
workloads. This has a lot of opportunities as this allows running multiple
applications on a single host machine, but also has security challenges. In this
section isolation and attack surface are compared to point out the trade-offs
between the different technologies and to understand in which scenario which
virtualization technology is most suitable. Isolation describes to which extent
separation of workloads can be achieved, ensuring independent operation and no
inference between those workloads. Attack surface refers to potential points of
vulnerability that an attacker can exploit according to the definition of Ross et
al. [32], while isolation is defined as the challenge of creating different virtual
instances and keeping them independent [3].

Generally speaking, unikernels provide the highest level of isolation because
each application is compiled with only the specific libraries and drivers it needs
into a standalone kernel. As they do not rely on a host operating system, the
risk of vulnerabilities that could be exploited from outside the unikernel can
be reduced. VMs also offer a high degree of isolation, as each VM operates as
a separate system with its own OS, libraries, binaries, and applications. This
means that VMs are not affected by the operations of the host system or other
VMs running on the same hardware. Containers provide the least amount of
isolation because they share the host system’s kernel [27] [38].

Compared to microVMs or containers, unikernels have technically the smallest
attack surface because they do not have a native shell, unneeded code, and
unnecessary system calls are removed or unsupported [36]. However, unikernels
might overlook essential security features. A study from 2019 challenged the
security advantages of two unikernels (Rumprun and IncludeOS), highlighting



the lack of important security features such as ASLR, W~ X, Stack canaries, or
heap integrity checks [29]. Rapp et al. examined a selection of unikernels based
on selected security features, highlighting that the unikernel nano implemented
the most features [22]. Another problems is that running the applications in
kernel space gives an attacker who gained remote code execution direct access to
kernel-level functionality where they have elevated access to system calls or raw
packet 1/O [36]. These can be pivot points for attacking neighboring hosts [29].

Containers on the other hand offer isolation with statically linked libraries
and the ability to utilize security mechanisms at the host level [4]. They run
within the user space, which means that all containers share the same kernel. In
the event of a kernel compromise, all containers running on the host could also
be compromised [24]. Those risks can be mitigated by following the guidelines of
the official documentation and employing protection methods such as user-space
isolation, host-based intrusion detection, rootless docker [31], or utilizing kernel
security hardening mechanisms (e.g. Tripwire, SELinux) [39].

Virtualization relies on a hypervisor, which acts as an intermediary between
the guest operating system and the underlying hardware. The level of isolation
achieved is primarily attributed to the hypervisor’s ability to leverage hardware
features such as memory segmentation and hardware virtualization extensions.
These extensions enable the hypervisor to operate in the host domain, while
the guest virtual machines (VMs) function within the guest domain, enabling
the guest VM kernels to run at ring level 0 [24]. It should be mentioned that
unikernels usually do not run bare metal, which means that they also benefit
from the security features of a hypervisor.

Williams et al. have explored yet another way to achieve the same level of
isolation for unikernels similar to VMs by running unikernels as processes. By
modifying the ukvm unikernel monitor, the monitor can load the unikernel into
its own memory space. This modified monitor is called tender and switches to a
restricted execution mode before executing the unikernel code. As a result, they
were able to reduce the number of system calls by 50%, which in turn reduced
the attack surface [40)].

In conclusion, considering the security aspects of isolation and attack surface,
the literature shows that microVMs offer strong isolation, while containers have
limitations in that regard. Unikernels have strong isolation as well, but may
lack privilege levels within the unikernel itself and fail to implement some of
the security mitigations. To advance the security state of applications, a hybrid
combination of these technologies holds potential [24]. During the review of
several papers and unikernel projects, the evaluation of the unikernels security
seems biased. The authors of Unikraft write that it should be possible to achieve
good security while retaining high performance. However, important security
features like ASLR and WX are not implemented [20]. Furthermore, through
this analysis, a research gap has been identified, as none of the papers evaluated
the security of unikernels running inside of microVMs, which could be a good
combination as the microVM is addressing some of the before-mentioned missing
security features of unikernels.



2.3 Usability and Tooling

In recent years, containers have emerged as the leading choice for deploying
software applications and services among all container vendors. They have a
robust ecosystem and a large community which has contributed to its popularity
[16]. By building containers it can be made sure that the software runs on every
cloud provider, effectively offering a way to mitigate vendor lock-in risks [I7]. On
the other hand, building unikernels is complicated as it requires a lot of custom
configuration and build tools [27]. Projects like Unicraft aim to ease this process
and reduce the complexity by providing build tools, libraries, and runners [20],
however building docker images is still easier [9]. Unikernel’s lack of a shell,
online debugging, and potentially expensive source code recompilation for any
updates or application changes [7]. This is a trade off they share with docker
containers. This is also highlighted by Manco et al., stating that unikernels
require significant development time due to the need for manual configurations,
in addition to their lack of sophisticated tooling [27]. Because the tooling
around container orchestration and building is superior compared to that of
unikernels and microVMs [27] microVMs and unikernels have not penetrated
the mainstream yet and are currently mostly used in AWS/Google functions
where isolation is especially important, as the operations of one lambda function
should not impact the operations of another lambda function.

The literature suggests that the tooling around microVMs is not that ad-
vanced as no major container orchestration system like Kubernetes supports the
scheduling of microVMs out of the box [28]. However projects like kubevirt [19]
extend Kubernetes using the Kubernetes CustomResourceDefinitions API [I§],
which allows the orchestration of resources that are not covered by the standard
Kubernetes API [28] like virtual machines. This however has the drawback
that according to Mavridis et al. running the VMs consumes two times more
memory than running the containers [28] in some part because of the overhead
of kubevirt.

To sum it up, unikernels are hard to build and maintain. Most unikernels
are not at a place where every application can be run without problems and the
debugging experience within a unikernel is inferior to the debugging experience
inside a container. Furthermore, orchestration systems currently do not naively
support microVMs and one has to rely on third-party solutions to get microVMs
running within a Kubernetes cluster.

3 Results

While microVMs, in combination with a unikernel or a minimalist OS, continue
to gain in performance, as of now, containers are still ahead. However, when
combined with unikernels, microVMs demonstrate superior performance in some
scenarios compared to containers. Furthermore, microVMs offer better isolation
than containers because the microVMs do not share the host kernels, however
unikernels lag in terms of security due to missing security features. It’s however



worth mentioning that there are strategies to enhance the security of Docker
containers.

One of the challenges with unikernels is their complex build process, and
lack of robust development tools, community support, and orchestration tools,
but these conditions are slowly improving, especially with the integration of
microVMs running unikernels with Kubernetes using third-party libraries.

To answer the question of whether and where technologies like microVMs
and unikernels could potentially replace containers the following conclusion can
be drawn: Using microVMs with unikernels is a great fit for large-scale projects
that can afford to take more time in development, especially when they need
high performance and isolation. Another reason to use unikernels in combination
with microVMs is to benefit from the fast boot times that unikernels offer in
comparison to containers and slim Linux Operating systems. However, the high
hurdle of building unikernels and orchestrating them within Kubernetes makes
them only a viable option if there are not enough resources available for docker
containers (for example when running on the edge), or if the very fast startup
times in combination with high isolation needs are necessary. MicroVMs in
combination with a small Linux kernel however are a good fit if only a higher
isolation is needed. This is the case for applications like AWS Lambda where
using microVMs allows AWS to run multiple different lambda functions on the
same machine without endangering the integrity and security of other lambda
functions. By being able to run different lambdas on the same machine the
hardware utilization can be increased.

4 Discussion

The field of unikernel and microVM research is a relatively new one and in active
development. Especially the tooling for unikernel has to improve if unikernels
ever want to become a viable alternative to containers.

One notable research gap in the field of virtualization and containerization
is the performance comparison between a Kubernetes (k8s) cluster running
containers and a k8s cluster utilizing MicroVMs and unikernels. While there has
been done some work by Mavridis and Karatza in [28] it is not as extensive as
one would hope and still leaves some room for new investigations.

Despite numerous claims that unikernels are challenging to operate, which
leads to increased development time [9] [7, 27], no comparative study has been
conducted. It would be valuable to have a study similar to the one by Gleison et
al., which involved a controlled experiment with 22 students who were assigned
to implement eight queries in GraphQL and REST for accessing a web service to
empirically assess the effort necessary to implement queries in these languages

5.
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