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Abstract

On a high level, scientific workflow enactment has to deal with the consecutive
execution of computational tasks. As these tasks often require input and pro-
duce output data, the enactment of these workflows also involves the transfer
of input and output data of these tasks to and from the resource where these
tasks are executed. On Distributed Computing Infrastructure (DCI) like the
Open Science Grid (OSG), which is inherently heterogeneous, the complexity
and dynamism of data and processing distribution have increased. The mapping
of logical workflow tasks to physical resources of the DCI and the subsequent
transfer of data to and from these sources exhibit a large degree of freedom.
We argue that the management of dynamic data and compute should become
part of the runtime system of workflow engines to enable workflows to scale
as necessary to address big data challenges and fully exploit the capabilities of
DCI. The P* model for pilot-abstractions defines a clear separation between
the logical compute and data units and their realization as a job or a file at a
physical resource. In this thesis we describe the implementation of Pilot-Data,
an extension of RADICAL-Pilot, that satisfies the data aspects of the P* model
for RADICAL-Pilot. To explore both functionally and experimentally whether
this Pilot-Data implementation can provide the capabilities for such a workflow
system runtime environment, we also implemented Marvin, a workflow engine
for the GWENDIA workflow language that interfaces to both the compute and
data capabilities of RADICAL-Pilot. For the empirical evaluation we use various
synthetic transfers and workloads and a real life case study: a DNA sequenc-
ing analysis workflow. We conclude that the pilot abstraction offers a valid
approach to explore the design of a new generation of workflow management
systems and runtime environments that are capable of intelligently deciding on
application-aware late binding of compute tasks and data to physical resources.
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Chapter 1

Introduction

A wide range of Biomedical applications have been successfully ported and ex-
ecuted on Distributed Computing Infrastructure (DCI) using workflow technol-
ogy. Workflow management systems can hide details of the underlying infras-
tructure, and serve as an excellent abstraction to carry out high throughput
experiments [1]. By lowering the barriers to use such complex infrastructures,
workflow management systems have been valuable allies in the realization of the
e-Science vision [2].

At the Academic Medical Center of the University of Amsterdam (AMC),
a workflow-based software platform has been adopted for many years to enable
medical imaging [3] and DNA sequencing [4] research. Workflows are extensively
used as the primary abstraction for programming and running applications on
the Dutch production grid infrastructure, facilitating access to both advanced
and novice users. With this approach, data processing ”pipelines” can be easily
described into grid workflows, and high throughput performance can be achieved
by splitting the datasets and distributing their processing on the DCI. Running
computations on the DCI has become a trivial exercise on this platform.

With the growth of the data volumes, the solution provided by the platform
turned out to be insufficient to address the increasing complexity and dynamism
of data and processing distribution [4]. The main challenges shifted from the
processing to the data, and the alignment of the two became more important.
Much more than before, it is now necessary to optimize the mapping of logical
tasks to physical resources to maintain high throughput. This includes, for
example, workload balancing to avoid bottlenecks, but also co-locating tasks
together to minimize data transfers. Furthermore we know from experience
that one size does not fit all, and that one approach can be an optimization for
one application and a pessimization for the other.

Ideally the location of data and processing should take into account the dy-
namic availability of resources and the data flow requirements derived from a
given workflow execution. In practice we have seen that such optimization is
hard to achieve using workflow abstractions as we know today. Optimization
attempts often found their way into the workflow descriptions, for example,
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by early binding a given computation or dataset to resources that were known
in advance to have sufficient capacity. In this way the workflow descriptions
became ‘polluted’ with all types of DCI-specific information, and their execu-
tion became limited to a subset of the resource available at runtime. Users
(the workflow developer or the workflow executors) became responsible for the
optimizations that the workflow management system was unable to do.

Although our hands-on experience is limited to a couple of workflow man-
agement systems, we argue that this is a fundamental characteristic in most
workflow management systems today due to (a) the lack of an explicit approach
to handle distributed data in a workflow and (b) the lack of a proper abstrac-
tion to separate logical tasks and data flow from their mapping into physical
location on a DCI. While (b) has been partially addressed by using a pilot job
framework as back-end for workflow systems [5], to our knowledge handling data
distribution has not been properly addressed yet in the context of workflow sys-
tems. Based on our observations from backstage of various workflow systems,
we realize that implementing our vision of the ‘ideal case’ is very complex and
requires some out-of-the-box thinking and looking at fresh alternatives.

This thesis explores the P* model for pilot-abstractions [6], which proposed
a clear separation between the logical compute and data units and their realiza-
tion as jobs or files in some physical resources. This model is accompanied by
an Application Programming Interface (API) – the Pilot-API, which provides
an interface to Pilot-Job frameworks that adhere to the P* model, and which
supports programming of distributed applications that can implement complex
and dynamic scheduling of resources. We believe that this API exposes pow-
erful features to address (a) and (b), forming an interesting basis to explore
for the construction of a new generation of workflow management systems that
are more capable of intelligently deciding on application-aware late binding to
physical resources.

In this thesis we work with a real use case and the corresponding reported
challenges [7]. Modern DNA sequencing machines produce data in the range
of 1-100 GB per experiment and with ongoing technological developments this
amount is rapidly increasing. The majority of experiments involve re-sequencing
of human genomes and exomes to find genomic regions that are associated with
disease. There are many sequence analysis tools freely available, e.g. for se-
quence alignment, quality control and variant detection, and frequently new
tools are developed to address new biological questions. The group is using
workflow technology (MOTEUR [8], GWENDIA [9]) to allow easy incorpora-
tion of such software in the data analysis pipelines, as well as to leverage grid
infrastructures for the analysis of large datasets in parallel. The size of the
datasets had grown from 1 GB to 70 GB in 3 years, therefore adjustments
were needed to optimize these workflows. Procedures have been implemented
for faster data transfer to and from grid resources, and for fault recovery at
run time. A split-and-merge procedure for a frequently used sequence align-
ment tool, Burrows-Wheeler Aligner (BWA), resulted in a three-fold reduction
of the total time needed to complete an experiment and increased efficiency by
a reduction in number of failures. The success rate was increased from 10% to
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70%.

1.1 Research Questions

Q1 Can the semantics of a GWENDIA workflow be expressed using the Pilot-
API?

Q2 What factors of data and compute placement exist that can be exploited to
improve execution of data intensive workflows?

Q3 Can the decision making about compute and data placement be automated
in such a way that it has an impact on data intensive workflow execution?

1.2 Structure

The remainder of this thesis is organized as follows. In Chapter 2 related work
for all the topics discussed so far is put into context. Chapter 3 presents the
conceptual foundations on which this thesis is constructed. That is followed in
Chapter 4 by a description of the implementation of the software used for the
conducted experiments. The experiments and target infrastructure to verify the
concepts and implementation are laid out in Chapter 5, followed by the results
of the experiments in Chapter 6 and completed with a discussion of these results
in Chapter 7. In Chapter 8 we close the loop between the research questions
and the acquired results and end with a future outlook.

1.3 Contributions

This thesis is the aggregate of both published and (still) unpublished work. The
following papers are used as material for this thesis.

The P* model

• A Luckow, Mark Santcroos, A Merzky, O Weidner, P Mantha, and S Jha.
P∗: A model of pilot-abstractions. In E-Science (e-Science), 2012 IEEE
8th International Conference on, pages 1–10, 2012

• André Luckow, Mark Santcroos, Ole Weidner, Andre Merzky, Sharath
Maddineni, and Shantenu Jha. Towards a common model for pilot-jobs.
In HPDC ’12: Proceedings of the 21st international symposium on High-
Performance Parallel and Distributed Computing. ACM, June 2012

RADICAL-Pilot

• Andre Merzky, Mark Santcroos, Matteo Turilli, and Shantenu Jha. Exe-
cuting Dynamic and Heterogeneous Workloads on Super Computers, 2016.
(under review) http://arxiv.org/abs/1512.08194
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• Mark Santcroos, Ralph Castain, Andre Merzky, Iain Bethune, and Shantenu
Jha. Executing dynamic heterogeneous workloads on blue waters with
radical-pilot. In Cray User Group 2016, 2016

DNA Sequencing Analysis on DCIs

• BDC van Schaik, Mark Santcroos, and V Korkhov. Challenges in DNA
sequence analysis on a production grid. In EGI Community Forum 2012,
2012

• BDC van Schaik, Mark Santcroos, S Madougou, A Jongejan, A H C van
Kampen, and S.D Olabarriaga. e-Bioscience Solutions and Challenges for
Next Generation Sequencing Experiments. In 2nd International Work-
Conference on Bioinformatics and Biomedical Engineering, pages 333–
334, 2013

Pilot-Data

• A Luckow, Mark Santcroos, A Zebrowski, and S Jha. Pilot-data: an ab-
straction for distributed data. Journal of Parallel and Distributed Com-
puting, 79-80:16–30, 2015

• Mark Santcroos, Barbera DC van Schaik, Shayan Shahand, Śılvia Del-
gado Olabarriaga, Andre Luckow, and Shantenu Jha. Exploring Dy-
namic Enactment of Scientific Workflows using Pilot-Abstractions. In
13th IEEE/ACM International Symposium on Cluster, Cloud and Grid
Computing, pages 1–9, Delft

• Mark Santcroos, S Delgado Olabarriaga, D S Katz, and S Jha. Pilot
abstractions for compute, data, and network. In E-Science (e-Science),
2012 IEEE 8th International Conference on, pages 1–2, 2012

Unpublished

Materials in this thesis not yet published are:

• The software implementations described in Chapter 4.

• The experiments and results in Chapter 5 and Chapter 6 respectively.

• The discussion and conclusion in Chapter 7 and Chapter 8 that are based
on the experiments.
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Chapter 2

Related Work

History of Pilot-Jobs Around twenty systems with pilot capabilities have
been implemented since 1995 [17]. AppLeS [18] is one of the first published im-
plementations of both placeholders for resources and application-level schedul-
ing; HTCondor [19] and Glidein [20] enabled pilot-based resource allocation
and execution to OSG; DIANE [21], AliEn [22], DIRAC [23], PanDA [24], and
GlideinWMS [25] brought pilot-based workload execution to the Large Hydron
Collider (LHC) and other grid communities.

In contrast to RADICAL-Pilot, the aforementioned systems are often tai-
lored for specific workloads, resources (particularly High Throughput Comput-
ing (HTC)), interfaces, or development models. They often encapsulate pilot
capabilities within monolithic tools with greater functional scope. For exam-
ple, HTCondor with Glidein on the Open Science Grid (OSG) [26] is one of
the most widely used Pilot systems but serves mostly single core workloads.
The Pilot systems developed for the LHC communities execute millions of jobs
a week [24] but specialize on supporting LHC workloads and, in most cases,
specific resources like those of Worldwide LHC Computing Grid (WLCG).

Pilots on HPC Falkon is a Pilot system for High Performance Computing
(HPC) systems. Just as RADICAL-Pilot, Falkon exposes an API that is used to
develop distributed applications or to be integrated within an end-to-end system
such as Swift and it has been designed to implement concurrency at multiple
levels including dispatching, scheduling, and spawning of tasks across multiple
compute nodes of possibly multiple resources. Falkon is designed for single core
applications. Coasters is similar to RADICAL-Pilot in that it supports hetero-
geneity at resource level. RADICAL-Pilot supports a greater variety of resources
though, mainly due to the use of Simple API for Grid Applications (SAGA) as
its resource interoperability layer. The two systems differ in their architectures
and workload heterogeneity (RADICAL-Pilot also supports multi-node Message
Passing Interface (MPI) applications). RADICAL-Pilot’s modular and extensi-
ble architecture was demonstrated by also supporting the Cray architecture on
Blue Waters and Titan [12].
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Recognizing the potential for HTC on HPC resources, IBM developed an
HTC mode resembling a Pilot system [27] for the series of IBM BG/L prod-
ucts. Unsupported by later IBM Blue Gene series, RADICAL-Pilot brings
back this HTC capability generalizing it to HPC architectures beyond IBM
BG/L machines, like the BG/Q. Nitro [28], is a high-throughput scheduling so-
lution for HPC systems that works in collaboration with the Moab scheduler for
TORQUE. Instead of requiring individual job scheduling, Nitro enables high-
speed throughput on short computing jobs by allowing the scheduler to incur
the scheduling overhead only once for a large batch of jobs.

MySGE [29] allows users to create a private instance of a Sun GridEngine
cluster on large parallel systems like Hopper and Edison. Once the cluster is
started, users can submit serial jobs, array jobs, and other throughput oriented
workloads into the personal SGE scheduler. The jobs are then run within the
user’s private cluster.

QDO [30] is a lightweight high-throughput queuing system for workflows
that have many small tasks to perform. It is designed for situations where the
number of tasks to perform is much larger than the practical limits of the un-
derlying batch job system. Its interface emphasizes simplicity while maintaining
flexibility.

Distributed Data Management Systems Managing distributed data and
compute is an ongoing research theme. For grid environments for example, the
Stork [31] data-aware batch scheduler provides advanced data and compute
placement for HTCondor and DAGMan. Stork supports multiple transfer pro-
tocols like, Storage Resource Manager (SRM), (Grid)FTP, HTTP and SRB. Ro-
mosan et al. [32] present another data-compute co-scheduling approach based on
HTCondor and SRM. Both approaches are built on top of existing job schedul-
ing and data-transfer and storage solutions. Further frameworks for other dis-
tributed environments have been proposed. For example, FRIEDA [33] provides
a data management framework for cloud-environments.

Various research on when to distribute and replicate data has been con-
ducted: for example, Foster [34] and Bell [35] investigate algorithms for data
replication management system and dynamic replication in the context of sci-
entific data grids. A limitation of said approaches is that the systems and algo-
rithms are usually constrained to system-level replication, making it difficult for
the user to control replication on application-level and employ dynamic replica-
tion strategies. Glatard et al. [36] provide a classification of data placement and
replications algorithms and systems for distributed computing environments.

Programming models Various abstractions for optimizing access and man-
agement of distributed data have been proposed: Filecule [37] is an abstraction
that groups a set of files that are often used together, allowing an efficient
management of data using bulk operations. This includes the scheduling of
data transfers and/or replications. Similar file grouping mechanisms have been
proposed by Amer et al. [38], Ganger et al. [39] and BitDew [40]. Further sev-
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eral higher-level, less resource-oriented abstractions for enabling data analysis
on large volumes of data have been proposed. A well-known example is the
MapReduce programming model [41] for which various implementations ex-
ist [42, 43]. Another example is DataCutter [44], a framework that enables
exploration and querying of large datasets while minimizing the necessary data
movements. While various abstractions for data-intensive applications exist,
these are typically bound to a specific infrastructure. For example, Hadoop –
the most-widely used MapReduce implementation – intermingles resource man-
agement, programming abstraction in a monolithic solution sacrificing flexibility
and extensibility with respect to other kinds of data-intensive workloads.

Pilot-Jobs and Data Management Pilot-Jobs have been successful ab-
stractions in distributed computing as evidenced by a plethora of Pilot-Job
frameworks. With the increasing importance of data, Pilot-Jobs have been also
used to process and analyze large data. However, in most Pilot-Job framework
the support for data movement and placement is insufficient [45]. Only a few of
them provide integrated compute/data capabilities, and where they exist, they
are often non-extensible and bound to a particular infrastructure. In general,
one can distinguish two kinds of data management: (i) the ability to stage-
in/stage-out files from another compute node or a storage backend, such as
SRM and (ii) the provisioning of integrated data/compute management mech-
anisms. An example for (i) is HTCondor-G/Glide-in, which provides a basic
mechanism for file staging and also supports access to SRM. Another example
is Swift [46], which provides a data management component called Collective
Data Management (CDM). DIANE provides in-band data transfer functional-
ity over its CORBA channel. In the context of the LHC Grid several type (ii)
Pilot-Job frameworks that support access to the vast amounts of experimental
data created by the Large Hadron Collider have been developed. DIRAC [47] is
an example of such a system. It interfaces to SRM storage resources and enables
the application to stage-in/out data to this system. AliEn [48] also provides the
ability to tightly integrate storage and compute resources and is also able to
manage file replicas. While all data can be accessed from anywhere, the sched-
uler is aware of data localities and attempts to schedule compute close to the
data. Similarly, PanDA [49] provides support for the retrieval of data from the
XRootD storage infrastructure. The PanDA Dynamic Data Placement compo-
nent [50] provides a demand-based replication system, which can replicate pop-
ular datasets to underutilized resources for later computations. However, this
capability is provided on system-level and constrained to official Atlas datasets,
i. e. it cannot be applied to user-level datasets. The data/compute management
capabilities of AliEn and PanDA are built on top of HTCondor-G/Glide-in. In
addition to this strong coupling to the underlying infrastructure, these frame-
works are tightly bound to their specific applications. Another example for a
type (ii) system is Falkon [51], which provides a data-aware scheduler on top
of a pool of dynamically acquired compute and data resources [52]. The so
called data diffusion mechanism automatically caches data on Pilot-level en-
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abling the efficient re-use of data. Falkon provides limited interoperability and
is constrained to Globus-based HPC environments.

Workflow Systems Pilots and pilot-like capabilities are also implemented
or used by various workflow management systems. Pegasus [53] uses Glidein
via providers like Corral [54]; Makeflow [55] and FireWorks [56] enable users
to manually start workers on HPC resources via master/worker tools called
Work Queue [57] and LaunchPad [56]; and Swift [58] uses two Pilot systems
called Falkon [59] and Coasters [60]. In these systems, the pilot is not always
a stand-alone capability and in those cases any innovations and advances of
the pilot capability are thus confined to the encasing system. Pegasus-MPI-
Cluster (PMC) [61] is an MPI-based Master/Worker framework that can be
used in combination with Pegasus. In the same spirit as RADICAL-Pilot, this
enables Pegasus to run large-scale workflows of small tasks on HPC resources.
In contrast with RADICAL-Pilot, tasks are limited to single node execution. In
addition there is a dependency on fork()/exec() on the compute node which
rules out PMC on some HPC resources. WS-VLAM [62], a Service Oriented
Architecture (SOA) re-implementation of VLAM-G, is a data stream based
workflow system, with considering the ‘Human in the loop’ as one of the defining
properties. Workflow management systems such as MOTEUR [8] threat data as
first class citizen semantically but do not provide any performance optimization
capabilities. The overheads involved in accessing distributed resources can lead
to poor performance that a workflow system is not able to mitigate. Resource
provisioning techniques such as advance reservations, multi-level scheduling,
and infrastructure as a service (IaaS) may be used to reduce these overheads.
Advantages and disadvantages of such technique are explained in [63]. For
example, Juve et al. showed that a resource provisioning system based on
multi-level scheduling called Corral could improve workflow runtime by reducing
scheduling overheads [64]. Similarly, Singh and Deelman [65] showed that the
completion time of scientific workflows could be reduced by 50% by means of
task clustering and resource provisioning using advance reservations based on
statistics or dynamic provisioning mechanisms. Both of these examples use
Pegasus WfMS [66] in combination with HTCondor Glidein [67] for resource
provisioning, which is a mechanism to add one or more remote grid resources
to a local HTCondor resource pool temporarily. It uses the same method as
typically used by Pilot-Job frameworks, which is to submit a setup task that
creates daemons on a remote grid resource. Once the daemons are created
and started, they contact the local pool to fetch and run jobs. HTCondor’s
matchmaking mechanism is used to map jobs to resources, however, no direct
control over the placement of the pilots is exposed to the user.
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Chapter 3

Foundations

3.1 P*: Pilot Abstraction for jobs and data

DCIs are by definition comprised of a set of resources that are fluctuating –
growing, shrinking, changing in load and capability, in contrast to a static re-
source utilization model of traditional parallel and cluster computing systems.
The ability to utilize a dynamic resource pool is thus an important attribute of
any application that needs to utilize DCIs effectively and efficiently.

Pilot-Jobs offer a simple approach for decoupling workload management and
resource assignment/scheduling, providing an effective abstraction for dynamic
execution and resource utilization. In essence, a Pilot-Job is a placeholder job
serving as a container for a set of compute tasks. Not surprisingly, Pilot-Jobs
have been very successful abstractions in distributed computing because they
liberate applications and or users from the challenging requirement of mapping
specific tasks onto explicit heterogeneous and dynamic resource pools. Pilot-
Jobs thus shield applications from having to load-balance tasks across such
resources.

The Pilot-Job abstraction is also a promising route to address specific re-
quirements of distributed scientific applications, such as coupled-execution and
application-level scheduling.

The P* model introduced in [10] and further described in [6] provides a
unified model for describing and analyzing common elements of Pilot-Job im-
plementations. The P* approach to pilots has the following natural advantages:
(i) it permits late binding of workloads to resources and (ii) the decoupling of
tasks from resource management can be extended to data. The extension of the
P* model with Pilot-Data is described explored in detail in [14].

In the extended model two fundamental abstractions are defined: Pilot-
Compute and Pilot-Data. The abstraction of a Pilot-Compute (PC) generalizes
the reoccurring concept of utilizing a placeholder job as a container for a set
of compute tasks or Compute-Units (CU). Instances of that placeholder job
are commonly referred to as Pilot-Jobs or pilots. Analogous to Pilot-Compute,
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Figure 3.1: P* Architecture: The application allocates Pilot-Compute (a) and
Pilot-Data (b) resources through the Pilot-API. The application also describes
the Data-Units and passes these to the Pilot-Manager (c). The Pilot-Manager is
responsible for transferring (d) the Data-Units to their physical locations (Pilot-
Data). When the data is in place, the Application can submit Compute-Units
(e) that will run in Pilot-Computes (f).

the Pilot-Data (PD) abstraction has been introduced to provide a placeholder
for data as a container for a set of application-level logical Data-Units (DU),
separately from their physical allocation. A Compute-Unit represents a self-
containing piece of the processing to be carried out (e.g. a workflow task),
while a Data-Unit represents user data (e.g., input or output files for a task).
The Pilot-Compute and Pilot-Data abstractions enable application level or user
level control and management of the set of allocated resources, with late binding
of Compute-Unit and Data-Unit to pilots. Figure 3.1 shows the architecture of
the model.

3.2 RADICAL-Pilot

RADICAL-Pilot is a scalable and interoperable pilot system that implements
the Pilot abstraction to support the execution of diverse workloads. We describe
the design and architecture (see Figure 3.2) and characterize the performance of
RADICAL-Pilot’s task execution components, which are engineered for efficient
resource utilization while maintaining the full generality of the Pilot abstraction.
RADICAL-Pilot is supported on Crays such as Blue Waters (NCSA), Titan
(ORNL), Hopper & Edison (NERSC) and ARCHER (EPSRC), but also on
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Figure 3.2: RADICAL-Pilot Architecture. Pilots (description and instance) in
green are for resource allocation; Units (description and instance) in red are for
task execution. Applications interact with RADICAL-Pilot through the Pilot-
API. Resource interoperability comes through SAGA. Unit Manager to Agent
communication is via MongoDB, all other communication is via ZeroMQ.

IBM’s Blue Gene/Q, many of XSEDE’s HPC resources, Amazon EC2, and on
the Open Science Grid (OSG).

RADICAL-Pilot is a runtime system designed to execute heterogeneous and
dynamic workloads on diverse resources. Workloads and pilots are described
via the Pilot-API and passed to the RADICAL-Pilot runtime system, which
launches the pilots and executes the tasks of the workload on them. Internally,
RADICAL-Pilot represents pilots as aggregates of resources independent from
the architecture and topology of the target machines, and workloads as a set
of units to be executed on the resources of the pilot. Both pilots and units are
stateful entities, each with a well-defined state model and life cycle. Their states
and state transitions are managed via the three modules of the RADICAL-Pilot
architecture: PilotManager, UnitManager, and Agent (Figure. 3.2). The Pilot-
Manager launches pilots on resources via the SAGA API [68]. The SAGA API
implements an adapter for each type of supported resource, exposing uniform
methods for job and data management. The UnitManager schedules units to pi-
lots for execution. A MongoDB database is used to communicate the scheduled
workload between the UnitManager and Agents. For this reason, the database
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instance needs to be accessible both from the user’s workstation and the target
resources. The Agent bootstraps on a remote resource, pulls units from the
MongoDB instance, and manages their execution on the cores held by the pi-
lot. RADICAL-Pilot has a well defined component and state model which is
described in detail in [11].

The modules of RADICAL-Pilot are distributed between the client and the
target resources. The PilotManager and UnitManager are executed on the user
workstation (client) while the Agent runs on the target resources. RADICAL-
Pilot requires Linux or OS X with Python 2.7 or newer on the workstation but
the Agent has to execute different types of units on resources with very diverse
architectures and software environments.

3.3 Pilot-API

RADICAL-Pilot (RP) is a Python library that enables the user to declaratively
define the resource requirements and the workload. While the Pilot-API is a
well-defined interface, the application specific relationships between resources
and workload can be programmed in generic Python. In the following code
snippets we walk the reader through a minimal but complete example of running
a workload on OSG using RADICAL-Pilot.

# Create a session -- closing it will destroy all Managers

# and all things they manage.

session = rp.Session ()

# Create a Pilot Manager.

pmgr = rp.PilotManager(session)

# Create a Unit Manager.

umgr = rp.UnitManager(session)

Listing 3.1: Code example showing the declaration of Pilot Manager and Unit
Manager within a Session.

In Listing 3.1 we show the code used to declare the respective managers for
pilots and units, whose lifetime is managed by a session object.
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# Define a single core Compute Pilot that will run for 10 minutes.

cpdesc = rp.ComputePilotDescription ({

’resource ’: ’osg.xsede -virt -clust’,

’cores’ : 1,

’runtime ’ : 10,

’project ’ : ’TG-CCR140028 ’,

’queue’ : None

})

# Submit the Compute Pilot for launching.

compute_pilot = pmgr.submit_pilots(cpdesc)

# Make the Compute Pilot resources available to the Unit Manager.

umgr.add_pilots(pilot)

Listing 3.2: Code example showing the declaration of a Compute Pilot, its
subsequent submission to the Pilot Manager and the attachment to the Unit
Manager.

In Listing 3.2 we declare a Compute Pilot, by specifying where to start it,
how many cores, the walltime, and optional queuing and project/accounting
details. Once the pilot is submitted to the Pilot manager, it will get passed to
the queuing system asynchronously. In the last step the pilot is associated to
the unit manager, which means that this pilot can be used to execute units on.

# Define a Data Pilot on an \gls{srm} Storage Element.

dpdesc = rp.DataPilotDescription ({

’resource ’: ’osg.UCSDT2 ’

})

# Make the Data Pilot resources available to the Unit Manager.

data_pilot = pmgr.submit_data_pilots(dpdesc)

Listing 3.3: Declaration and submission of a Data Pilot.

In Listing 3.3 we declare a Data Pilot, by specifying its resource. In the last
step the pilot is associated to the unit manager, which means that the storage
on this Data Pilot can be used by Compute Units.

# Create a new Data Unit Description.

dud = rp.DataUnitDescription ()

dud.file_urls = ["/etc/passwd"]

# Associate the Data Unit with all available Data Pilots.

data_unit = umgr.submit_data_units(dud , existing=True)

Listing 3.4: Declaration of a DataUnit.

In Listing 3.4 we declare a Data Unit. The Data Unit is now a logical
handle to the specified files. At the final step, the Data Unit is brought under
the management of the Unit Manager.
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# Create a new CU description and fill it.

cud = rp.ComputeUnitDescription ()

# Grep for the string ’John Doe’ in a file named ’passwd ’

# in the current directory.

cud.executable = ’/bin/grep’

cud.arguments = [’-i’, ’John Doe’, ’passwd ’],

# Associate the earlier created Data Unit as input to this Compute Unit.

cud.input_data = data_unit.uid

# Submit Compute Unit to Unit Manager.

umgr.submit_units(cud)

# Wait for the completion of the Compute Unit.

umgr.wait_units ()

# Tear down Pilots and Managers.

session.close ()

Listing 3.5: Code example showing the declaration of a Compute Units, the
subsequent submission to the Unit Manager and the statement to wait for its
completion.

In Listing 3.5 we finally declare the workload by creating a compute unit
that specifies what to run with what input. The unit is then submitted to the
unit manager which schedules the unit to a pilot. Once the pilot has become
active, the unit may begin execution. The final wait call will block until all the
units have reached a final state.

3.4 GWENDIA

GWENDIA is a data-driven workflow language for distributed computing based
on array programming principles [9]. The orchestrations of tasks in workflows
are well described through graphs where nodes represent data analysis processes
and arcs represent their inter-dependencies.

In theory these inter-dependencies can either be data dependencies, where
data exchange is needed between consecutive processes or pure control depen-
dencies, where the dependency only enforces a synchronization of process exe-
cution in time. However, in practice, there is a data transfer involved in many
cases encountered. Often scientific applications are described as data analysis
pipelines: successive processes are inter-dependent through data elements, often
exchanged by means of files, that are produced and consumed during the analy-
sis. This is especially true when dealing with independent (legacy) applications
without message passing interface. Indeed, among the many existing scientific
workflow languages, focus is often put on the data although it does not always
appear explicitly.

To illustrate this discussion, Figure 3.3 shows a simple application workflow
pattern encoded using three different families of languages.
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Figure 3.3: Application workflow pattern encoded using three different families
of languages. From left to right: pure data-driven language, explicit variables
assignments and parallel constructs, and pure control flow. The red arrows
show data dependencies and the blue connectors represent control dependencies
between activities. (Figure courtesy of [9])

Array programming was designed to improve the description of math pro-
cesses for manipulating arrays [69]. Array programming principle is not limited
to arithmetic operations and can be generalized to any case of function appli-
cation.

In array programming, arrays are defined as indexed collections of data
items with homogeneous type. An array of objects defines a new data type and
therefore, arrays may be nested at any depth. Every data item is associated
with a type, and a (multi-dimensional) integer index (one per nested level). For
example, x = ‘foo’, ‘bar’, ‘42’ is a 2 level array of strings and x(0,1) refers to
the string ‘bar’.

As an operator or function can be applied either to scalars or arrays in array
programming languages, the data-driven language define computing activities
independently from the data objects submitted to these activities. An activity
will fire one or more times depending on the exact input data set it receives.
Consider the example given on the left of Figure 3.3. Activity 1 will fire 3 times
as it receives the array with 3 scalar values during the workflow execution. De-
pending on the activities port depth, the array is then either processed as a
whole or unfolded. Iterations over the array element is handled (implicitly) by
the execution engine. GWENDIA defines the following iteration strategies: dot
product, cross product, flat cross product and match product. Iteration strate-
gies (introduced in Scufl [70]) define how the activity processes data elements if
multiple input and/or output ports are available.

In addition to implicit data flow constructs, GWENDIA also has explicit
conditional and loop control structures to influence the execution of the work-
flow.

GWENDIA supports the integer, double, string and file data structures. In
this thesis we only consider the file data structure.
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Chapter 4

Implemented Software

In order to perform the experiments to validate the hypotheses posed a number
of software systems had to be developed and extended.

4.1 RADICAL-SAGA

Simple API for Grid Applications (SAGA) is an Open Grid Forum (OGF) stan-
dard [71] that specifies a high-level interface to the most commonly used dis-
tributed computing functionality. SAGA defines an access-layer and mecha-
nisms for distributed infrastructure components like job schedulers, file transfer
and resource provisioning services. Given the heterogeneity of distributed in-
frastructure, SAGA provides am interoperability layer that decreases the com-
plexity and lowers the threshold of using distributed infrastructure while at the
same time enhancing the sustainability of distributed applications, services and
tools.

RADICAL-SAGA [68] provides a Python implementation that is compliant
with the SAGA specification. Behind the API, RADICAL-SAGA implements a
flexible adaptor architecture as depicted in Figure 4.1. Adaptors are (dynam-
ically loadable) Python modules that interface applications through the API
with different middleware systems and services. Most users and application de-
velopers use the adaptors that are already part of RADICAL-SAGA, but one
can implement their own in case a backend system is not supported yet.

RADICAL-SAGA’s main focus is ease of use and simple user-space deploy-
ment in heterogeneous distributed computing environments. It supports a wide
range of application use-cases from simple, uncoupled tasks to complex work-
flows. RADICAL-SAGA is being used on many distributed cyberinfrastructures
such as XSEDE and OSG, as well as on many leadership class super computers
such as Titan and Blue Waters.

In the context of this thesis RADICAL-SAGA a Job adaptor1 was developed

1https://github.com/radical-cybertools/saga-python/blob/fix/mark_condor/src/

saga/adaptors/condor/condorjob.py
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Figure 4.1: RADICAL-SAGA Architecture.

to run jobs on the OSG resources and a File adaptor was implemented2 to
support SRM [72] storage systems. The Condor adaptor is using the HTCondor
client tools and the SRM adaptor is using the [73].

4.2 RADICAL-Pilot

In Section 3.2 we presented RADICAL-Pilot as a Pilot job system implemented
in Python mainly for HPC systems. In the context of this thesis RADICAL-Pilot
was extended to also support the OSG, as an instance of a HTC infrastructure.
On HPC systems there is generally one pilot agent per job that orchestrates all
the resources that belong to that job. In contrast, because of the distributed
nature of resources, on the OSG there is a pilot agent for every compute resource.
While this is not a fundamental difference, some practical obstacles had to be
overcome in order for this to work. The mode of operation for RADICAL-Pilot
on the OSG is that via a so called submission node that operates a GlideinWMS
installation. The compute resource support of the OSG relies heavily on the
HTCondor changes to SAGA as mentioned in Section 4.1. The other extension
of RADICAL-Pilot required for support of the OSG is the capability of the
agent to pull in input data into the agent environment from a tertiary source
and push out output data back to a tertiary location.

2https://github.com/radical-cybertools/saga-python/blob/feature/srm/src/saga/

adaptors/srm/srmfile.py

23



4.3 Pilot-Data

The main topic of this thesis is Pilot-Data [14], conceptually introduced in Sec-
tion 3.1. In this section we describe the extension of RADICAL-Pilot that im-
plements the Pilot-Data abstraction. In Listing 3.3 and Listing 3.4 (Section 3.3)
we showed the code for declaring a data pilot and a data unit. When a data
unit gets associated to a compute unit as input or output, the unit scheduler
will take care of the data dependency resolution. Practically, this means that
before a compute unit gets launched on a resource, the Pilot-Agent will stage
in the data using the SAGA/SRM capabilities discussed in Section 4.2 into the
compute unit’s sandbox. Similarly the Pilot-Agent will stage out the output
files of a compute unit’s execution after its completion. When multiple data
pilots (e.g. at multiple storage locations) have been associated to the runtime,
and an input unit is available at more than one location, the unit scheduler has
the freedom to pick one instance based on policy and/or heuristics. Currently
the scheduler takes as input historic data transfer performance results and can
either select the ‘fastest’, ‘slowest’ or a ‘random’ instance of an available data
unit. A similar scheduling decision is applied for the output data.

GWENDIA
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Pilot Manager Unit Manager

Unit SchedulerPilot Launcher
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Resource Manager

Compute Node
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Unit Description

SAGA

Workflow Description

Task Description

XML
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Figure 4.2: Marvin architecture and integration with other components in the
stack. A GWENDIA workflow describes the activities and their relationships.
During enactment, these activities get instantiated as actors representing tasks
on the infrastructure. These tasks are then submitted using RADICAL-Pilot.
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4.4 Marvin

Marvin [74] is a workflow system implemented using Pykka, supporting the
execution of GWENDIA workflows. Marvin is fully aware of pilot jobs and
pilot data. Pykka [75] is a Python implementation of the actor model [76]. The
actor model introduces some simple rules to control the sharing of state and
cooperation between execution units, which makes it easier to build concurrent
applications. Figure 4.2 shows the high level architecture of the complete stack.
Marvin takes a GWENDIA workflow and source data descriptions (both in
XML) as input parameters. It then creates actors for all input and output
ports and for the abstract activities. Based on the triggering of ports and
activities it will create new actors for all instantiated tasks. Task actors live as
long as they represent a running task on the infrastructure. Once all tasks are
completed and output ports are satisfied, the execution terminates. In addition
to the workflow and input descriptions, Marvin also takes a resource description
as input. It will create pilots using RADICAL-Pilot based on the description
provided. Marvin currently does not dynamically allocate resources based on
the given workflow. Currently Marvin does not implement control structures
either, however, these were not required for the given workflow, as the workflow
is fully data flow oriented.

4.5 Discussion

The workflow presented here has first been manually translated into an applica-
tion encoded using the Pilot-API in Section 3.3, and illustrates that compute-
data orchestration, coordination and execution in a distributed environment can
be expressed and captured using the Pilot-API[15]. In Section 4.4 we presented
how Marvin, a workflow runtime system for the GWENDIA language, could be
built on top of the Pilot-API.

Let us now revisit the qualitative research question Q1:

Q1 Can the semantics of a GWENDIA workflow be expressed using the Pilot-
API?

A1-i The combination of the Pilot-API expressiveness and the general pur-
poseness of Python allows the user to specify dataflow oriented workflow
patterns.
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Chapter 5

Experiments

To characterize the introduced concepts and to quantitatively answer the re-
search questions, a set of experiments are designed. This chapter starts with
a description of the infrastructure that is used for the experiments and then
describes the different classes of experiments in detail.

5.1 Target infrastructure

The OSG [77] facilitates access to distributed HTC resources for research. The
resources accessible through the OSG are contributed by the community mem-
bers, but organized by the OSG. The OSG consists of computing and storage
elements at over hundred individual sites, mainly spanning the US and some in
South and Middle America. These sites are primarily at universities and na-
tional labs and range in size from a few hundred to tens of thousands of CPUs.
The distributed nature of these resource providers allows users from a single
Virtual Organization (VO) to submit their jobs at a single entry point and
have them execute at whatever resource is available. Sharing is a core principle
of the OSG. Over 100 million CPU hours delivered on the OSG are annually
utilized opportunistically (resources that would otherwise have remained idle).
This is the aspect of the OSG that allows individual researchers who might
not otherwise have access to large computing resources to do so. A VO is a
set of groups or users defined by some common infrastructure need. This can
be anything from a scientific experiment, a university campus or a distributed
research effort. A VO represents all its members and their common needs in a
grid environment, and major projects such as CMS and ATLAS are represented
in the OSG as VOs.

For the experiments in this thesis we access the OSG through the XSEDE
glideinWMS installation at SDSC. This is a HTCondor pool that runs as the
generic ‘OSG’ VO on all the OSG resources that support this VO. Table 5.1
shows the list of sites that have been used and whether the site has Compute
Elements and/or Storage Elements. Figure 5.1 visualizes all used sites on the
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Figure 5.1: Sites used in experiments. Sites are numbered according to the order
in Table 5.1. Green represents that a site only has Storage, Red only Compute,
and Yellow both Compute and Storage.

map.

5.2 Storage Element Transfer Baseline

To characterize transfer capabilities between all sites we perform file transfer
measurements between all storage elements for file sizes as specified in Table 5.2.
These experiments do not involve Compute Elements, and therefore also does
not involve RADICAL-Pilot. The transfers are orchestrated using third-party-
transfer GridFTP commands via RADICAL-SAGA.

5.3 Pilot Transfer Baseline

To characterize transfer capabilities between Compute Elements and Storage
Elements we perform file transfer measurements back and forth between all
Compute Elements and all Storage Elements for file sizes as specified in Ta-
ble 5.2.
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Id Site Name Compute Storage

1 AGLT2 Yes No
2 BNL-ATLAS Yes No
3 BU ATLAS Tier2 Yes No
4 CIT CMS T2 No Yes
5 Clemson-Palmetto Yes No
6 Crane Yes No
7 FIUPG No Yes
8 GLOW Yes Yes
9 GPGrid Yes No
10 Hyak Yes No
11 LUCILLE No Yes
12 MIT CMS No Yes
13 MWT2 Yes No
14 NPX Yes No
15 NWICG NDCMS Yes No
16 NYSGRID CORNELL NYS1 Yes No
17 Nebraska No Yes
18 SPRACE No Yes
19 SWT2 CPB Yes Yes
20 Sandhills Yes No
21 Tusker Yes No
22 UCD No Yes
23 UCSDT2 Yes Yes
24 UConn-OSG Yes No
25 UERJ No Yes
26 USCMS-FNAL-WC1 Yes No
27 UTA SWT2 Yes Yes
28 cinvestav Yes Yes
29 uprm-cms No Yes

Table 5.1: List of sites, numbered by Id’s in Figure 5.1 and specifying whether
the site hosts Compute Elements and/or Storage Elements.
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Label Size

Micro 1 MB
Small 10 MB

Medium 100 MB
Large 1000 MB

Table 5.2: Data sizes for transfer experiments.

These experiments involve Compute Elements, and are therefore executed
using RADICAL-Pilot. We create a RADICAL-Pilot application that consists
of multiple Compute Units that have input and output configured in such a way
that all combinations of Compute Element and Storage Element are measured.
The RADICAL-Pilot Agent uses GridFTP via RADICAL-SAGA to effectuate
the transfers. The inputs and outputs are ‘hardcoded’ by the experiment driver
script and do not use RADICAL-Pilot’s Pilot-Data capabilities.

5.4 Pilot-Data Characterizing

The experiments described in this section have similarities to the experiments
described in the Section 5.3. The goal is again to create baseline insight into the
performance of Compute Element to Storage Element transfers, but now using
RADICAL-Pilot’s Pilot-Data capabilities. This will allow us to compare and
contrast the various Pilot-Data source and destination selection criteria. File
sizes for the experiments are specified in Table 5.2.

5.5 Use case: Next-Generation Sequence Align-
ment

The final set of experiments build upon the experiments in Section 5.4. But
instead of independent Compute Units with input and outputs, we now execute
a fully integrated DNA sequencing workflow with real data [7].

The structure of the workflow is depicted in Figure 5.2. Besides the BWA
alignment step, it contains data conversion steps to transform from the DNA
sequencing machine format (*.csFasta) to the BWA format (*.fastq), as well as
to split/merge the sequences to allow for parallel processing. The alignment of
each data chunk is performed against the human genome reference database.
First a data conversion step takes place for the paired-end files with the solid-
to-fastq component, where the sequence and quality information are combined
into two fastq files (solid-to-fastq component). Since the datasets are relatively
large, these files are split into smaller chunks (split-fastq component). The user
can define how large the chunks should be, and the files are split accordingly and
transferred back to SRM storage. These chunks are then used as input to the
sequence alignment step (bwa component), which is executed in parallel on each
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Figure 5.2: The GWENDIA/Marvin DNA Sequencing Workflow with legend.

chunk of data. The results of the parallel jobs are stored onto a single directory
on grid storage. After all alignments have been performed the intermediate
files are passed on to the merge component (merge-bam). This last component
retrieves the files from grid storage and combines all alignment results into one
file, which is the final output of the workflow. For comparative reasons we
round-off the input and output sizes of the workflow to the sizes used in the
baseline experiments specified as specified in Table 5.2.

Exp Count Input Chunks Reference Conversion Split BWA Merge
(MB) (MB) (s) (s) (s) (s)

A 10 10 10 1 1 1 10 1
B 10 100 10 10 10 10 100 10
C 10 1000 10 100 100 100 1000 100

Table 5.3: Workflow data sizes and parameters configuration for experiment A,
B and C. Size entries are in MBs and duration entries are in seconds.

The experiments are performed in three different configurations, named A,
B and C. Table 5.3 shows the configurations. As described earlier, GWENDIA
is a data parallel language, meaning that for every given (set of) input(s), the
workflow is executed. Count refers to the number of input data sets. Chunks is
the number of outputs that the Split component creates out of a single input.
Reference refers to the size of the reference database used by the BWA compo-
nent. The remaining four parameters are the respective (artificial) runtimes of
the components that are relative to their input size.
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Exp Conversion Split BWA Merge
In Out In Out In Out In Out

A 10 10 10 10×1 1+1 1 10×1 10
B 100 100 100 10×10 10+10 10 10×10 100
C 1000 1000 1000 10×100 100+100 100 10×100 1000

Table 5.4: Input and output data volumes per component instance for experi-
ments A, B and C. All entries are MBs.

Exp Input Output Total

A 500 400 900
B 5000 4000 9000
C 50000 40000 90000

Table 5.5: Total data volumes for experiments A, B and C. All entries are in
MBs.

Based on the number of chunks and input sizes per Table 5.3 we can derive
the input and output volumes of every component which is shown in Table 5.4.

If we combine the number of inputs from Table 5.3 with the resulting data
volumes in Table 5.4 we can derive the total input and output volumes of the
workflow for the three experimental configurations as shown in Table 5.5.
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Chapter 6

Results

In this chapter we present the results obtained from the experiments described
in the previous chapter.

6.1 Baseline SE-SE Transfer Times
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Figure 6.1: Average transfer time of a 1M file for each Storage Elements (SE)
from and to all other SEs. The plot shows the results for both directions, in
blue the SE is the source and in red the SE is the destination. Error bars show
standard error.

We transferred files with the respective sizes many times over a longer period
in both directions between all combinations of Storage Elements. In Figures 6.1
and 6.2 we display the results of the transfers of 1M and 1000M respectively.
The error bars denote the standard error. The plots show the mean value of
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Figure 6.2: Average transfer time of a 1000M file for each Storage Elements
(SE) from and to all other SEs. The plot shows the results for both directions,
in blue the SE is the source and in red the SE is the destination. Error bars
show standard error.

the transfers from one site to all other sites, and the other direction, from all
sites to one site. We take both sides of the spectrum as the 1M files give an
intuition for the connection overhead and the 1000M gives an intuition of the
transfer speed. Results for 1M are in the same order of magnitude and mostly
symmetric. In contrast, the results for 1000M show large variations between
sites, and also large differences in the direction of the transfer.

Figures 6.3 and 6.4 show the same data, but in a full matrix.

6.2 Baseline SE-SE Reliability

While in Section 6.1 we presented the transfer times, in this section we look at
the reliability of the same transfers.

Figures 6.5 and 6.6 show the reliability of the 1M and 1000M transfers re-
spectively. Some of the sites have clearly better reliability than others. The
results for 1M and 1000M show similar patterns which leads to the assumption
that the file size has little impact on the success rate of transfers.

6.3 Baseline CE-SE Transfer Times

In this section we explore the baseline performance of transfers between Storage
Elements and Compute Elements as described in Section 5.3. Note that as
discussed in Section 5.1, some sites have both Compute Elements and Storage
Elements, while others have only one of the two. This means that part of the
Compute Element - Storage Element interactions remain on-site.
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Figure 6.3: Average transfer time of a 1M file for each Storage Element (SE)
from and to each other SE. The plot shows the results for both directions.
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Figure 6.4: Average transfer time of a 1000M file for each Storage Element (SE)
from and to each other SE. The plot shows the results for both directions.

In Figure 6.7 we show the mean transfer time of a 1000M file for each Com-
pute Element from all Storage Elements.

Conversely, in Figure 6.8 we show the mean transfer time of a 1000M file
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Figure 6.5: Success rate of the transfer of a 1M file for each Storage Element
(SE) from and to each other SE. The plot shows the results for both directions.
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Figure 6.6: Success rate of the transfer of a 1000M file for each Storage Element
(SE) from and to each other SE. The plot shows the results for both directions.

from each Storage Element to all Compute Elements.
Putting the two earlier plots together, in Figure 6.9 we display the transfer

time of a 1000M file from each Storage Element to each Compute Element.
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Figure 6.7: Average transfer time of a 1000M file for each Compute Element
from all Storage Elements. Error bars show standard error.
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Figure 6.8: Average transfer time of a 1000M file for each Storage Element to
all Compute Elements. Error bars show standard error.

6.4 Baseline CE-SE Reliability

For completeness we also show the reliability of all Storage Element to Compute
Element transfers in Figure 6.10.
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Figure 6.9: Average transfer time of a 1000M file for each Compute Element
(CE) from each SE.
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Figure 6.10: Success rate of the transfer of a 1000M file for each Compute
Element (CE) from each SE.

6.5 Pilot-Data input location selection

In this section we show the first results based on the involvement of Pilot-Data.
In Figure 6.11 we show mean transfer times of a 1000M file for each Compute
Element (CE) with different source Storage Element (SE) selection methods. In
blue are the results when the SE is randomly chosen. In purple we show the
results of Pilot-Data selecting the fastest source site based on historical data.
In purple we show the results of Pilot-Data selecting the slowest SE based on
historical data. We can observe that selecting the ‘slow’ resource is in almost all
situations indeed the ‘worst’ decision. Selecting the ‘fast‘ resource is often the
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Figure 6.11: Average transfer time of a 1000M file for each CE with different
selection methods. In blue are the results when the SE is randomly chosen. In
purple we show the results of Pilot-Data selecting the fastest source site based
on historical data. In purple we show the results of Pilot-Data selecting the
slowest SE based on historical data.

best choice, but not always, as the ‘random’ pick seems to outperform the ‘fast’
method in a number of situations. We elaborate on this further in Section 7.

6.6 Marvin

Up till now we looked at results of transfers and components in an isolated way.
This section will present the results of the integrated experiments with a DNA
sequencing workflow executed by the Marvin workflow engine, as described in
Section 5.5.

In Figure 6.12 we show the Time to Completion (TTC) for executing the
BWA workflow with Marvin on the OSG. Sizes 10, 100, and 1000 correspond
to the experiments A, B, and C from Table 5.3. For every input size configura-
tion, we also the results for the ‘fast’, ‘random’, and ‘slow’ Pilot-Data selection
mechanism. For input size 10MB the effect is negligible, for 100MB and 1000MB
the improvement from selecting ‘fast’ is distinct. ‘Slow’ and ‘random’ perform
similarly, with a non-symmetric standard error between 100MB and 1000MB.

Figure 6.13 shows the same data as the 1000M experiment in Figure 6.12,
but now split out per component. The ‘CU Duration’ includes transferring the
input data from an SE, running the task, and transferring the output data to
an SE.

Figure 6.14 is a further refinement, now only showing the input and output
transfers. Given that the runtime does not vary between the selection methods,
this is a more insightful view of the difference. The difference in the performance
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Figure 6.12: TTC for integrated Marvin experiment for different sizes and dif-
ferent selection methods.
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Figure 6.13: Duration per component for experiment size 1000.

between the selection methods is clearly not the same for all components. The
standard error is generally lowest for the ‘fast‘ method, except for the Merge
component. In absolute terms for all methods the BWA component spends least
time on transfers, which is consistent with the fact that each component deals
with 1/10th of the data of the other components.

Figures 6.15 and 6.16 are the breakup of Figure 6.14 for each direction. Now
we can see that the BWA and Conversion components have similar characteris-
tics for both input and output, which is explained by its symmetric input and
output patterns. The opposite is true for Split and Merge, which have different
input and output patterns in terms of number of transfers.
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Figure 6.14: I/O transfer overhead per component for experiment size 1000.
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Figure 6.15: Input transfer overhead per component for experiment size 1000.
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Figure 6.16: Output transfer overhead per component for experiment size 1000.
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Chapter 7

Discussion

To structure the discussion of the results we revisit the research questions that
relate to the quantitative aspects:

Q2 What factors of data and compute coupling exist that can be exploited to
improve execution of data intensive workflows?

In Section 6.1 we report on the baseline transfer measurements between
Storage Elements, which is expanded in Section 6.3 by also performing CE-SE
measurements. The main observations are that there is wide spread in overall
transfer performance of sites towards other sites, and that for some of the sites,
the results are very asymmetric. Measurements with small files show relatively
low performance, indicating that data volume is just one parameter, and that
transfer setup overhead is significant. The outliers in Figure 6.8 correspond to
the outliers in Figure 6.2, which satisfies the expectation that the differences
that exist between SEs also translate to CEs. Although some sites stand out
more than others, those sites are not exclusively ‘slow’, which means that the
performance is ultimately dependent on a source and destination tuple.

A2-i Knowledge about ‘fast’ and ‘slow’ source-destination tuples allows to give
priority to faster transfer alternatives.

Section 6.2 and report on the reliability of SE-SE and CE-SE transfers re-
spectively. The data suggest that some sites are less reliable than the bulk of
them, and that the reliability is not a function of the file size. Although some
sites stand out more than others, they are not exclusively ‘bad’, which means
that the reliability is ultimately dependent on a source and destination tuple.

A2-ii Knowledge about ‘good’ and ‘bad’ source-destination tuples allows to give
priority to reliable transfer alternatives.

Q3 Can the decision making about compute and data placement be automated
in such a way that it has an impact on data intensive workflow execution?
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The Pilot-Data baseline measurements in Section 6.5 use historical data
to determine which endpoint to choose. Without exception the ‘fast’ metric
outperforms the ‘slow’ metric, and almost always the ‘random’ metric too.

The DNA sequencing workflow results in Section 6.6 show that, although
in the integrated experiments there are more parameters that influence the
performance, the Pilot-Data optimizations also perform better than random.

A3-i RADICAL-Pilot’s PilotData implementation provided with historical data
can make informed decisions that are better than random behavior.

For the Pilot-Data experiments we gathered historical performance data to
steer the decision process for future transfers. In Section 6.1 and 6.3 there is
some correlation with transfer speed to distance, which can be both geographical
and/or network distance, which could also be taken into account.

A3-ii Any decision capability requires information, either actively gathered, or
passively offered.

Optimization is currently per transfer, and does not take global optimization
into account. Specifically this means that many tasks can start to transfer to
and/or from the same site at the same moment, and therefore undoing the
effect of optimized selection. This implies that depending on the degree of
concurrency, the ‘random‘ selection mechanism can be worse than ‘slow’ or
alternatively, better than ’fast’.

A3-iii Optimization decisions need to be global and not local.
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Chapter 8

Conclusion

We have shown how RADICAL-Pilot enhanced with Pilot-Data capabilities en-
abled the construction of an array based workflow system (Marvin) that makes
transparently use of these capabilities. In both isolated and integrated experi-
ments this lead to performance improvements.

In this work we only made the decision on location of input and output data
dynamic. In similar fashion we could extend the implementation to also make
the decision of where to place the Compute Unit more intelligently.

The considerations for locating data were centered around reliability and
performance in this thesis. However, more dimensions of decision making exist,
for example, privacy policies that dictate where (and where not) certain data
can be processed, or a monetary cost factor of transferring data.

The results in the integrated DNA sequencing experiments were not com-
pletely isolated from other considerations. For example, the TTC of an ap-
plication is not only dependent on the transfer performance, but also on the
performance of the resources themselves, queuing effects, and policies.

In this thesis RADICAL-Pilot was extended with Pilot-Data. In [16] we
have also introduced the concept of Pilot-Network, which would also make the
network part more dynamic and part of the decision and control process.

The decision points in the Pilot-Data implementation are still rather static.
Especially once the (pilot-)network would also become a dynamic entity, there
is the need for a modelling effort to capture the relation between computing
workload, data, and resources.

RADICAL-Pilot provides rich profiling and tracing capabilities and it would
be interesting to explore how this functionality could be used to enable prove-
nance in Marvin, in a similar way as [78].

The goal of this research was not to write (yet) another workflow system
that would replace all existing systems. It is still a topic of debate whether the
ecosystem of workflow systems would benefit from more shared efforts on the
runtime level.
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