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“I am the master of my fate, I am the captain of my soul”

from Invictus, by William Ernest Henley
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Abstract

An immense amount of research software is constantly being developed, which

quite often ends up dumped in the organisations’ archives once it’s served its

purpose. Such software products, would be quite useful if they were adopted

by the open source software community, as they have been born as tools for

research and therefore progress. As they remain unused, the need for soft-

ware quality in the field arises even higher. This leads to the need to answer

our research question, "How can the software quality of scientific software be

improved?". This report aims to identify and address important aspects of

software quality research that could be improved during the software products

life-cycle, and proposes a methodology to do so. The important goal we aim

to achieve, is to contribute in converting/transforming/evolving such products

into self-sustained software through the proposed methodology. The methodol-

ogy involves several continuous software measurements to provide insight and

control over the developed software, along with NASA’s Technology Readiness

Levels, in order to provide concrete evidence and build not only on technical,

but also social aspects of the software.
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1. PREFACE

1.1 Introduction

Nowadays, software is being produced rapidly, both by organisations in the commercial

market as well as for research purposes. Software systems are being continuously developed,

aiming to achieve their corresponding goals. With all this available software, which grows

in number and size day by day, there are several points of interest arising. In order to take

a deeper look at this topic (along with defining the purpose of the present report), we are

dividing the software systems mentioned into two big groups, that of Commercial Software,

and the Open Source Software one. Such specific groups are chosen, as they enable us to

address the concerns that belong in each of them, individually.

Even though the two groups are clearly distinguishable there is a crucial concern address-

ing every software system, that of software quality. As we mentioned above, the groups

are defined based on their needs and goals, and even though software quality is a crucial

attribute for both, it is important/required for different purposes. In computer science,

software quality can directly affect financial profit, while in Open Source Software (OSS) it

directly affects directly other related software aspects that are crucial for the open source

community. Such attributes1 are: reliability, stability, scalability and so on, depending on

the type of the software system.

1Several definitions that describe software quality are available, and we are going to elaborate more
later on.
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1.2 Motivation - Research question

1.2 Motivation - Research question

While discussing software systems and quality attributes, we would like to become a bit

more specific in order to demonstrate the reason that motivated us for this piece of work.

Firstly, the field that draws our attention is that of science/research, as we want to inves-

tigate several situations that occur within the specified domain. Computer science, both

practical and theoretical, evolves day by day. Undoubtedly, a great amount of research

facilities and universities are successfully contributing in that. Our attention is drawn by

situations that often take place in such environments, as several problems can potentially

emerge during production.

Scientific approaches, quite often, result into new pieces of software that are being cre-

ated. That’s in order to tackle the specific needs of each (research) topic, or to demon-

strate/act as a proof of concept. Usually, such software components or even whole systems

follow the quick and dirty approach, even sometimes unintentionally. The project resources

(man hours, time & budget) are usually limited and therefore proper code quality is sacri-

ficed in order to give its place to other tasks. Although it is something understandable, it

is crucial to point out the way it affects the community, to a margin that is not necessarily

perceived by it.

The current situation as is being described is the main catalyst for our research question,

which is defined as "How can the software quality of scientific software be improved?". In

addition to that, we are considering of exploring ways that we can achieve even more, in

terms of further putting the produced software to a good use.

Quick and dirty approaches, likely result into poorly designed and developed code in

the manner of coding & development standards, as well as close to non-existent documen-

tation1. Such situations, deeply affect the project on many levels/phases, as they imply

limited time spent on preparation, design documentation, development & testing which

would be the cause of underlying issues that influence the overall software quality. As Zhi

et. al. (1) studied such influence by focusing on the financial sector of software projects,

which concludes that documentation can increase profit, as the final software quality is

improved. Similar study by Alla et. al.(2) in health care systems, shows such importance

as well. There are vulnerable design decisions2 that are inherited in the later phases with-

out receiving proper treatment due to the fact that they might not have been visible at

the time of creation or due to limited resources. Obviously, such situations have impact
1These claims are meant to illustrate the importance of such situations and definitely not to criticise

abilities or skills of any developer
2Decisions that are prone to errors, bugs, security issues, etc.
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1. PREFACE

on the software’s quality, or in other terms, on the project’s software attributes. Poor

software attributes result in low overall quality, which is the topic we are addressing in

this report. Having the resulting project with low code quality and -as mentioned before-

probably poor documentation, directly impacts several quantity & quality attributes of

the software system/component. This is threatening to the goals we set, as the project’s

overall quality is something mandatory in order to have a promising beginning 1. Out of

the several attributes that are affected, the ones that are crucial to us and are under the

spotlight, are maintainability and reusability.

Taking into account the highlighted software quality attributes, we’d like to discuss their

impact on research and open source software projects as we aim to increase the chances

of the system to be reused, extended or maintained. Of course, this has direct impact on

the pace and progress of further research in tightly correlated fields or approaches that

may interact with the one held responsible for developing the software under discussion.

Furthermore, software created that way, (in many cases) is likely to be archived and for-

gotten. Therefore, upcoming research on the topic will demand partial (or even complete)

re-implementation of the archived software as it, most likely, won’t be accessible by other

organisations easily.

Academia does not emphasise in software quality outcome as much as industry, and

therefore the produced software is not competitive to the global open source software

community, in terms popularity and reliability. Our opinion and even our expectation on

the topic is to address the issues mentioned above, in order to improve the overall code

quality of situations as those described, and hopefully to the point that the community

can reach some of the goals that motivate us. Those goals are based on the idea of "Open

source-ing" software that is being created for the purpose of research, and furthermore aim

to satisfy the expected requirements by the open source software community. Throughout

our thinking process, we acknowledge the rapid software development in industry along

with several of their quality standards and we let such factors influence our approach on

identifying possible ways to improve open source software quality. Naturally, commercial

software is usually more appealing to society than open source software, as more resources

are invested into its design which aims to accomplish that result, but also in several aspects

of software quality. This aspect is currently not so strong in open source software, which

is an aspect that needs improving. To do so, commercial software development methods

and procedures can act as a guideline towards that goal (3).
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1.2 Motivation - Research question

1.2.1 Research Goals

In this section, our goals are being introduced, along with the situations we aim to address.

Overall software quality is one issue we address, but at the same time we want to increase

the chances of a software system being adopted by the online community. For the latter

there are external factors that heavily affect the difficulty of such task, as it depends on

users. In order to do so, we investigate the user requirements as summarised and discussed

in (4), while considering the online developer community as the end-users of the software

in question. Those levels vary from -1 to level 4 (the higher the level, the more satisfied

the user is), which try to capture different aspects of user satisfaction, from trust and

cynical satisfaction, to the level that the software exceeds the user’s expectations. The

target group of users in such case is the open source software community and to address it

we take GitHub as an example community, because it’s widely known and probably the

biggest open source software platform/community at the moment of writing.

1. Popularity & audience: GitHub’s repositories trust factor is based on the reputa-

tion and popularity of the project. That is expressed by domain specific mechanics

i.e. amount of people watching, marking the repository with a star1, and by taking

action on active pull requests (Approve/decline, give feedback for improving the pull

request and such). Research projects usually lack popularity and therefore trust, as

they tend to implement really specific and possibly complex implementations which

are highly correlated with the research field. Therefore, non-researchers are less likely

to discover and support such software as it’s less likely to fill their needs. Having a

limited audience makes it harder to increase popularity and therefore the trust factor

of the project. That is one of the most common ways to discard which project to use

and which not to, and thus we identify the need to compensate for the difficulty in

gaining popularity with another approach. What if there is a way to evaluate or even

guarantee the code quality of a given project? That could change things, and earn

the trust needed for the project to be included in other work and more importantly,

give it a chance in the community. (Addressing user levels -1, 0, 1 (4))

2. Maintained: As most of research projects become inactive, once they have been

"handed in" or have been used as a proof of concept, they are no longer being main-

tained. That’s where the interaction with the community comes in. Having a piece

of software created for the purpose of research, it’s most likely that there is no other
1Referring to Git-Hub’s popularity numbers
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1. PREFACE

software designed for the specific problem (or if there is any, it might be unpopular

for the reasons described in goal 1). Now, given that the software meets certain

quality criteria, it is able to be adopted and maintained for further research, which

will hopefully allow it to stand on its own. Taking into account the user levels de-

scribed in (4), the aim of this goal is to briefly capture the corresponding levels 2,

3 and 4, having their requirements slightly adapted to fit the needs of the specified

community in our case.

3. Further development & evolution: On top of having the software being main-

tained, additional components can be added to it through the feedback of the com-

munity, or directly by its contribution, in order to broaden the issues the initial

software would address. Thus the software can be evolved through such a procedure.

(Taking into account that the software stands up to user level 4, it is considered and

perceived capable for further development.)

4. Software Recycling: Going back to the initial issue, that the projects are more

likely to be "thrown away" after they have achieved their purpose, we make a

metaphor, that of correlating the piece of software to an actual item that has been

produced. Now that the item has served its purpose, we can throw it away (archiving

the project somewhere where it lies dormant), or preferably put it up for recycling.

Of course one could argue that we are addressing reusability, but the difference here

is that we are not talking about the ability of software to be reused, but for the idea

on which developers1 should build upon.

1Currently referring specifically to the ones developing software for research purposes.
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1.3 Glossary

Term Acronym Definition
Software product - Every software system, application or algorithm which is

the result of software development.
Open source software OSS Publicly accessible and redistributed software.
Closed source software CSS Privately developed software, usually from companies that

is meant for commercial and/or industrial use.
Object oriented (pro-
gramming)

OO(P) -

Software metrics - Measurement units defined specifically for software. Can
either measure quantity or quality.

Software metric values - Result of software measurements. Usually, but not always,
take values in the ordinal scale.

Technology readiness
level

TRL Levels that represent to what point a technological product
is ready for release/use

Lines of code LOC Common software metric for measuring code volume.
Appendix A - Research that has been conducted and handed in as a sep-

arate deliverable (literature study). Not included in this
document version that is destined for review.
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2

Software Quality

2.1 What is software quality?

With the rapid growth and evolution of technology, both in software and hardware, users’

expectations on quality increase accordingly (5). Improving the state-of-the-art in everyday

life equipment and software applications, contributes to such result. As mentioned in (6)

§5, no matter how things change as time goes by, striving for high quality will always come

in conflict with the time factor of the software development1. Software quality has received

several definitions so far, and important attempts to capture its essence are described here:

"Quality comprises all characteristics and significant features of a product or

an activity which relate to the satisfying of given requirements".

German Industry Standard DIN 55350 Part 11

"Quality is the totality of features and characteristics of a product or a service

that bears on its ability to satisfy the given needs".

ANSI Standard (ANSI/ASQC A3/1978)

"a) The totality of features and characteristics of a software product that bear

on its ability to satisfy given needs: for example, conform to specifications.

b) The degree to which software possesses a desired combination of attributes.

c) The degree to which a customer or user perceives that software meets his or

her composite expectations.
1including all phases of the software’s life-cycle, from design/architecture, to testing and delivery.
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2. SOFTWARE QUALITY

d) The composite characteristics of software that determine the degree to which

the software in use will meet the expectations of the customer."

IEEE Standard (IEEE Std 729-1983)

Although the verbal definitions might be precise in theory, it is needed to identify those

individual characteristics that are responsible for capturing software quality. There has

been several attempts to achieve that, as the definition needs to adapt to the present

day in order to precisely outline the important attributes according to the technological

evolution. Some universally accepted definitions are describing such attributes, like ISO

9126-3 as Functionality, Reliability, Usability, Efficiency, Maintainability, Portability, R.

Fitzpatrick (1996) (7) and the more recent (Gillies 3rd edition 2011) (8) describe it as

Integrity, Reliability, Usability, Accuracy, Efficiency, Maintainability, Testability, Flexibil-

ity, Interface facility (Interoperability), Re-usability and Transferability (Portability) or the

ISO 25010 (9) in the same year, as Functional Suitability, Performance efficiency, Com-

patibility, Usability, Reliability, Security, Maintainability, Portability. Adnan et. al.(10)

have gathered the most popular software quality models and provide some insight along

with discussion on how to choose the most appropriate model depending on the needs of

the product.

2.2 Measuring Software

Evaluating to what extent a software product fulfils certain requirements, we are obliged to

conduct measurements. That being said, we need to discuss the different types of measure-

ments that are beneficial in individual cases. Firstly, we divide the characteristics (namely

attributes) that act as factors that affect quality, between those that externally influence

the software product, listed as External Quality Characteristics: Correctness, Usability,

Efficiency, Reliability, Integrity, Adaptability, Accuracy, and Robustness, and those that

can be internally identified as Internal Quality Characteristics: Maintainability, Flexibility,

Portability, Re-usability, Readability, Testability, and Understandability described by Mc-

Connell’s (11). Measuring software can be performed by using qualitative or quantitative

means or a mix of both in more complex cases. In both situations, for each characteristic

in question, there is a set of measurable attributes, called software metrics, that is capable

of expressing the associated and correlated characteristics in a software piece/product or

system.
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2.3 What’s in the spotlight?

Padhy et. al.(12) share the same concern regarding software quality of software created

both in industry and in academia, while their focus is mainly to improving a specific

attribute (reusability), our focus is to propose a methodology. In order to improve the

resulting quality of a software system, we need to improve several of its aspects, and thus

control them. Continuing on DeMarco’s fundamental idea, we identify some of the major

quality aspects along with the state-of-the-art in order to measure them. Building on top

of software quality’s importance, to work our way towards the goals mentioned in 1.2.1,

the need for identifying the most relevant and crucial factors arises. Discussing the goals

themselves, we see that if we could characterise the resulting software from this procedure,

it should be described at least as: maintainable, sustainable and reusable 1. Additionally,

such attributes have already been proven of high importance, as for example maintenance

tends to have significant impact at almost all stages (60-80%) of the product’s life-cycle

(13), and reusability is an important sub-characteristic of maintainability that will be

addressed directly.

Another attribute with severe impact on quality is sustainability. Sustainability can be

viewed from several dimensions, which are: environmental, economic, individual, social

and technical (14) (15) (16). The reasons we discussed, lead us to explicitly investigate the

aspects mentioned above, maintainability, sustainability and reusability. Maintainability is

the most time consuming procedure in the the software’s life-cycle(17), and this is tightly

coupled/correlated with the defined goals 2. On top of that, as described in 3, we aim

to improve the state of the software regarding reusability in order to also increase its

longevity. Sustainability on the other hand, apart from the technical aspects, has also a

social dimension that is correlated with users’ trust, an important goal (goal 1) for us, and

that dimension has also been addressed by Becker et. al. (14) and Lago et. al(15).

In this section we are investigating the correlation between maintainability and reusabil-

ity with software quality, the interaction within the software’s life-cycle as well as the

possible ways to control and manipulate them. Their definitions within our context and

additional details are explained in this document, while some more information is imported

directly from Appendix A. Appendix A, titled How important is the maintainability soft-

ware quality attribute for software systems, and how can it be improved?, is the literature

1Important to mention here, that as the software under development is being implemented for the
needs of study, we expect that it is being correct and tested (both as in software quality attributes). In
other terms, is has achieved its purpose for the needs of the study/research

11



2. SOFTWARE QUALITY

review which was conducted prior to this master thesis report. What additionally moti-

vated us to go with this approach, is a statement that T. DeMarco (18) argued about,

back in 1982 and inspired a lot of researchers:

"You cannot control what you cannot measure."

To conduct software measurements, we are making use of the most suitable software

metrics in each case. This topic has been under research for quite some time, and many

proposals are being made constantly in the effort of precisely capturing the essence of

software quality attributes and sub-characteristics. Interesting theories come to practice

and they are distinguishable in two main categories, in order to address their main focus

separately, as defined by Misra (2005) (17). The first category contains those that pro-

pose new metrics, while the second one those that validate existing or their own newly

proposed metrics, or investigate the relationships between quality metrics and between

quality attributes (and possibly their influence on maintainability) (Appendix A)
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2.4 Maintainability

2.4.1 Definition

Maintainability is the software quality metric which expresses how "maintainable" a system

is. The higher the value of maintainability, the easier to maintain the system, both in terms

of maintenance effort as well as managing maintenance resources.

2.4.2 Measuring & Controlling Maintainability

Several maintainability quality models have been proposed in order to evaluate maintain-

ability of software systems, with the Maintainability Index (MI) to be the most popular

metric to conduct such measurements. MI has been through refinements and adaptations

as the software standards change, until 2009 that Riaz et al. proposed the model that be-

came the most accepted and is the state-of-the-art as of now. It is defined in the equation

2.1.

MI = 171− (5.2 ln(aveV ol)− 0.23aveV (g′)− 16.2 ln(aveLOC) + 50 sin(
√

2.46perCM))

(2.1)

As mentioned earlier, maintainability is a composite metric, and its sub-characteristics

are being adapted accordingly, depending on the problem of each case/application. Adapt-

ing them to the software’s needs, is not always a defined situation and can be under

further discussion. For example Al-Kilidar et al. (19)(2005) define them as: changeabil-

ity, analysability and understandability, while Upadhyay et al. (13) as: changeability,

testability and customizability. For the purpose of this research, we use the definition of

maintainability as given by ISO 25010 (9): modularity, reusability, analysability, modifia-

bility and testability. In order to provide a clearer picture and show the significant impact

regarding maintainability being an important metric that needs attention, suffice it to say

that 40-80% of a software product’s expenses are spent on maintenance (Glass 2002) (20).

Among its sub-characteristics, our attention is especially drawn to two of them: reusablity

and analysability. The reason is that such aspects are important for achieving our goals, as

analysability is useful throughout the code analysis in (3.1), while having high reusability

increases the chances of software to be adopted by the community.

In the following table we present a summary of maintainability metrics, gathered and

discussed by (17) and covered by appendix A.
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2. SOFTWARE QUALITY

Predictive metric Acronym Definition
Average class size ACLOC Average class size in terms of the number of lines per

class
Attribute inheritance
factor

AIF The percentage of class attributes that are inherited.
It is calculated by summing the inherited attribute for
all classes from its super-classes in a project. Average
method size AMLOC Average method size in terms of
number of lines per method (Lorenz and Kidd, 1994)

Average depth of paths AVPATHS The average depth of paths from methods that have
paths at all.

Control density CDENS Represents the percentage of control statements in the
code

Coupling factor COF Coupling Factor measures the extent of communica-
tion between client and supplier classes (Lorenz and
Kidd, 1994). It is measured for the entire project as
the fraction of the total possible class coupling. Its
value ranges between 0 and 1. Lower values are better
than higher ones.

Weighted methods in
classes

WMC Reflects the complexity of the classes and is the sum
of the cyclomatic complexities of all methods in the
classes (Chidamber and Kemerer, 1994). The WMC
metric is obtained by summing the values of McCabe’s
Cyclomatic Complexity of all local methods.

Depth of inheritance
tree

DIT Depth of inheritance tree (Chidamber and Kemerer,
1991) measures the position of a class in the inheri-
tance tree. It corresponds to the level of a class in the
inheritance hierarchy. The root class has DIT value of
zero.

Lack of cohesion in
methods

LOCM LOCMmetrics calculates the degree of communication
between the methods and member variables of a class
(Chidamber and Kemerer, 1991). It is obtained by
calculating a list of member variables and the number
of references to each variable of all methods in that
class. Secondly, the sum of the ratios of the usage
divided by the total number of methods is obtained.
Finally, LOCM is calculated as the quotient of the sum
of ratios by the total number of attributes.

Method hiding factor MHF Helps to measure the visibility or invisibility of each
method with respect to other classes in the project
(Brite e Abreau and Carapuca, 1994). The visibility
is calculated as follows: private = 1, public = 0, pro-
tected = Size of the Inheritance Tree divided by the
Number of Classes.
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2.4 Maintainability

Percentage pub-
lic/protected members

PPPC Calculates the percentage of public and protected
members of a class with respect to the other members
of the class. Response for classes RFC Measures the
cardinality of the response set of a class (Chidamber
and Kemerer, 1994). Response for class is the number
of methods in a class, plus the number of distinct meth-
ods called by those methods. Since the principal mode
of communication between objects is through message
passing, an object can be made to act in a certain way
through a particular way of method invocation.

Method inheritance
factor

MIF Obtained by dividing the total number of inherited
methods by the total number of methods. The total
number of inherited methods, on the other hand, is
obtained by summing the number of operations that a
class has inherited from its super- classes.

Program length N Measures the total number of operators and operands
in a program (Halstead, 1997).

Program vocabulary n Measures the total number of unique operators and
unique operands in a program (Halstead, 1997).

Number of Classes NCLASS Calculates the total number of classes in a system.
Number of methods NMETH Calculates the total number of methods in a system.
Polymorphism factor POF Helps to measure the degree to which classes within

a system are polymorphic (Brite e Abreau and Cara-
puca, 1994). Polymorphism is used in object oriented
programming to perform run-time binding to one class
among several other classes in the same hierarchy of
classes. Polymorphism helps in processing instances of
classes according to their data type or class.

Source lines of code SLOC Calculates the number of source lines in the project.
However, this excludes lines with white-spaces and
comments.

Table 2.1: Maintainability Predictive metrics
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2.5 Reusability

As explained before, there are several reasons for investigating maintainability, but as it’s

a composite metric there is the need of investigating even further into an important sub-

characteristic, reusability. Not only in the context of software quality but, specifically, in

our case, targeting and improving the reusability of software components is crucial as well.

Research software, usually is designed to produce really specific outcomes depending on

the situation. Throughout this process, many components are being developed in order to

be combined and reach the final outcome. Such components, are most likely to be required

by other projects, especially those in the same field of study.

2.5.1 Definition

Reusability shows the degree to which an asset can be used in more than one system, or

in building other assets (21). It is the quality attribute which questions to what extent

different system components can be reused, either within the same or in another system.

Reused in the sense that the components are not being reworked1 or refactored2, but they

are used exactly as they are.

"Reusability is usually taken to mean designing a system so that the system’s

structure or some of its components can be reused again in future applications."

(Bass et. al., 1998, p. 84)

2.5.2 Measuring reusability

There is no definite method to measure reusability, although several metrics have been

established in order to make an estimation of reusability. Mainly Chidamber and Kemerer

have proposed metrics(22) and a metric suite(23) containing six metrics called CK metrics

& CK metrics suite. CK metrics have had a significant impact on software engineering

research and measurement, becoming fundamental and used broadly. For instance, by

Goyal and Gupta (24) and Padhy(12) among others.

Calculating reusability based on metrics has lead to approaches like Goyal’s, describing

their methodology like in 2.5.2 , while Guptal and Dashore (25) proposed a composite

metric expressing the reusability value of a given class, as described in equation 2.5.2.
1Rework is a known vicious circle in software development since it plays a central role in the generation

of delays, extra costs and diverse risks introduced after software delivery. It eventually triggers a negative
impact on the quality of the software developed.

2Code refactoring is the process of restructuring existing computer code, without changing its external
behaviour. Refactoring improves nonfunctional attributes of the software.
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2.5 Reusability

1. First, analyse ck matrix values.

2. Second, calculate reusability of object oriented software model using neural network

based SOM technique.

3. Comparing the obtained reusability value using SOM technique with reusability value

based on ck matrix analysis.

ReusabilityOfClass = a ∗ (DIT ) + b ∗ (NOC)− c ∗ (CBO) (2.2)

where a, b, c are empirical constants.

For convenience, we take a = b =1 and c = 0.5. Reusability of any OO code is the same

as the class having the highest reusability.

Choosing the most suitable reusability model for each case requires taking several aspects

into consideration, as there is no golden rule yet. For example, there are aspects that can

be further improved, like the resulting measurement precision. Additional metrics have

been proposed in order to move towards a more complete model, like the one proposed

by Padhy et.at. (12) namely reusability rank, which aims to increase the precision of such

estimations.
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2.6 Sustainability

Controlling a software system, requires actions in every step of its life-cycle. All software

attributes are meant to be monitored and taken care of in every phase, although some of

them need more attention in specific levels, like design or code level. Sustainability is an

attribute that is of high importance to be in the spotlight during the architecture/design

phase (16). An example we can use the study of Carillo et. al. (26), which defines 7 criteria

of industrial AK models and then suggests software quality attibutes for each criterion, in

order to express the correlation between sustainability and software quality. Venters et.

al. (16) identify two viewpoints of sustainability as it is perceived, sustainable software

and that of software engineering for sustainability (SE4S). In our case we care about the

latter one.

2.6.1 Definition

Before software sustainability can be measured, it must be understood ( Seacord et al.,

2003 (27)). In modern English, sustainability refers to the ’capacity’ of a system ’to endure’

( Oxford 2010 ). The term’s Latin origin sustinere was used as both endure and as up-hold,

furnish [something] with means of support. This suggests that longevity as an expression of

time and the ability to maintain are key factors at the heart of understanding sustainability

(16).

2.6.2 Measuring & Controlling Sustainability

Sustainability is a multidimensional quality attribute, that is still under research and there-

fore no state-of-the-art measurements are available. Although, refined and popular ap-

proaches try to capture the essence of sustainability, while taking into account the broad

spectrum of the attribute’s complexity. Quality attributes need to be taken into account

from the design phase, and sustainability is not an exception. In order to produce sustain-

able (and maintainable) software, we need to build the system’s architecture around that

idea. Zdun et. al. (28) have proposed a minimalistic meta model in order to approach

such goals. What we would like to highlight here, is the importance of documenting design

decisions rationales along with the decisions themselves1, as it provides transparency to

the software, not only for controlling the process of design and development, but for mak-

ing the (future) understanding of the software easier 2. Lago et.al. (15) discussed about
1Having Zdun et. al. (28) proposing a template in their work.
2Both for improved teamwork and for future/new developers as well
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2.6 Sustainability

the individual substances of sustainability (social, environmental, technical and economic)

and their interactions/interrelations providing great insight by identifying interdependence

relations.
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2.7 Quality integration with TRL

At this point we have discussed the software quality of a product, and explained several

ways to approach specific qualities of a given software. Reaching our goals 1.2.1 and justi-

fying a software product’s quality, requires more than just obtaining "good"1 measurement

results. For that reason, we decided to take steps towards more concrete evidence, that

can support and represent the software quality of the product. To achieve that, we are

investigating and proposing a method for proving the quality of a software product, accord-

ing to international standards. Initially by identifying and discussing the characteristics

of importance to our study in detail, followed by measuring the desired aspects by using

software code analysis tools 3.1 which conduct such measurements by using open source

code evaluation libraries (8. Appendix B). On top of the code analysis outcome, we are

mapping and correlating the obtained results with specific Technology Readiness Levels

(TRL) (29). TRL is a universal acknowledged rating, that acts as a proof of technological

quality as its name states. Additionally, within the context of this research, there is the

requirement by the EU commission 2 , that needs to be fulfilled by the research depart-

ments of universities as a mandatory specification for receiving the Commission’s support

and funding. The mapping that is part of our proposed methodology, aims to automate

the procedure of extracting a software product’s TRL.

1Meaning that the outcome of the metrics used, show positive results regarding the factors that are
measured.

2Links accessed on 1/12/2018:
1) https://enspire.science/trl-scale-horizon-2020-erc-explained/
2) https://ec.europa.eu/research/participants/portal/desktop/en/support/faqs/faq-859.html

20



3

Software Code Analysis & Evaluation

Measuring software products can be accomplished by adopting several procedures, that

vary depending on the types of the measurements. Software metrics are either quantifiable

or qualitative, and the procedure of measuring is either manual, semi-automated (super-

vised) or completely automated. In the case of our research, we are making use of tools in

order to conduct the measurements with complete automation.
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3. SOFTWARE CODE ANALYSIS & EVALUATION

3.1 Software Quality Analysis

3.1.1 Software Quality Measurements

For this procedure we are making use of software analysis tools, that provide the possibility

of fine grained measurements, tailored to project specific needs. We came across several

tools that could be used, but we are are going to analyse only 2 (or 3) of them for the

means of the present report. The mentioned tools are the ones that we preferred to use

for our research and investigation.

• SonarQube https://www.sonarqube.org

• Codacy https://app.codacy.com

• Codefactor https://www.codefactor.io

During our use cases we draw some (totally) subjective opinion regarding the used tools,

as we were provided with enough information to comment on several aspects, as well as

sharing our comparison information. When investigating software systems, it’s common to

discuss mostly the technical aspects of the software, using the corresponding terminology.

However the following elaboration is meant to consider and address a bigger audience than

just the developers and engineers; "The degree to which a software can be used by specified

consumers to achieve quantified objectives with effectiveness, efficiency, and satisfaction in

a quantified context of use" (30) (usability) need to be taken into account.

• SonarQube(31):

– Pros: Lists a nice overview of the projects, along with the most important

analysis results. Additionally, the possibility of applying filters in order to

provide refined results if you’d like to have a summary of a more specific aspect

of the projects. Furthermore, an overview page of the active rules is provided,

where you can gain insight regarding all the rules in detail (code patterns) that

are available by the system. By combining these rules, the user is able to build

quality profiles. Quality profiles are sets of language-specific rules, that are

being used for project analysis. Those rules are being grouped into categories,

according to the type of metric they represent (cyclomatic complexity (CC),

security vulnerabilities etc.). Finally, the outcome of the measurements can be

used in a functionality named Quality Gate. A quality gate allows you to define

metric-specific set of rules, which express whether a project satisfies the quality
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3.1 Software Quality Analysis

Figure 3.1: Project Overview.

criteria defined for each metric. E.g. we can set CC to be less than 15% and

security vulnerabilities between 5% and 15%. Having defined a quality gate for

such specific criteria, we can apply it to the projects that interest us in such

measurements during their current development stage.

– Cons: The tool requires some time to set up, along with calibrating for the

desired results. On top of that, it requires project specific "properties" file,

which on one hand is great as you can define the parts of the project to be

analysed, but on the other it requires additional manual effort. Another major

flaw, is that there is no way to run analysis for more than one language for

each project. Lastly, in order to have a project analysed, the compiled build

is required to run the analysis, which means that you are forced to deploy the

project to the same machine that you run sonarqube in order to produce all the

required files.

• Codacy

– Pros: Requesting project analysis happens online, so there is no need for local

setup of the tools, nor project deployment. Provides great project management

functionality, by allowing the creation of organisations, inviting members as well

as assigning tasks to members, which improves cooperation and coordination

in a team. Provides a rich projects’ overview (figure 3.1), by drawing graphs

23



3. SOFTWARE CODE ANALYSIS & EVALUATION

Figure 3.2: Issues breakdown.

and diagrams expressing the summarised information regarding the main cat-

egories of the metrics. On project specific level, the overview shows a really

good summary of strong and weak points, giving great insight on what needs

improvement. Issues overview is simple end self-explanatory (figure 3.2). Filters

can be applied to refine the "issues" overview according to "Language", "Cate-

gory", "Severity level" and "Pattern". Finally, on the "pattern" overview, the

project specific patterns that have been applied are shown, along with detailed

information about them. They are grouped according to the language and the

metric category they are investigating, and one level deeper, containing the list

of all the patterns that they include, along with their status (enabled/disabled)

(figure 3.3). Patterns can be tweaked in order to decide which of them will be

applied to the project.

– Cons: Minimalistic (and kind of empty) interface, which results in a less user

friendly environment, since in order to figure out what the buttons and the

symbols mean, the user has to either mouse-over or click them through. Settings

or a way to change/select the rules to be applied in order to adjust the analysis

to each project or preference, was not found. Less in depth analysis probably as

there are no comments regarding vulnerabilities or security for example. Also

grade generation is kind of black box.

• Codefactor
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3.1 Software Quality Analysis

Figure 3.3: Enabled/Disabled patterns

– Pros: Seemingly more accurate grading compared to the two other tool, as it is

using "+" and "-" symbols in addition to "A" through "F" grading, to capture

a more accurate representative score.

– Cons: Simplistic and kind of "clunky" interface. Projects’ overview illustrates

most of the important information, but the navigation tabs are not providing a

lot of options. This results into slightly hard navigation and sometimes wasted

effort as you might be looking for information that is actually absent, like the

total commits of a repository.

3.1.2 Grading Breakdown

Sonarqube’s list of metrics (32):

• Duplication: Density of duplication = Duplicated lines / Lines * 100

• Maintainability:

– A=[0-0.05], B=[0.06-0.1], C=[0.11-0.20], D=[0.21-0.5], E=[0.51-1]

The Maintainability Rating scale can be alternately stated by saying that if the

outstanding remediation cost is:
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Figure 3.4: Issue categories

∗ less than 5% of the time that has already gone into the application, the

rating is A

∗ between 6 to 10% the rating is a B

∗ between 11 to 20% the rating is a C

∗ between 21 to 50% the rating is a D

∗ anything over 50% is an E

• Reliability:

– A = 0 Bugs

– B = at least 1 Minor Bug

– C = at least 1 Major Bug

– D = at least 1 Critical Bug

– E = at least 1 Blocker Bug

• Security:

– A = 0 Vulnerability

– B = at least 1 Minor Vulnerability

– C = at least 1 Major Vulnerability

– D = at least 1 Critical Vulnerability

– E = at least 1 Blocker Vulnerability

Codacy(33):
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3.1 Software Quality Analysis

Figure 3.5: Pattern description

• Grades range from A to F, with A being the best grade (34).

• The grades are calculated with the number of issues for each thousand lines of code

(KLOC). Steve McConnell, on his book ’Code Complete’ (11), wrote about average

bugs per LOC and quoting:

(a) Industry Average: "about 15 - 50 errors per 1000 lines of delivered

code." He further says this is usually representative of code that has some

level of structured programming behind it, but probably includes a mix of

coding techniques.

Codefactor(35):

• Codefactor uses a modified metric that used letter indicators combined with 1-10

numeric range (36):

By investigating the grading criteria of each individual analysis tool, we make comments

on the strong and weak points as seen throughout our use cases. Sonarqube is pretty well

documented and appears to have a legitimate evaluation process. Codacy is using criteria

from the book (11), which offers confidence in their grading system. Codefactor, provides

the list of open source analysis libraries used for reviewing, and expresses the results in a

scale A-F, with A being the highest/best score.
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Table 3.1: Codefactor grading scale

Performance Grade (letter) Numerical range

Excellent A 9.4-10
Excellent A- 9.0-9.3
Good B+ 8.7-8.9
Good B 8.3-8.6
Good B- 8.0-8.2

Satisfactory C+ 7.7-7.9
Satisfactory C 7.3-7.6
Satisfactory C- 7.0-7.2

Poor D+ 6.7-6.9
Poor D 6.3-6.6
Poor D- 6.0-6.2
Failing F 0.0-5.9

Figure 3.6: Analysis patterns.

Figure 3.7: Faulty code explanation.
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4

Technology Readiness Level

4.1 Introduction to TRL

Discussing the importance of software quality for every software system, it becomes essen-

tial to be able to draw some representative conclusions or to obtain insight regarding a

software system. In this report we would like to take a look into the ways that one can

evaluate software systems and determine their quality, minimising the required resources

to do so, while allowing one to judge whether the software is ready to be exposed to the

market/industry (Closed Source Software / CSS) or be published to the community (OSS).

For that purpose, we’d like to present/include the Technology Readiness Levels (TRL) in

our discussion. TRL is a methodology introduced by NASA in 1974, which was not formally

defined until 1989. The idea behind the TRL is to evaluate technology maturity and was

initially designed for NASA aeronautics containing 7 technology readiness levels, in order to

determine whether a piece of technology that is being developed, is ready to be integrated

with an existing system. In addition to NASA’s aeronautics were TRLs were used to

determine the technology used for space missions, several governmental organisations also

adopted the scale and tailored it to their specific needs, such as the Department of Defense

(DoD). Later on, two additional levels were added in order to adapt the TRLs to the

commercial market.

Of course TRL, originally, is meant to express technology maturity, which in other terms

implies hardware development as well. Up to this day, TRLs are being applied to more

than just hardware with the proper adjustment for each party using the scale. Additionally,

there have been many proposals of related scales that are derivatives of TRL application

to specific needs researches. Some of them are:

• Integration Readiness Levels (IRL)
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4. TECHNOLOGY READINESS LEVEL

• System Readiness Levels (SRL)

• Research and Development Degree of Difficulty (RD3)

• Manufacturing Readiness Levels (MRL)

While we reference some of the TRL derivatives, some of which could be alternatives

that can be chosen to support this piece of research in similar approaches, it is important

to highlight the reason behind staying on the "original/base" TRL methodology. That is

due to the criteria set by the European Commission, for university research funding. As

the commission states, the need of proof of quality expressed in TRL is required for such

qualification, and we were already investigating (semi-) automated ways of assessing soft-

ware code quality, we decided to dive into possible ways of automating such an evaluation

process.
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4.2 Application of TRL on Software

Taking into account that the TRL is mostly meant for hardware, one could argue that if

that is the case, then why do we want to apply it on software systems, and how could

it be helpful. As it was initially designed for evaluating complete (including hardware

or only hardware) systems1, it is true that it might not give as much insight in order

to draw conclusions if applied on software. On the other hand, the need for obtaining

such valuable information regarding software systems exists, as discussed in the previous

section, and therefore if we can adjust and apply it on such system, some insight is much

better than no insight at all.

Therefore, several proposals have been made in order to interpret the original TRL

to Software TRL. Hereby are the adapted definitions for software, which are numbered

according to the corresponding TRL (level) as found on NASA’s website2:

Level Description
1 Scientific knowledge generated underpinning basic properties of software ar-

chitecture and mathematical formulation.
2 Practical application is identified but is speculative, no experimental proof

or detailed analysis is available to support the conjecture. Basic properties
of algorithms, representations and concepts defined. Basic principles coded.
Experiments performed with synthetic data.

3 Development of limited functionality to validate critical properties and pre-
dictions using non-integrated software components.

4 Key, functionally critical, software components are integrated, and function-
ally validated, to establish interoperability and begin architecture develop-
ment. Relevant Environments defined and performance in this environment
predicted.

5 End-to-end software elements implemented and interfaced with existing sys-
tems/simulations conforming to target environment. End-to-end software
system, tested in relevant environment, meeting predicted performance. Op-
erational environment performance predicted. Prototype implementations
developed.

6 Prototype implementations of the software demonstrated on full-scale real-
istic problems. Partially integrate with existing hardware/software systems.
Limited documentation available. Engineering feasibility fully demonstrated.

7 Prototype software exists having all key functionality available for demonstra-
tion and test. Well integrated with operational hardware/software systems
demonstrating operational feasibility. Most software bugs removed. Limited
documentation available.

1https://goo.gl/4o6JYC (Last accessed on 27/12/2018)
2https://goo.gl/XykPfq (Last accessed on 27/12/2018)
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8 All software has been thoroughly debugged and fully integrated with all op-
erational hardware and software systems. All user documentation, training
documentation, and maintenance documentation completed. All functional-
ity successfully demonstrated in simulated operational scenarios. Verification
and Validation (V&V) completed.

9 All software has been thoroughly debugged and fully integrated with all oper-
ational hardware/software systems. All documentation has been completed.
Sustaining software engineering support is in place. System has been suc-
cessfully operated in the operational environment.

1. Scientific knowledge generated underpinning basic properties of software architecture

and mathematical formulation.

2. Practical application is identified but is speculative, no experimental proof or detailed

analysis is available to support the conjecture. Basic properties of algorithms, rep-

resentations and concepts defined. Basic principles coded. Experiments performed

with synthetic data.

3. Development of limited functionality to validate critical properties and predictions

using non-integrated software components.

4. Key, functionally critical, software components are integrated, and functionally val-

idated, to establish interoperability and begin architecture development. Relevant

Environments defined and performance in this environment predicted.

5. End-to-end software elements implemented and interfaced with existing systems/simulations

conforming to target environment. End-to-end software system, tested in relevant

environment, meeting predicted performance. Operational environment performance

predicted. Prototype implementations developed.

6. Prototype implementations of the software demonstrated on full-scale realistic prob-

lems. Partially integrate with existing hardware/software systems. Limited docu-

mentation available. Engineering feasibility fully demonstrated.

7. Prototype software exists having all key functionality available for demonstration

and test. Well integrated with operational hardware/software systems demonstrat-

ing operational feasibility. Most software bugs removed. Limited documentation

available.
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8. All software has been thoroughly debugged and fully integrated with all operational

hardware and software systems. All user documentation, training documentation,

and maintenance documentation completed. All functionality successfully demon-

strated in simulated operational scenarios. Verification and Validation (V&V) com-

pleted.

9. All software has been thoroughly debugged and fully integrated with all operational

hardware/software systems. All documentation has been completed. Sustaining

software engineering support is in place. System has been successfully operated in

the operational environment.

By examining the definitions above, we see that it is more than viable to evaluate a

software system’s TRL by investigating which points are being fulfilled. Although the

application of the above is a bit abstract, since there is no defined way of correlating a

system to the TRL, except by filling in a questionnaire or more like a spreadsheet (37).

4.3 Software TRL calculation idea and proposal

As it is probably clear by now, being able to determine the TRL of a software system can be

really useful. It provides insight about the status of the system and its development stage,

and it can potentially be used in order to simplify the communication between technical

and non-technical parties of an organisation or a third party. Also it can act as proof of

the system’s quality when it’s in production (CSS) or published to the community (OSS).

Although for the latter, we can argue about how dependable taking the TRL of a software

product as proof of quality is, since it is calculated with a spreadsheet? That means that

a (group of) person(s) is responsible for filling in the accurate response to the spreadsheet,

and therefore we can’t determine for sure whether the outcome of the calculation is true

and valid, as the means by which it was being calculated are not dependable (i.e. the

person making the calculation could have false insight of the system, or be biased). Of

course there are several publications that propose calculations (equations), but usually

they are too specific trying to address a given type of software.

As the current procedure of calculating the TRL of software systems has several flaws,

it cannot be used as the dependable proof we described, and so we identify the need of

calculating the TRL in such a way that can be valid, have minimised flaws and also act

as a proof of the software quality of the system under examination. In order to do so, the

procedure that is going to be used, needs to fulfil the same requirements on its turn.
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In order to tackle the described problem, we argue that if actual metric measurements

are involved to the TRL calculation, it would better support the validity of the outcome.

Software attribute measurements can be a difficult but valuable task, as it provides great

insight of several aspects of the software system. At this point, we would like to discuss

the proposed approach for calculating the TRL. It is really important to highlight that

such procedure is, most likely impossible to be automated, considering that until now it

is being done by the use of spreadsheets. Additionally, the proposal also gives space for

fine-grained adjustment, precisely as it is desired for 1. First comes the software quality

measurement, which is complex and important as it is the basis for the idea. Once we

are able to actually make measurements, we need to be able to understand what do they

mean about software quality (maturity) as it is expressed by the TRL scale, and therefore

we need to approximately interpret and correlate the TRL levels with the software quality

measurements, in order to be able to extract the information required, and even more,

argue about the achieved TRL.

1Different types of systems require different measurements and also same metrics can have different
impact depending on the type as well
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TRL Measurement Interpretation

Level 4
Level 5

• coding standards
• style
• compatibility

Level 6
Level 7

Solving/Reducing amount of bugs &
error prone issues.

Level 8
Level 9

Exterminating remaining issues,
striving towards higher or perfect
grades.

Table 4.2: TRL to Measurements Correlation

4.4 TRL Correspondence

The software code analysis tools are able to interact with systems having TRL 4 and above

(since only then, actual software code is being produced). Mapping of the metrics that

give insight in the system to specific TRL happens on an abstract level, as the TRL model

needs to be slightly adapted to the project’s specific needs. The correlation is illustrated

in table 4.4, and each higher TRL includes all the previous requirement as well.

Each of the systems described in section 3.1, are using slightly different ways of delivering

grades to software code, but one thing is common among all, that of the quality borderline.

In each case, a way of representing the Grade "A" Quality is defined, and this is our focus.

In order to consider that the criteria in table 4.4 are met, achieving the highest grade

available is required, regardless of the tool chosen for the evaluation.

The higher the level, the more attention is needed on the severity of the issues. Errors

should be kept as low as possible at all times, but of course, if not possible, they need to

be solved in order to reach level 7-8 since at that point we are reaching the final stages of

the system’s development and "production"1 deployment. It is worth mentioning that the

level 8 was initially the highest, and 9 was added later on, so we consider it a refinement

level.

1We are referring to production environment in order to describe the significance of the desired software
quality and the attention needed towards details.
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4.5 Importance of correlation with TRL

Being able to understand and express the TRL in more technological terms, provides

several benefits which are tightly relevant to a software system’s development. Of course,

as mentioned before, being able to gain insight regarding a system is crucial as the system’s

health can be monitored at any given snapshot in time. Such information allows us to

intervene immediately and adjust decisions that have been made, in order to provide

suitable solutions that will address any concerning issue, before it is too late1. Additionally,

we gain awareness of possible vulnerabilities and error prone issues that can be avoided in

the later stages, by taking the analysis’ results into account when making design decisions

and plans about future development.

Furthermore, not necessarily beneficial to the development procedure of a single project,

keeping proper documentation and records/log regarding several projects that might be

implemented by different teams, can be proven useful. Doing so, aids in identifying patterns

or pitfalls during development that have negative impact on the system, and therefore can

be dealt with in advance or even be avoided.

Up until now we only discussed about using the proposal suggested by this report,

with the purpose of "monitoring" and "controlling" a software system’s development, by

analysing the system itself. However, apart from gaining insight regarding the system

under discussion, it is crucial to mention that the same correlation can be extracted for

a candidate third party module (or service) to be included in the system. Pointing the

discussion towards handling plugins that are being involved with the system, we can point

out several important benefits that can be earned by applying the same process on them.

Keep in mind, that TRL is meant to be used this way, judging whether a piece of technology

is mature enough to be introduced to the system under development. As the external

libraries are being analysed, and while taking into account that for each system we can set

our own desired qualities to be matched from the analysis, we can apply the same rules

to them. Therefore, the outcome of the analysis makes it possible to apply a TRL on

each individual module. For instance, using only external libraries that receive a level 7 or

above, it means that it’s up to the development team to retain level 7 or higher. Last but

not least, TRL examine the capability of a module to be introduced to the system, also

in terms of compatibility (TRL 4), which can be automated directly by using one of the

tools in this proposal.

1Meaning the project is further in development, which will create heavier dependencies on the existing
decisions.

36



4.5 Importance of correlation with TRL

A problem that arises with the current TRL calculation method, is that it is not really

trustworthy. That’s a result of the current flawed process of evaluation. As of now, the

TRL evaluation of a project, as we described before, requires to fill in an .xls spreadsheet.

To make this statement clear, we provide the following example:

A project manager fills in the spreadsheet with project information, in order to receive the

corresponding TRL. Once the software is "evaluated", he wants to distribute the developed

piece of software to the open source/research community. In order to promote it, the

manager is making the claim that the provided software is a TRL 7, so that the community

can trust that the system is going to deliver everything it’s required to, within a research

environment. The problem arises, with the realisation that the awarded TRL may involve

human error1. Humans tend to be biased, especially when they want to support their

own creations in terms of quality and meaningfulness. Combining this with the previous

paragraphs of this section, it is possible to explore even more benefits that are generated

as an outcome by this summarised information. We mentioned that we can apply analysis

to any candidate module that is going to be included, which -apparently- gives us a good

overview of the quality of the specific piece of software. We can test if it satisfies our

self-defined qualifications and decide whether it’s suitable or not. Taking this one step

further, we can get rid of human error in the TRL calculation by applying the proposed

analysis. We can argue that our software system is of a specific TRL, while pattern

configuration details/files act as proof, by distributing them to any other party that would

like to confirm or make use of it. It is worth mentioning, that while this method provides

transparency of the software system and includes every detail to support reproducibility

and repeatability, in this kind of situation, the awarded TRL is bound to a specific set of

pattern configurations and qualifications.

1Or just human judgement, which in this case we consider it having the same impact.
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5

Guideline

5.1 Introduction

Improving the resulting software quality is what we seek to answer of our research ques-

tion and is quite an important task, and of course, a continuous process. It is affected by

all development phases, during the whole product’s life-cycle. We argue that in order to

control quality we need to control the crucial components that influence it, and we do that

by conducting measurements that provide us insight and transparency. Although, while

important, the measurements are not sufficient on their own to achieve such goal. It is

necessary to pay attention to other significant aspects, like documentation, architecture

and design. Such topics though cannot be covered completely just by this research, as

specifications and details are necessary. We are constructing the basis towards a software

implementation that will support much more than only our goals 1.2.1. Concluding with

everything discussed till this point, and taking into account the aim of this research, we’d

like to develop a guideline that will be used as a support handbook for the purposes men-

tioned so far. We find it quite important to assist developers in the research community,

by providing insight on improving their software quality. In this section, we summarise

the information gathered by this research, in order to compose and propose a guideline,

that is meant to accompany academic software developers throughout the implementation

of their systems. That will be done by discussing several steps of the implementation,

while providing references for elaborated material and greater insight. It is crucial to point

out that given the available resources for each project, as well as the level of implemen-

tation difficulty, they should be divided accordingly and this isn’t something that can be

predefined. In academia is always the case that many and complicated systems have to

be implemented in small amount of time, therefore proper time management is crucial
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as some additional tasks are being involved with our proposal. There is no silver lining

on such approach, but the recommendations made in this chapter are meant to support

and instruct the developers with important aspects of software engineering throughout the

process.

5.2 The Guideline

The procedure being described here, is based on a generic software life-cycle model, in the

form of: Requirementanalysis → Design → Implementation → Testing → Mainte-

nance/Evolution. To adapt the model to our research, we need an extra phase (which is

repeated before finishing almost every step in the software’s development cycle, as explained

in this section), which is the Code Analysis phase, that has to be executed during several

steps, and the resulting model should look like this (Figure 5.1): Requirement Analysis→
Design → Implementation → Code Analysis/Evaluation → Testing → Code Analy-

sis/Evaluation → Maintenance/Evolution → Code Analysis/Evaluation. During the

requirement analysis, it is important to identify the aims of the software, not only in terms

of output, but also in desired quality aspects 1. Identifying such aspects in this phase, is

important as they are crucial for later stages.

Another issue that is worth addressing, is the importance of documentation 2. Design

phase is the one containing most of the design decisions that are made throughout the

project. At this point, we need to mention the importance of properly documenting3

design decisions, for the reasons mentioned in 2.6.

By injecting the Code Analysis / Evaluation phase to the life-cycle, we aim to continu-

ously monitor the software’s status regarding the desired attributes identified in Require-

ment analysis phase, and of course take action when needed4. That way, we are able to

have continuous integration in our methodology and guideline process. It is important

to try and keep the evaluation results high enough, especially in the early phases, as we

want to contain/keep (change) entropy (39) of the software for as much as possible, as

a "snowball effect" is the least needed within our context. Sadly, entropy, is not only

generated by the code that is developed throughout the process, but it is highly affected

1Depending on the software’s purpose, being reliable might be more important than being secure and
so on

2It is quite common for software developers to reduce the amount of documentation they provide under
time pressure (both internal and external documentation) (38)

3Both internally and externally when needed.
4Discussing in detail on how to tackle such situations is not one of the objectives of this document.
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Figure 5.1: Suggested development cycle

by the abstraction level of the libraries that are used as well. Dealing with such case is

hard, as more attention is needed regarding the selection of appropriate libraries, with

high code abstraction (low entropy), and it has been discussed by Capra et.al (2012) (40).

Although their concern is regarding energy efficiency, the means of their approach can be

adapted and used here as well. They proposed an indicator for measuring the entropy level

of code fragments (that can be used for filtering external libraries as well) which they call

Framework entropy.

Is good to mention that we are making use of the TRL correlation in order to gain

trust for the product, while working our way towards satisfying the goals (1.2.1) set in the

introduction section. As discussed, being able to correlate a software system to a universal

accepted scale, is something that supports the trust in the system as well as its overall

quality.

Keeping the code evaluation results high, means that we work towards the final grading

criteria, which is to achieve the desired TRL for the developed product. Although, as noted

in 4.4, sometimes not all measurements are important for each phase in the life-cycle, we
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should highlight that paying attention to possible side effects of the ongoing development

might affect other measurements. Of course, such task is not easily achievable due to the

complex relations and interactions between the quality attributes. There have been several

studies like Haggander et. all(41)1, Aldekoa et. al.(42), ISO/IEC 25000:2014(9), regarding

the impact of quality attributes to each other, but in the end the trade-offs are always

project-specific. A nice summary and case study has been made by Berander et.al. (2005)

(43).

At the project’s conclusion, there is a little additional information that needs to be

accompany the software itself. A list with the adapted filters/code patterns that were

used2, the final scores as well as the table 4.4 for reference. The gathered information can

act as a solid proof of the software’s TRL at the moment, being supported by the present

research.

1Maintainability and performance relation.
2Those that differ from the default, while making that explicit.
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Analysis & Results

6.1 Experimentation

For the purpose of this research, a total of 10 projects were selected and analysed in order

to extract information and data in order to investigate our approach further. For the test

cases we selected open source software projects, of different sizes and purposes. All of the

test cases that were chosen, had to be open source as that aspect is the main focus we are

addressing. They range from 1000 lines of code (LOC) to a bit less than 450.000 LOC,

while some of them are open source and free to use, some offer explicit services online

while using the same code base, while others have been converted to private for further

development and commercial use. Different sizes and purposes allow us to obtain a broader

set of observations that can be used for further testing in order to improve software quality

aspects.
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6.2 Test results

In this section we list all the measurements obtained by the analysis, split according to

the tool used. The measurements provided here are representing the overall issues that

each code analysis tool identified. The first thing to note is the difference in the amount of

projects analysed by SonarQube. The reason behind that is discussed in the next section as

it was due to some limitations that could not be avoided and finding a proper workaround

was really time consuming.

Table 6.1: Codacy results

Project Total issues identified Grade

Cookery 59 B
Pumpkin 508 C

Weevilscout 4276 B
Sonarqube 19960 B
Lobcder 3302 B

OwnCloud 42416 B
OneData 485 B
NextCloud 6699 A
dCache 7825 B
iRods 1253 A

Observing the results of each tool, there are several factors that need discussion; the

assigned grade, and the total identified issues on project level. Firstly, we discuss about

outstanding differences in the identified issues of the projects. We observe that Codacy

(Table 6.1) identifies way many more issues that Codefactor (Table 6.2) on Sonarqube,

Lobcder and dCache, while their grades are quite similar. Investigating the reason behind

that, we find that Codacy’s increased issue report number, lies in warning severity level,

that does not really impact the final grade1. Now, regarding the difference in grade,

Pumpkin and OwnCloud received and F from Codefactor, while they received a C and a

B respectively from Codacy. Investigating further, we discover that such difference in the

grades, lies in the severity and impact of the identified issues. Each analyser uses different

evaluation methods, which explains the differences in grades as well. Particularly, both

tools identify a significant amount of security vulnerabilities (26 by Codefactor and 68 by

Codacy), but the severity of the issues vary. All of the Codefactor’s security issues are

1For example in Lobcder is 2232, while in codefactor just 252.
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Table 6.2: Codefactor results

Project Total issues identified Grade

Cookery 31 C+
Pumpkin 710 F

Weevilscout 3580 D-
Sonarqube 1524 A
Lobcder 945 B-

OwnCloud 56556 F
OneData 1076 C
NextCloud 4415 B
dCache 2900 B
iRods 3252 C-

Table 6.3: Sonarqube results

Project Total issues identified Grade

Cookery 42 Passed
Pumpkin 1366 Failed
Lobcder 19218 Passed

OwnCloud 8669 Passed

evaluated as major level of significant, on the contrary, Codacy marks them as middle and

low severity. However, there is another factor that we need to take into account, and that is

of the analysis tools’ (technological) ongoing & further development. The tools themselves

are software systems that continue to be developed and improved, and of course such

changes affect several aspects, having the grading be one of them. During our research we

kept monitoring all of the projects above along with the grading differences due to each

new commit to their repository. This observation is important, as we kept monitoring and

verifying the provided grades in this paper even at the time of writing, until we noticed

this interesting fact.

The snapshot of the results provided here, is from December 2018, where all the project

grades had small to no changes in their grade. Of course, there were several changes

on the issues identified, as in number or nature of new issue, while some old issues were

resolved, the grade remained approximately the same. That was until a point that during

the validation of the grades, we noticed that Codefactor changed OwnCloud’s grade from F

to C while Codacy’s remained exactly the same. That makes us draw two conclusions that
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influence the discussion on this section. Firstly, that due to Codefactor’s development (or

of one of its dependencies - grading library) the severity of issues can change and therefore

affect the overall result and grade. Secondly, that it is not wise to have an in-depth analysis

or comparison of the provided grades at the moment, as, based on the earlier conclusion,

the automated analysis process is not so concrete yet1.

1Automated code analysis tools were introduced recently, around 2010. Therefore, they have to estab-
lish a solid ground for their techniques as well as catch up with further programming languages development.
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6.3 Limitations

Throughout the experimentation with the software code analysis tools, we came across

several difficulties that are worth mentioning to provide further insight on the obstacles

that might occur.

The few obstacles we faced were when experimenting with sonarqube. At the analy-

sis part, evaluating with sonarqube can be proven a bit more complicated. Apart from

putting together the configuration file, the input for analysis, heavily depends on the

project’s makefile as well. This can indeed cause frustration in case the makefile is out-

dated or in similar situations, taking into account that anyone might want to analyse the

project, without the aid of a developer. Therefore, producing the compiled project to

be analysed, might require additional -not wanted- effort. Furthermore, once everything

is set for analysis, we have to deal with the limitations of sonarqube itself. Each tool

differentiates the services it provides according to several aspects. In case of sonarqube,

that is different packages, that include additional tool/language regarding the analysis and

some extra services (which of course come with pricing). The obstacle arose as C++ is

not supported in Sonarqube’s free package, and it was required in order to analyse several

of our projects. Upon contacting Sonarqube regarding this issue, they suggested to use

the "Developer package", which includes several additional languages such as C++, but

comes with a price we were not willing to pay. Codacy and codefactor on the other hand,

differentiate their service based on the privacy setting of a project’s repository, which is

free for the public repositories and priced for private ones.

Another issue that we should discuss, is that of validating the proposed correlation

between the code analysis grades 4.4 and the TRL scale. The reason behind this, is that

we lack time & expertise1 resources, which is explained in "Future work" 7.1.

1Specifically regarding the use cases.
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Conclusion & Discussion

We had a deep look into measuring software and its importance on software quality. Quite

a few information have been based upon one of the earliest approaches to software mea-

surement by DeMarco (1982) (18), therefore there are a few things we would like to draw

the reader’s attention to. Firstly, we need to consider that when DeMarco published his

thoughts, the topic of software measurement was still a new one, with many aspects to

explore and many changes through time as well. Working our way towards the purpose of

this research, we propose a methodology that is capable of answering the research ques-

tion that we’ve set. That is, by altering the software’s development cycle to improve the

scientific software quality. Although, this approach should act as a guideline and not as

absolute truth. If we account for his book as a whole, one can derive that the more the

metrics discovered and used, the better the resulting software quality, which is indeed not

true. Both the control and the development of a product require adequate resource in-

vestment, and we need to clarify that there has to be a limit to how focused someone is

on measurements and control, in order to keep them in balance with the software product

itself. Additional thoughts and self reflection of DeMarco regarding his book can be found

in (44). As he said and we quote:

"... the more you focus on control, the more likely you’re working on a project

that’s striving to deliver something of relatively minor value. To my mind, the

question that’s much more important than how to control a software project is,

why on earth are we doing so many projects that deliver such marginal value?"

"Can I really be saying that it’s OK to run projects without control or with

relatively little control? Almost. I’m suggesting, first we need to select projects

where precise control won’t matter so much. Then we need to reduce our
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expectations for exactly how much we’re going to be able to control them, no

matter how assiduously we apply ourselves to control."

Therefore we would like to explicitly express/remind that this document’s purpose is to

act as a guideline and not to be followed universally regardless the case that it is being

applied to.
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7.1 Future Work

First thing in line, is to validate the suggested correspondence of the analysis grading, to

the TRL scale1. The planned experiment for such validation is to pick several projects

as use cases, and for each use case, a person with good insight is required. The projects’

"experts" are called to calculate the TRL for their use case, by using the official TRL excel

calculator (37). We draw conclusions on the TRL of each project, based on the received

grades of the code analysis while keeping into account the proposed correspondence, and

compare it to the TRLs received from the excel sheet calculator. Once the comparisons are

finished, we need to discuss and draw conclusions regarding expected differences, provide

rationales and proceed to adjusting the correspondence where needed.
Later on, additional software quality attributes need to be evaluated, analysed and in-

cluded in the procedure we discussed in 4.3. From those identified in (9) and (8), our
candidates are: functionality, reliability and correctness.

1The reason why this is not included in the present study, is explained in the limitations6.3
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8

Appendix B

8.1 Analysis libraries

8.1.1 Codefactor

Language Name Configuration
C# StyleCop Settings.StyleCop file
C++ CppLint CPPLINT.CFG file
CSS CSSLint .csslintrc file SCSS
Stylelint .stylelintrc×

file
Less Stylelint .stylelintrc* file
SugarSS Stylelint .stylelintrc* file
JavaScript ESLint .eslintrc.* file
TypeScript TSLint tslint.* file
CoffeeScript CoffeeLint coffeelint.json file
Swift SwiftLint .swiftlint.yml file
Ruby RuboCop .rubocop.yml file
Go Govet N/A
Go Gocyclo N/A
Python Radon N/A
Python Pylint .pylintrc file
Python Bandit .bandit file
Java Checkstyle checkstyle.xml file
Scala Scalastyle scalastyle.xml file
Groovy CodeNarc codenarc.xml file

59



8. APPENDIX B

PHP PHP_Code-
Sniffer

phpcs.xml(.dist) file

Bash ShellCheck .shellcheck.yaml file
Dockerfile Hadolint .hadolint.yaml file
YAML Yamllint .yamllint file

8.1.2 Codacy

Codacy works with code patterns, which is a long list and can be found and modified under
this url https://app.codacy.com/account/patterns. Each account can specify the desired
default patterns on account level, or the configuration file on project level.
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