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“As far as we can discern, the sole purpose of human existence is to kindle a light in the
darkness of mere being.”

from Memories, Dreams, Reflections, by Carl Gustav Jung
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Abstract

In recent years, Explainable Artificial Intelligence (XAI) has emerged as a crit-

ical field in bridging the gap between complex black-box models in Machine

Learning (ML) and human comprehension. A pressing challenge that is hin-

dering the adoption of XAI is the absence of quantitative evaluation methods

for explanations. In other words, how do we measure the quality of an expla-

nation? Furthermore, there’s a lack of a systematic approach for selecting the

right XAI algorithms and fine-tuning their hyperparameters.

In response to these challenges, our work incorporates several quantitative eval-

uation metrics for XAI based on recent advancements in the field. These met-

rics are designed to assess two crucial aspects of explanations: correctness and

continuity. We argue that reliable explanations must accurately represent the

underlying model and provide consistent insights for similar instances. Using

these metrics, we conduct two extensive case studies, encompassing both image

and textual data. In these studies, we evaluate explanations generated by a

variety of XAI algorithms based on the proposed metrics.

Our main findings offer essential insights into the impact of hyperparameters

on explanation quality. Furthermore, we compare the quality of explanations

across different XAI algorithms, considering both image and text data.
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1

Introduction

Machine Learning (ML) models have become ubiquitous over the past decade. However,

the more complex ML models, such as Deep Learning (DL) models display a lack of

interpretability. This problem has been dubbed as the black-box problem in the field

of ML, where models have become too complex to be interpreted by humans. In spite

of this, models are still becoming increasingly complex due to their general tendency to

produce better predictive accuracy.

In response to this, a new field has emerged: eXplainable Artificial Intelligence (XAI),

which has experienced a meteoric rise in the past few years (27). The ultimate goal of

XAI is to mitigate the black-box problem by explaining decision processes in ML. In doing

so, researchers hope to achieve a variety of desiderata for AI, namely: improving end-user

trust in ML algorithms, producing more explainable models with only marginal effect on

the ML model’s performance, improving the ML model development process by providing

insights in model-data interactions, enhancing model fairness and supporting a variety of

data modalities and models, just to name a few.

Moreover, a large variety of fields have started to embrace XAI with promising prospects.

Meteorologists have been using machine learning to predict droughts with Dikshit and

Pradhan (13) incorporating XAI as a means to enhance trust in this community. With

ML moving to the medical field, XAI could help in providing more transparency in making

clinical decision (22). The field of criminal justice, moreover, could incorporate XAI to

unveil racial biases in recidivism prediction (16). Emerging fields such as autonomous

driving could also greatly benefit from increased transparency as such fields still harbor a

lot of public skepticism and legislative barriers (34).

Thus, it is of crucial importance that the explanations generated by XAI provide a level

of reliability such that relevant stakeholders are provided with credible information about

1



1. INTRODUCTION

Figure 1.1: Users still remain sceptical of explanations generated by XAI algorithms, this is
a key issue for wider adoption of XAI. Image inspired by the work of Gunning and Aha (21).

the models being explained. Still, some issues of transparency remain between XAI it-

self and its users. XAI algorithms are known to exhibit weaknesses, including sensitivity

to adversarial attacks, where relatively small input perturbations could completely alter

explanations in both arbitrary (19) and targeted ways (14). Some other works have crit-

icised a multitude of XAI algorithms by means of sanity checks for salience maps, where

explanations are tested against completely untrained models to prove if they are actually

describing the model. Shockingly, the behaviour of several XAI algorithms was found to

be independent of the model that was to be explained (1). In general, these concerns

undermine the transparency of XAI itself which we have illustrated in figure 1.1.

More recent research trends have started incorporating evaluation practices for XAI to

ensure the explanations of the model are of satisfactory quality. It is worth noting that these

evaluations can be done either subjectively by humans or automatically with evaluation

metrics (37). Additionally, these metrics should describe several facets of explanations

which in turn describe the quality of the explanation. Even though the establishment

of a consensus on these metrics remains an ongoing issue, the most recent advancements

suggest that the field of metrics for XAI is now maturing with an increasing volume of works

incorporating some form of quantitative evaluation in their work (37). Concurrently, some

software packages introducing a standardised approach to evaluation are being established

(2, 24).

2



Aside from providing objectively guarantees to explanations, metrics could further ad-

vance the field in several new other ways. Another issue in the field is a lack of a principled

approach to hyperparameter selection in XAI. The effects of hyperparameters on expla-

nations remain largely in obscurity. Some theoretical guides to hyperparameter tuning

were proposed by Vermeire et al. (51) and an approach to optimisation by Cugny et al.

(11). Yet, to the best of our knowledge, a thorough study on these hyperparametrisations

appears to be lacking.
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1. INTRODUCTION

1.1 Research Questions & Approach

This work will focus on and investigate the effect of several hyperparameter configurations

on explanation quality using a variety of XAI algorithms in an experimental setting through

a set of case studies and quantitative evaluation metrics for XAI. We present our central

research questions as follows:

How do XAI algorithms and their hyperparametrisations affect explanation

quality?

We further decompose this in sub-questions (sQ):

sQ1 How can explanation quality be defined qualitatively?

sQ2 How can explanation quality be quantified?

sQ3 What is the relationship between individual hyperparameters and explanation qual-

ity?

sQ4 To what extent do explanations benefit from optimisation?

sQ5 How do explanation methods compare in terms of explanation quality given optimal

hyperparameters?

1.2 Thesis outline

The remainder of this thesis is organized as follows:

Chapter 2 represents the necessary terminology and background paramount to understand-

ing our work.

Chapter 3 represents a set of works that are related in goal and approach and will argue

for the novelty and contribution of this work.

In chapter 4 we discuss and motivate the technical design choices made in order to answer

our research questions.

Chapter 5 proceeds to show the results achieved from our experimental design along with

some direct observations.

In chapter 6 we interpret the results in relevant context and take a critical perspective to

our results with regard to the design choices.

Finally, chapter 7 contains a summarisation of our findings and provides suggestions for

future work.

4



1.3 Contributions

1.3 Contributions

Our technical contributions can be found online on Github 1, we summarise these contri-

butions are as follows:

1) Developed the Incremental Deletion metric for image data.

2) Developed the Single Deletion metric for textual data.

3) Adjusted code from Quantus (24) to accomodate for Sensitivity metric for textual

data.

4) Provided tutorials for all metrics, including the ones from Quantus.

5) Developed a configurable grid for the hyperparameters in DIANNA (43).

6) Developed a script to compute XAI metrics on the explanations using grid search.

7) Developed code for the dataset sampling

8) Developed code to analyse and visualise the metrics over the hyperparameter grid.

1Willem van der Spek, dianna-exploration, https://github.com/dianna-ai/dianna-exploration/
tree/main/relevance_maps_properties
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2

Background

This chapter provides the necessary theoretical knowledge in order to get acquainted with

the field. It includes a brief introduction to the field through a popular taxonomy, in-depth

description of the algorithms used and describes the problem of evaluating explanations in

XAI.

2.1 Taxonomic Overview of XAI

Multiple taxonomies have been proposed to conceptualise the large amount of XAI algo-

rithms that are being proposed. Speith (49) have conducted a review of taxonomies in

XAI, and suggest the taxonomy shown in figure 2.1. The purpose of this taxonomy is to

(1) provide a holistic snapshot of the algorithmic landscape of XAI and (2) discuss each

dimension of abstraction in more detail in order to provide an introduction to the field.

Some of the dimensions will be excluded, such as the Output Format, which we assume

to be self-evident. The functioning dimension will be left out as well as the functioning

of XAI algorithms relevant to this paper will be extensively covered in section 2.2. All of

these algorithms rely on input perturbations, which aim to find feature relevances through

randomly perturbing input instances.

2.1.1 Scope

The scope refers to the locality of the data that is to be explained.

2.1.1.1 Global

Global explanations refer to explanations based on the entire dataset relevant to the black-

box model. Global explanations provide general insights on the interactions between the

7



2. BACKGROUND

Figure 2.1: Taxonomy of explainability methods proposed by Speith (49).

data and the model and are particularly useful in uncovering patterns that hold true in

the entire dataset. Examples are explaining the roles of gender, race, age or disabilities in

recidivism (4).

2.1.1.2 Local

On the contrary, local explanations concern a particular data instance. Local explanations

are valuable when you want to understand the reasoning behind individual model predic-

tions, which can be relevant to capture nuanced insights and address specific cases. An

example would be to explain why a gender detection model marks an image of a face as

male or female.

2.1.2 Stage

This taxonomy dimension refers to the processing stage; the time at which explainability

is introduced into the black-box model.

2.1.2.1 Ante-hoc

Ante-hoc explanations are those that are incorporated into the model’s design and training

process from the very beginning. In other words, the model is engineered with interpretabil-

ity in mind right from its inception. The goal of ante-hoc explanations is to ensure that the

model remains transparent and understandable throughout its life-cycle. More traditional

machine learning methods, such as linear regression and decision trees fall under ante-hoc

8



2.1 Taxonomic Overview of XAI

methods due to their inherent interpretability (e.g. the information gain in decision trees

and the coefficients for linear regression).

2.1.2.2 Post-hoc

On the contrary, post-hoc explanations are generated after the training process of a black-

box model. In this approach, the inner workings of the model will remain opaque, with

the goal being to devise a method in order to provide an explanation in a retrospective

manner. Post-hoc methods are more popular than their ante-hoc counterparts likely due to

the preservation of the black-box model and its advantages in terms of predictive accuracy

(52).

2.1.3 Applicability

Some XAI methods are specifically designed for a class of ML models, while others are

generic. As such, applicability refers to the range of models the XAI algorithm covers, and

more specifically, its need to access the model’s internals.

2.1.3.1 Model-specific

Model-specific algorithms aim to leverage the inner workings of a black-box model into

an explanation. These techniques can take into account several properties of the black-

box model, such as their architecture, features and decision processes. As such, these

algorithms are typically limited to a specific model. Marked examples of model-specific

algorithms include Integrated gradients (50) and GRAD-CAM (46). Each of these methods

require some leveraging of the model architecture in order to arrive at an explanation.

Model-specific methods come with the advantage of being able to be customised for a

specific model and the ability to leverage extra information contained within the model

architecture (2).

2.1.3.2 Model-agnostic

On the contrary, model-agnostic methods generate explanations without requiring any

knowledge about the internals of the model. The black-box is merely regarded as a function

(say f(x)) which output is used to generate explanations. As a result, model-agnostic

methods typically have the advantage of being applicable to a large variety of models than

their model-specific counterparts.

9



2. BACKGROUND

2.1.4 Result

The dimension of result concerns itself with the presentation of the explanation. The dis-

tinction is made between surrogate models, examples and feature relevance. The algorithms

covered in this work will mainly be concerned with feature relevance, the idea of which

is to break down model input x into its individual features xi and give relative scores to

each of these features, i.e. feature relevances. The result is then a clear indication of which

individual aspects of the data are driving the model’s decision. The term feature relevance

is used interchangeably with salience/attribution map, feature importance/attributions in

this work.

Surrogate models can be used as an alternative model that captures the key decision-

making aspects of the original model in a more understandable way. Surrogate models can

also be used to obtain feature relevances, as is the case for Locally Interpretable agnostic

Model Explanations (LIME), described in section 2.2.2

Examples involve carefully selecting representative instances that illustrate how the

model works. The result is a set of real-world examples that showcase the decision-making

process of the model.

2.2 XAI Algorithms

This section will cover in-depth descriptions of the XAI algorithms used in this work.

Considering the taxonomy in figure 2.1, the dimensions these XAI algorithms encompass

are Local for Scope, Post-Hoc for Stage, Model-agnostic for Applicability, Surrogate Models

and Feature Relevance for Result and Perturbations for Functioning. Furthermore, the

algorithms covered in this section will be subject to a set of hyperparameters. We have

provided an overview of the hyperparameters for each of these algorithms in table 7.1.

2.2.1 RISE

Randomized Input Sampling for Explanations (RISE) was introduced as an XAI algorithm

in 2018 (42). It was originally proposed as a means to obtain feature relevances for image

data, though RISE can be extended to operate on different data modalities as well. Being

model-agnostic, RISE doesn’t require access to the model’s internals and has a straight-

forward approach for obtaining feature relevances. Furthermore, RISE comes with the

advantage of working at the lowest level of feature resolution (e.g. pixels for image and

10



2.2 XAI Algorithms

single words for textual data), and attributes feature relevances to individual features,

whereas other popular XAI algorithms require feature segmentation.

Figure 2.2: A visual representation of the RISE algorithm inspired by the original paper
(42). First n seed masks are generated with distribution D . These seed masks are then
upsampled, typically through bi-linear upsampling to match the image dimensions. Afterwards
the image is masked with the upsampled mask producing the perturbed instances seen in the
fourth column. These perturbed instances are used to feed through the model, obtaining
probabilistic vectors for each of the classes. Using a weighted sum, the masks and their
appurtenant probability vectors are aggregated to obtain feature relevances for each pixel.

Figure 2.2 provides a visual representation of the RISE algorithm. RISE leverages a set

of randomly generated masks that perturb features in a given instance and consecutively

measures the effect of these perturbations on the model scores. These perturbations involve

making relatively small changes to input features. The core intuition behind RISE is

that some features are more strongly correlated to the model score than others and the

observation of this effect can be used to compute feature attributions. When dealing with

image data, the mask space grows by a factor of 2H×W with H and W being the height

and width of the image. Finding a representative set of masks in such a large space is

therefore computationally unfeasible in almost all cases. In order to address these issues,

RISE uses bilinear upsampling on a set of smaller masks to obtain a more representative

set of masks. This technique uses repeated linear interpolation on an input image which is

in turn is used to extrapolate beyond the input mask (Mseed), yielding an upscaled image.

This process produces particularly smooth edges, which results in a smoother explanation.

It must be noted that for textual data, this bilinear upsampling is not possible, hence

11



2. BACKGROUND

one needs to directly mask text without any data transformation process. Finally, RISE

normalises it values by the number of masks n and the expected value of the masks E[M ].

Formally, RISE can be expressed as follows. Given a black-box model f and an input

instance I, compute feature relevances S. Let M be the set of all possible random masks

that applies to I, these masks are generated through the bilinear upsampling of masks

Mseed with dimensions r× r with r being the Resolution parameter (see table 7.1). Given

that the number of possible subsets in Mseed becomes virtually impossible to compute,

RISE uses Monte-Carlo sampling to estimate its feature relevances with a total of n masks:

SI,f
MC
≈ 1

E[M ] · n

n∑
i=1

f(I ⊙Mi) ·Mi (2.1)

2.2.2 LIME

Locally Interpretable agnostic Model Explanations (LIME) is another model-agnostic ap-

proach to model interpretation, introduced by Ribeiro et al. (44) in 2016. In similar fashion

to RISE, LIME doesn’t have to consider the model’s internals and can be applied to a mul-

titude of data modalities. Moreover, input perturbations are used in order to observe the

effect between relevant features and model score.

Contrary to RISE, LIME uses surrogate modeling to produce explanations, which is a

simpler, interpretable model (surrogate) that approximates the behavior of the complex

model within a certain locality. Typically, LIME employs linear regression as the surrogate

model due to its simplicity and ease of interpretation. Linear models can be directly

interpreted though their coefficients which indicate the importance of distinct features.

It’s important to note that the LIME perturbations are generated in the neighbourhood of

the instance and are designed to be locally faithful, i.e. these explanations adhere strongly

to the data in the neighbourhood but are not guaranteed to work outside of this local

neighbourhood. Additionally, for image data, LIME requires image segmentation (i.e.

finding relevant regions in the image) in order to function properly.

Figure 2.3 serves as a geometric interpretation of the algorithm using a synthetic dataset

with samples drawn from two interleaving circles.

Formally, the process of finding an appropriate surrogate model Θ(x) is defined in equa-

tions 2.2 and 2.3, where G represents the set of all possible models subject to loss function

L . Ω is a measure of complexity for a model, less complex models, e.g. linear models

with more zero coefficients are preferred. Thus, finding the best surrogate model includes

minimizing L and Ω.
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2.2 XAI Algorithms

Figure 2.3: Geometric interpretation of LIME using a toy dataset as example. The green
and blue regions indicate the decision boundaries for the black-box model while the the blue
squares and green dots represent separate classes. An instance z is explained by generating
perturbations z′ in its neighborhood by querying the model. These perturbations are used to
fit a linear model Θ(x) with a penalization by means of distance kernel πx.

Θ(x) = argmin
g∈G

L (f, g, πx) + Ω(g) (2.2)

Loss function L is typically defined as a locally weighted version of the ordinary least

squares algorithm and is defined in 2.3 below. The weight for the instances is given by

πx(z) where an exponential kernel is typically used: πx(z) = exp(−D(x, z)2/σ2) with

some distance function D and kernel width x. The behaviour of the black-box model is

introduced by the f(z) − g(z′) part which aims to minimize the discrepancy between the

opaque model and black-box model.

L (f, g, πx) =
∑

z,z′∈Z

πx(z)(f(z)− g(z′))2 (2.3)

It is worth noting that LIME is subject to a large amount of hyperparameters, the ones

listed in table 7.1 only scratch the surface. For example, producing satisfactory explana-

tions requires a representative sample of perturbations which in turn is dependent on the

distance kernel and its distance metric, kernel width and the number of perturbations.

Additionally, using LIME on image data requires segmentation of the image in order to

13
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discretise its features which further adds to the complexity of optimising LIME explana-

tions.

2.2.3 KernelSHAP

SHapley Additive exPlanations (SHAP) is based on the idea of Shapley regression values,

which were originally introduced by Lipovetsky and Conklin (32) in 2001. Lundberg and

Lee (33) have built upon this work to compute these Shapley values in the context of

predictive modelling. SHAP relies on a game-theoretic approach to model interpretability,

selecting combinations of features and comparing their relative effects with the exclusion of

targeted features. Exact Shapley values take exponential time to compute, and typically,

estimations of these values are used in practice. KernelSHAP is a means of estimation of

Shapley values through a combination of LIME and SHAP. Similar to LIME, KernelSHAP

requires the usage of segmentation for image data.

Equation 2.4 shows the key formula to obtain the Shapley values ϕi which involves

considering all possible subsets of features for instance x denoted by z′. For each of these

subsets, feature i is discarded and the difference between the model effect on these subset

is computed by fx(z
′)− fx(z

′ \ i). This difference is then weighted and summed across the

sampled subsets to exactly obtain the Shapley value for each feature.

In the equation ϕi(f, x) represents the Shapley value of feature i for a specific instance

x and model f . The contribution of feature i is determined by the difference between

the model’s prediction using a subset of features z′ and the prediction when excluding

feature i from that subset z′ \ i. Aggregating these results together through a weighted

sum consequently will yield the Shapley value for i.

ϕi(f, x) =
∑
z′⊆x′

|z′|!(M − |z′| − 1)!

M !
[fx(z

′)− fx(z
′ \ i)] (2.4)

We have already briefly discussed that the number of all possible subsets of the set

of features is O(2M ) with M being the number of features in the dataset. Hence, the

authors have proposed KernelSHAP as a method to estimate the Shapley values instead.

KernelSHAP aims to consider the most relevant combinations of features by estimating

them through a linear kernel (LIME).
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Ω(g) = 0

πx′(z′) =
(M − 1)

(M choose |z′|)|z′|(M − |z′|)
L (f, g, πx′) =

∑
z′∈Z

[f(h−1
x (z′))− g(z′)]2πx′(z′)

This set of equations is similar to LIME. The distance kernel πx′(z′) is used to penalise

subsets that are further from 0 or the total number of features M by the term M choose |z′|
which denominates the binomial coefficient of M over |z′|. This weighting emphasises

inclusion of a small number of features (because it highlights the "independent behavior of

features) or almost all of them (because it highlights the impact of features in interaction

with all of the others).

The final term computes a weighted square loss between black-box model f and surro-

gate model g. KernelSHAP introduces one more nuance which is h−1
x (z′), which takes a

transformed input z′ and maps it back to the original input space x. This is important

because the process of obtaining Shapley values with KernelSHAP involves generating

samples from the conditional distribution.

2.3 Explanation Evaluation

2.3.1 Explanation Properties

Hitherto, we have discussed XAI simply as means to generate model explanations. How-

ever, in order to enable trust in explanations by actual users, explanations must exhibit

some degree of credibility. As such, a volume of research works have defined several expla-

nation properties, which in turn reflect explanation desiderata (i.e. what do we want out

of explanations?). We have compiled a list of these explanation properties in table 2.1,

following the work of Nauta et al. (37). It is worth noting that different user groups have

different desiderata, which requires a modularised scheme of explanation properties, such

as the one provided by Sokol and Flach (48). In line with this, several studies have outlined

distinct XAI user categories (8) : lay users, domain experts and AI experts. Lay users are

users who are considered to have little to no knowledge about neither the data domain,

nor the model development process. Contrary, the Domain Experts are considered to have

strong knowledge about the data domain the model is operating on, but not necessarily

about the model development. Finally, the AI Experts are well aware of the model devel-

opment process. These users are typically interested in XAI as a means to gain insights
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into the model-data interactions and improving their model. This consideration of target

audience is crucial when compiling a set of explanation properties; explanation quality is

dependent on its desiderata, which in turn depend on target audience. Our target audience

are the Domain Experts.

Table 2.1: Explanation properties from the work of Nauta et al. (37). Each explanation
property reflects a part of explanation quality as a whole.

Property Description

Correctness
This property emphasizes the accuracy of explanations. An
explanation is considered correct when its behaviour is faithful
to the black-box model it explains.

Output-
Completeness

The property of completeness pertains to the extent to which ex-
planations encompass all relevant aspects of the decision. Com-
plete explanations guarantee the "whole truth".

Consistency
Consistency describes the determinism of explanation methods.
It ensures that the exact same instances should have explana-
tions that are either exactly the same or marginally dissimilar.

Continuity

Continuity discerns the robustness of the explanation function
against small input perturbations and in turn the smoothness
and generalisability of the explanation function. Explanations
that exhibit high continuity are considered to be more resilient
against adversarial attacks.

Contrastivity
Describes how discriminate the explanation is with regard to
other targets.

Covariate
Complexity

Describes how complex the interactions between features in the
explanation are.
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Figure 2.4: The core problem in XAI evaluation. Explanations are projected onto an unver-
ifiable space without the presence of an unambiguous ground truth, complicating the process
of evaluation. Inspired by Hedström et al. (25).

2.3.2 Evaluation Metrics

Paradoxically, whereas standard evaluation metrics for evaluating the predictive perfor-

mance of machine learning are ubiquitous, there is no consensus for evaluation practices

in XAI. The crux of evaluating explanations lies in the absence of ground truth; if we were

to know the ground truth of an explanation in advance, there would be no need for XAI

in the first place. As a result, common evaluation practices include showing examples that

look reasonable to the user (15). Furthermore, evaluating explanations as a function of its

plausibility and persuasiveness to humans could be misleading; a model decision might not

align with human intuition and domain knowledge. Unreasonable explanations could both

be the result of erroneous reasoning obtained from the black-box model or the explanation

method (20). Using visual inspection to judge explanations could lead to the spurious cou-

pling of the predictive accuracy of the black-box model and the explanation quality leading

to biased evaluations (8, 30). We have illustrated this problem more generally in figure 2.4,

which shows that supervised machine learning operates in a verifiable space (all elements

have an unambiguous ground truth), whereas explainability methods use the supervised

machine learning pipeline to arrive at the explanation, which is part of the unverifiable

space (there is no ground truth).

As a result of these concerns, a variety of quantitative evaluation metrics have arisen in

the field. Contrary to metrics in ML, these are far more complex and require integration

of the input data, black-box model and explanation. Each of these metrics propose to

quantitatively evaluate explanations by factoring in information from both the black-box

model as well as its explanation. Table 4.1 provides an overview of the metrics used in this

work and sections 4.6.1, 4.6.2 and 4.6.3 will cover these metrics in depth.
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3

Related Work

This chapter focuses on works related to this work in terms of approach, goal and design.

It presents the necessary information to conceptualise its position in the necessary fields of

research that were considered and argues how this work contributes and what the novelties

of this work are.

3.1 General position in the field

This work is at the intersection of several research topics, namely XAI Algorithms, quan-

titative evaluation for XAI and XAI hyperparameter optimisation. A variety of XAI al-

gorithms have been proposed by the research community and to such an extent that it

requires an extensive taxonomy to encapsulate them. Additionally, a variety metrics have

been proposed by the research community, albeit without a general consensus on them

(37).

The disregard for quantitative evaluation in XAI cannot be understated, and works that

utilise quantitative evaluation in real-world settings help in pushing the field forward by

showing its applicability. This disregard for evaluation practices perpetuates to other fields

in XAI as well. Hyperparameter optimisation is, as a result, even more understudied as

it requires evaluation in the first place. Only several works have attempted to optimise

hyperparameters in XAI, hence our list of related works is relatively short. We briefly

elaborate on the few works that were similar in approach and research goal to this work. We

argue that our work has provided a valuable contribution to the field by yielding relevant

new insights for XAI hyperparametrisations, an approach to hyperparameter optimisation

and the usage of quantitative evaluation metrics in that regard. Moreover, this work marks
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one of the studies that encompasses multiple modalities and one of the first approaches to

evaluation metrics for textual data in XAI.

3.2 Descriptions of related works

The most closely related work to ours would be that of Cugny et al. (11). The authors

provided automated approach to find optimal hyperparameters was used with variety of

metrics. A ranking system based on user preferences to select optimal hyperparameters

using Bayesian optimisation was proposed. The work presented a system that could be

used to optimise explanations with promising results. However, what the work did not

consider was a cross-algorithmic comparison and insights on how the hyperparameters af-

fected the explanations. Instead of providing a system for finding optimal hyperparameters,

this approach aims to capture several relationships between the parameters and the met-

rics. Through this approach, we have provided relevant insights on interactions between

hyperparameters and metrics and consequently allow for a more principled approach on

hyperparameter selection. Besides, we included a comparison between algorithms in terms

of explanation quality. Finally, this work is vastly different in setting, where different XAI

algorithms, black-box models and datasets were used.

Visani et al. (54) have conducted work on gathering insights on the hyperparameters

and their effects on explanation quality for LIME specifically. Interestingly, this work was

already able to capture some relationships for LIME. The authors concluded that the ridge

penalty for the surrogate model tends to be harmful for the stability of the explanation and

proposed simple linear regression as the surrogate model. Furthermore, kernel width and

correctness or local faithfulness were found to be inversely proportional, whilst consistency

was found to be proportional to the explanation. Nevertheless, this work is limited to

a single algorithm - LIME - with metrics specifically designed for this algorithm. Our

work has proposed a variety of XAI algorithms and different data modalities whilst using

a variety of metrics.

Bansal et al. (7) have investigated the sensitivity of hyperparameters with regard to

the explanation by varying a set of hyperparameters per XAI algorithm for image data.

Their experiments were conducted on image data and included enhancing models in order

to make them more robust to adversarial attacks. Adversarial attacks try to manipulate

explanations (or ML predictions) by making visually imperceivable alterations to the input
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data. The findings suggested that XAI algorithms were highly sensitive to the choice of

hyperparameters. Additionally, it was concluded that robust models generate explanations

that are more robust as well. In similar trend, this work has produced findings on the

sensitivity of hyperparameters but has expanded by investigating additional algorithms and

hyperparameters. Additionally, this work has studied the relationships between individual

hyperparameters and their effect on explanation quality.

Pahde et al. (40) have similarly evaluated explanations and tried to optimise its hyper-

parameters through quantitative evaluation metrics. Specifically, grid search was used to

try out several predefined configurations aimed to find optimal configurations. The au-

thors verified a total of 2592 configurations for the γ parameter in Layerwise Relevance

Propagation (LRP) (31), another post-hoc XAI algorithm. The authors evaluate this effect

Our work does not introduce a new approach to the ML pipeline or explanations. Rather,

it is more straightforward and simply looks at the XAI algorithms and their effect on

explanation quality.

Finally, Arras et al. (5) have devised a benchmark for XAI algorithms while simulta-

neously investigating the effect of hyperparametrisations on explanation quality. Using

grid search, the authors came to a configuration of optimal hyperparameters for each of

their methods and selected these in order to compare XAI algorithms according to their

proposed benchmarks. These benchmarks are based on ground truth of explanations that

the authors generated using an automated approach. On the contrary, this work aims to

avoid the usage of ground-truth masks and focuses on metrics that cover correctness and

continuity instead.
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4

Experimental Design

This chapter provides the core of the research. We present an overview of the experiments

and choices made with respect to its components. These design choices are what we used

to obtain our results in the following chapter.

4.1 Overview

In order to assess the quality of explanations under varying hyperparametrisations we have

devised experiments with combinations of quantitative evaluation metrics, XAI algorithms,

data modalities, models and hyperparameter configurations. For a high-level overview of

our experimental design, we refer to figure 4.1. The general idea and purpose of this

experimental design was to capture the effect of hyperparametrisations of an explainer on

explanation quality across a variety of different experimental settings. In order to measure

explanation quality, a set of quantitative evaluation metrics for XAI were selected, for which

we have provided an overview in table 4.1. From the explanation qualities as described

in table 2.1, we have decided to measure Correctness and Continuity. For our user group

of Domain Experts, who require robust explanations that represent the underlying black-

box model well. As such, these properties were deemed as more important than the

other ones for evaluation. Moreover, we measure the runtime of our explanations. The

remainder of this chapter will provide more in-depth explanations and motivations for the

multitude of choices made for our experimental design, including the datasets used, data

sampling strategy, black-box models, implementation of XAI algorithms, hyperparameter

configurations for the explainers and the quantitative evaluation metrics used to evaluate

explanations.
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Figure 4.1: A high-level overview of our Experimental design. The final results are quanti-
tative evaluation metrics m grouped by hyperparameter configuration θi and data instance x.

Table 4.1: Quantitative evaluation metrics chosen for our experiments along with their
desired property formula and a short description.

Property Metric Formula & Description

Correctness
Incremental

Deletion
(42, 45)

ID(f, g, x) =

∫
n

0
f(x

(k)
rand)dk −

∫
n

0
f(x

(k)
MoRF )dk

Incrementally remove features from an instance based on
their importance given by the explanation. Compare with
a random baseline.

Correctness
Single

Deletion
(28)

SD(f, g, x) = corr
xi∈x

(g(f, x)i, f(x)− f(x \ xi))

Delete single instances from the original data xi. Compute
correlations between the model score for the perturbed data
and the feature attributions .

Continuity
Sensitivity

(55)
SENS(f, g, x, r)

MC
≈ ||g(f,x+ϵ,r)−g(f,x,r)||F

||g(f,x,r)||F
Through Monte Carlo sampling, perturb the instance n

times and compute the differences between the original ex-
planations and the explanations of the perturbed instances.

4.2 Definitions

We provide some definitions for the symbols used in 4.1. Across formulas: f represents

a black-box model, g an explanation function, x a data instance and xi a feature within

that instance. Let g(f, x)i be a relevance in a feature map generated by g in the definition
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of Single Deletion. In the Sensitivity definition, let ϵ be some kind of noise that is bound

to neighbourhood r. Finally we provide a recursive definition for xMoRF (Most Relevant

First) from the work of Samek et al. (45):

x
(0)
MoRF = x

∀1 ≤ k ≤ L : x
(k)
MoRF = d(x

(k−1)
MoRF , xk)

where function d removes features from instance x
(k−1)
MoRF at a specified feature xk (e.g. a

pixel, word or image segment). Similarly, xkrand works by deleting the pixels in random

order instead of most relevant with d now selecting arbitrary values.

4.3 Datasets

4.3.1 Image

The binary MNIST dataset is an image dataset consisting of two classes, extracted from

the original MNIST dataset (12). These two classes entail images that either represent the

digit ’1’ or the digit ’0’. All of the instances are represented in grayscale and are 28 × 28

pixels in size. The training dataset consisted of 12665 instances of which 5923 belong to

class ’0’ and the remaining 6742 represent class ’1’. The test set contained 2115 samples,

980 of which belong to class ’0’ and 1135 - to class ’1’.

4.3.2 Textual

The Stanford Movie Review dataset (47) is a textual dataset that compromises two classes,

similar to the binary MNIST. These two classes entail negative and positive sentiments

expressed in movie reviews. All instances are pieces of English text of arbitrary length with

a total of 8544 training instances with approximately even class balance. The original labels

were scores of 1 to 10, representing sentiment with 1 being the lowest possible sentiment

and 10 being the most positive. These scores were reduced to two labels: ’negative’ with

scores less then 5 and ’positive’ with scores greater than 6. No more than 30 reviews were

included per movie.

4.3.3 Sampling

A sample of the original test set was considered in order to meet computational demands.

For a sampling strategy, we opted to utilise the model performance. Quantitative evalua-

tion metrics are probably sensitive to the model score and when applying XAI to instances
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in a real-world scenario, one would likely encounter a variety of different model perfor-

mances (e.g. examples where the model generates confusing results). To attune to this,

we chose to sample according to the model score, where we select instances based on their

model score, leading to a uniform distribution of model scores. The sampling process was

performed in greedy fashion, searching for an instance with the closest score in the linear

space between the minimum and maximum possible model scores as we have described in

equation 4.1. For the textual data, only sentences with more than 5 tokens (instances of

a sequence of characters in the text grouped together as a useful semantic unit for pro-

cessing) were considered. Furthermore, sentences containing ’(’, ’)’ or ’-’ were excluded as

these symbols proved to be cumbersome for interactions between the tokeniser and XAI

algorithms. Considering our sampling equation, we choose a space size n of 100 and our

model scores fmax and fmin were 1.0 and 0.5 respectively yielding linear space L from

which instances with neighbouring scores were selected. This process yielded a total of 94

images and 99 sentences as data points.

L = [(fmin + i ∗ fmax − fmin

n
)]ni=0 (4.1)

4.4 Models

In this section we briefly describe the black-box models, considering their architecture and

performance statistics in table 4.2

4.4.1 Images

The model for the binary MNIST classification task was a Convolutional Neural Network

(CNN) developed by Meijer and Liu (35). The model consisted of two similar sequences of

hidden layers: a convolution layer, a max pooling layer, a dropout layer and fully connected

layer. These hidden layers used ReLU as their activation function whilst a logarithmic

softmax activation was used at the final layer to compute the output probabilities. Training

was done over a total of 10 epochs with a learning rate of 1e−3 and a batch size of 64. The

model was optimised using the Adam optimiser with cross entropy as its loss function.

4.4.2 Text

For a black-box model able to predict the sentiment of movie reviews we have used the

model proposed by Oostrum (39). Similar to the previous model, convolutional layers

were used as hidden layers except that the convolutions were used independently with
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varying filter sizes to cover the length of the tokenised sentence. Each of these independent,

convolutional layers forward their input to a max-pooling layer after which the result was

concatenated. Finally, a dropout layer and a fully-connected final layer were used to obtain

a final score between 0 and 1 indicating the sentiment of the sentence. The model was

trained over 10 epochs with a batch size of 64 with a learning rate of 1e−3. The model was

optimised with the Adam optimiser, using a decaying learning rate with rate 3e−4. For l

Table 4.2: Performance metrics of the black-box models on their test datasets in terms of
predictive accuracy.

Negative or digit 0 Positive or digit 1
Model

precision recall F-score precision recall F-score
Binary MNIST model 0.99 0.99 0.99 0.99 0.99 0.99

Movie reviews model 0.74 0.82 0.78 0.85 0.77 0.81

4.5 Explainers

We have used the implementation of our explainers (described in Section 2.2) provided

by DIANNA (43), an open-source Python package, available on github, providing a

unified framework for RISE, LIME and KernelSHAP across a variety of data modalities1.

DIANNA provides data preprocessing, visualisation and most importantly, supports a

standardised deep learning framework: Open Neural Network eXchange (ONNX). This

standardised format for Deep Learning (DL) models allows for seamless integration of DL

models that have been developed across different frameworks for DL, such as Tensorflow

and Pytorch. Additionally, the aforementioned models and datasets are included in the

package as well.

4.5.1 Hyperparameter Configurations

Choosing a relevant set of hyperparameters for XAI methods to investigate their relation-

ship with the explanation quality was not considered trivial, due to both their interactions

with explanation quality being unknown and the set of hyperparameters possibly being

very large: RISE only has three different hyperparameters, LIME is a subject to about 10

different hyperparameters, depending on the implementation. As such, only several hyper-

parameters were selected which were deemed to be the most important from our domain
1Ranguelova E., Bos P., Meijer, C.W., Liu Y. et al., DIANNA, https://github.com/dianna-ai/

dianna
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knowledge. These appropriate subsets of hyperparameters were grouped together in a grid

with all possible combinations of selected hyperparameters. This grid was in turn used

to exhaustively compute explanation metrics for each configuration (element) of the grid.

For an overview of the chose configurations, we refer to table 4.3. Given the unbounded

range of some of our hyperparameters, we have chosen to set some our spaces to logarith-

mic (multiplicative increase between values) and other to linear (additive increase between

values) in order to effectively cover the range of these parameters.

Table 4.3: Hyperparameter configurations per algorithm and modality for the grid search.

Algorithm Modality Hyperparameter Min Max Space Number

RISE
Image

pkeep 0.05 0.95

Linear
10

nmasks 400 1900 6

Resolution 3 19 9

Text
pkeep 0.05 0.95

Linear
20

nmasks 400 1800 10

LIME

Image

nsamples 400 1600 Linear 4

nsegments 20 95 Linear 6

Kernel Width 5e−2 100 Logarithmic 5

L2 regularisation 0 3 Logarithmic 5

Text∗
nsamples 400 1900 Linear 6

Kernel Width 1 1000 Logarithmic 8
L2 Regularisation 0 3 Logarithmic 8

KernelSHAP Image
nsamples 400 1600 Linear 4

nsegments 20 95 Linear 6

L1 regularisation† 0 1e−4 Logarithmic 7

*: Used no feature selection such that all tokens in sentence were given attribution scores.
†: Included the auto choice given by the implementation of KernelSHAP.

4.6 Metrics

This section will highlight design choices and implementation details for the evaluation

metrics regarding table 4.1.

4.6.1 Incremental deletion

Incremental deletion is a metric for evaluating XAI method’s correctness. The idea behind

incremental deletion is the ’removal’ of features in an instance in incremental fashion until
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all features are removed. Concurrently, the model scores of these perturbed instances are

captured to compute metrics, the process is shown on high level in figure 4.2, subfigure a

and b. The idea is similar to perturbation-based XAI methods themselves: the removal

of features that bear a stronger correlation with the model’s output will more drastically

effect its scores. This metric has been mentioned in a variety of works under several

names (18, 37, 42, 45), this work largely follows the metric proposed by Petsiuk et al.

(42). A key difference is the addition of a random removal curve as mentioned in the

work of Nauta et al. (37) which can be further used to asses the correctness score when

compared to a random baseline. This random baseline serves as a good sanity check

for out-of-distribution samples (perturbed samples that no longer correspond to the the

distribution of the training data) and helps generalising the metric through showing its

relative performance. The area between the random order of removal and the most relevant

first order of removal is computed to arrive at a metric.

Parametrisation In our case, we use the mode of the grayscale values to impute pixels

with and delete 2 pixels per deletion iteration. We repeat this process 5 times for each

hyperparameter configuration to arrive at more robust estimates.

Advantages For image data, incremental deletion is an attractive choice as it requires

granular data, or a larger feature space to work with in the first place. The metric also

exhibits good scalability through its step parameter (how many features to remove per

deletion iteration) allowing for very large feature spaces to be processed effectively. Given

that this is a ranked metric, it is scale-invariant which avoids the potentially problematic

normalisation of feature attributions. Moreover, the metric functions at the level for single

features, allowing for an unbiased comparison across XAI algorithms as it does not assume

further information about the instance. Finally, integration along the deletion curves

allows for a more robust metric. In several cases, the black-box model will behave in a

particularly non-deterministic manner. We refer to one such case where the model missed

some relevant features in its explanation as model resurgence in figure 7.1.

Disadvantages Incremental Deletion might have limited applicability. The metric is

dependent on the model score of the original instance, which will vary on both an instance-

and model-basis. This does seem to be a disadvantage to metrics for correctness in general,

and not just incremental deletion (5). If the model score is particularly low, computing

the area between curves might not be effective. Furthermore, in multi-class problems,
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it remains unclear as to what class the model changes it prediction. Finally, regression

problems might require an alternative approach than the area between curves as its final

metric and might need some specific tuning to come to a result.

(a) Incremental Deletion: RISE on MNIST (b) Incremental Deletion: RISE on MNIST
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(c) Single Deletion: LIME on movie reviews

Th
e

m
ov

ie

st
ar

te
d

ou
t

gr
ea

t ,

bu
t

th
e

en
di

ng wa
s

di
ss

ap
oi

nt
in

g .

Word

1.0

0.5

0.0

0.5

1.0

Re
le

va
nc

e

-0.3

-0.1

0.0

0.1

0.3

Pr
ob

ab
ilit

y 
Dr

op

Worse Explanation

(d) Single Deletion: RISE on movie reviews

Figure 4.2: An visual overview of our correctness metrics: Incremental Deletion on MNIST
in subfigures 4.2(a), 4.2(b) and Single Deletion on Stanford movie reviews in subfigures 4.2(c)
and 4.2(d). =A poor choice of hyperparameters or XAI algorithm could lead to incorrect
explanations which can be measured and visualised using our metrics.

4.6.2 Single deletion

For textual data, XAI evaluation metrics are still relatively underdeveloped, with some

of the underlying issues have been highlighted by Jacovi and Goldberg (29). This work

presents one of the first approaches to evaluating explanations for textual data. Single

deletion is a metric for evaluation of XAI correctness which aims to measure to capture

the relationship between the model performance with singly removed features and these

feature attributions. This metric has been proposed by Jaakkola and Melis (28), where

it was applied on tabular data. It is similar to incremental deletion in the sense that the
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deletion of features will be applied to an input instance while measuring the change in

model score at the same time. Instead of deleting all the values in incremental fashion, the

deletion is only applied to a single instance at a time. Again, we provide a demonstration

in figure 4.2, subfigures c and d.

Parametrisation For our imputation value, we chose unkown word tokens or UNK

which are used in the field of NLP to represent words not present in the training set.

Additionally, we compute single deletion for 20 samples per hyperparameter configuration.

We chose Pearson Correlation Coefficient (PCC) for our correlation metric with a one-

sided test for positive values. Pearson correlations with significance values greater than

0.05 were discarded from the results.

Advantages Single Deletion doesn’t pose significant perturbations into an instance,

which decreases the likelihood of out-of-distribution samples and preservers relevant fea-

ture interactions. Moreover, Single Deletion does not require the same level of granularity

as Incremental Deletion because it considers a correlation metric instead of integration.

Correlation values also tend to be more intuitive to interpret and more generalisble than

integrating along the deletion curves.

Disadvantages The core disadvantage of Single Deletion would be the fact that it only

looks at the effect of single features on the model. The black-box model most likely looks

into interactions of the features as well, which the metric fails to consider. As such, the

metric probably does not reflect correctness entirely. Moreover, Single Deletion might not

be appropriate for more granular data as this will present problems in terms of scalability

and individual features likely not bearing strong relevance in such data, e.g. the effect of

a single pixel is likely not relevant towards the prediction of a model.

4.6.3 Sensitivity

Sensitivity is a metric that discerns the continuity of the explanation. The idea behind the

sensitivity metric is to measure the change in explanation under small relative input per-

turbations. The explanation should exhibit robustness for all of these input perturbations,

motivated by adversarial attacks in XAI (i.e. manipulation of explanations by adversaries)

(14, 19). Specifically, the Average Sensitivity and Max Sensitivity have been introduced by

Yeh et al. (55). Average sensitivity aims to capture the mean distance between the original

explanation and perturbed explanation given a Monte Carlo sample of these explanations.
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We have provided a formal definition in table 4.1. In essence, the Frobenius norm of an

explanation of the original instance, and an explanation under relatively small input per-

turbations ϵ is taken and divided by the Frobenius norm of the original explanation. The

Frobenius norm is equivalent to the square root of the sum of the squares of the elements

of the matrix.

For an implementation of the sensitivity metric we have used Quantus, a framework

that encompasses a variety of evaluation metrics (24). Quantus allows for a fine-grained

control of evaluation metrics and is available on an open-source package on github. 1.

Quantus does not support textual data yet, and we resorted to a modification of their

implementation to attune to our needs for textual data. The following paragraphs will list

some further design choices with regard to the sensitivity metric.

Advantages The choice of sensitivity is attractive due to its straightforward approach

of Monte Carlo sampling, which allows for a relatively robust estimation of the sensitivity

metric. The metric does not involve taking any information from the black-box models, as

is the case for our correctness metrics, which allows us to generalise beyond the black-box

models.

Disadvantages A key disadvantage is that of scale sensitivity, where explanations re-

quire normalisation before being used in the metric. Normalisation has been stated to

possibly harm feature attributions (24). Furthermore, sensitivity depends on the choice of

perturbation function and the number of samples used to estimate the metric.

Parametrisation Here we present the parametrisation of the Sensitivity metric, which

involves a choice of normalisation functions and perturbation function (ϵ) per modality.

1Hedström A. et al. Quantus, https://github.com/understandable-machine-intelligence-lab/
Quantus/
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4.6 Metrics

Normalisation Due to the sensitivity metric being affected by the magnitude of the

data, it is required to normalise the explanations before computing the metric. In doing

so, a realistic comparison across different XAI algorithms can be made. In line with

recent research, we have chosen to normalise around the average second moment estimate

that ensures that each attribution score in the relevance map will has an average squared

distance to zero that is equal to one (10). We have defined this procedure in equation 4.2,

where we denote A as the original attribution map and Anorm as its normalised counterpart.

Anorm = A

√
n∑n

i=0A
2
i

(4.2)

(a)

(b)

Original: Uneasy mishmash of styles and genres.

awkward mishmash of styles and genres .

Uneasy mishmash of trend and genres .

Uneasy ragbag of styles and genres .

anxious mishmash of styles and genres .

Uneasy mishmash of styles and genre .

Figure 4.3: Demonstration of explanation sensitivity through the effect of random input
perturbations on attribution maps. In the explanation, red values indicate positive relevance
scores, whereas blue values - negative. Uniform noise applied to the original instance- (a)
image, (b) text causes the explanations to make perceptually significant changes.

Perturbation function In order to compute the sensitivity metric, an appropriate per-

turbation function needs to be used (represented as ϵ in the equation for sensitivity in table
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4.1).

Images For images, uniform or white noise was used for perturbation. A visual demon-

stration of performing these perturbations can be seen in figure 4.3, (a). For parametri-

sation of the uniform noise, we chose bounds of 0.05 such that the noise would assume

values between −0.05 and −0.05, as suggested by the default Quantus parametrisations.

Grayscale values for our MNIST dataset ranged between 0 and 1.

Text For textual data (figure 4.3, (b)), finding an appropriate perturbation function

proved to be more challenging than for images. In order to assess the robustness of machine

learning models for Natural Language Processing (NLP), several approaches have been

employed by the community in the field of ML itself (17, 38). Some options include human

rephrasing of the text or the incorporation of black-box models in order to impute words

in the sentence. Instead of these methods we have opted for the more natural approach of

replacing a subset of words with their synonyms, similar to the approach by Zhang et al.

(56). We have implemented synonym replacement using the thesaurus from WordNet

(36). We avoided the replacement of stopwords such as ’the’, ’I’, ’as’ etc. Moreover, we

considered a uniform distribution and chose to perturb naug = max(⌊0.1 · ntokens⌋, 1) words

in the tokenised text.

4.7 Runtime extraction & Hardware

In the grand scheme of things, most of the algorithmic work is performed on the CPU.

Perturbed instances with its model were copied to the GPU to run model inferences, copy-

ing back to the CPU for each sample per hyperparameter configuration (θi) per instance

(x).

All performance measurements are performed on the Distributed ASCI Supercomputer

5 (DAS-5) (6), using an Intel(R) Xeon(R) CPU E5-2630 v3 CPU. The XPU has two sockets,

eight cores per socket and two threads per core, meaning that, theoretically, a total of 32

hardware threads can be used in parallel. The base clock speed of our CPU is 2.40 GHz.

In order to run the models, we used an NVIDIA TitanX Maxwell card (also present on

DAS-5). The GPU has 3072 CUDA cores and runs at a base clock frequency of 1000 MHz.

Runtimes were similarly extracted with the metrics. The median runtime at specific

configurations were extracted (5 samples for images and 20 for text). Using Python’s
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time.time_ns() function, which leverages the high resolution clock that the system pro-

vides (system runs on CentOS Linux 7), we measure the runtime.
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Results

5.1 Hyperparameter Effects

For the individual hyperparameter effects, we have chosen to aggregate the scores per con-

figuration and individual hyperparameter. The mean for each metric per configuration is

taken and consequently the mean for each configuration per hyperparameter value. For

sensitivity and incremental deletion we also compute the standard deviation per configura-

tion and the root mean square over the standard deviations across configurations in order

to display explanation variance. For Single Deletion, we did not compute deviations, and

the median correlation was taken instead of the mean.

5.1.1 RISE

For the effect of individual hyperparameters in RISE several observations can be made. We

have outlined our results in figure 5.1. First, pkeep was found to be the critical parameter

when it comes to explanation continuity. We have found that lower values of pkeep typically

lead to more sensitive explanations. Interestingly, this pattern was observed cross-modally,

i.e. true for both images and text. The pattern for text appeared to have especially high

sensitivities for particularly low pkeep. On the contrary, the pattern for images exhibited a

more linear relationship. For the correctness properties, we have found that the values tend

to reach an optimum for both pkeep as well as resolution. pkeep values tended to exhibit

optimum values somewhere in the middle ranges, whereas more extreme values exhibited

weaker values for both Single deletion and Incremental deletion metrics, especially for the

higher pkeep values. For incremental deletion, the optimum tended to reside in the lower

ranges, when compared to Single Deletion. Furthermore, the Resolution hyperparameter
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exhibited an optimum at a value of around 6, whilst more extreme values yielded less

favourable results.

5.1.2 LIME

In LIME, the hyperparameters effects were similarly measured for individual metrics and

summarised in figure 5.2. The most impactful parameter was found to be Kernel width. Its

effect on explanation sensitivity was most significant, with particularly low values causing a

relatively high sensitivity. Inversely, relatively low values of kernel width resulted in higher

values of the single deletion metric, whereas the lowest value for kernel width were reflected

in lower metric values. These effects appear to converge for larger choices of kernel width.

For Incremental deletion, however, no such pattern was found. Interestingly, increasing

the number of segments was found to have an adverse effect on explanation quality across

both metrics.

5.1.3 KernelSHAP

Finally, the effects for KernelSHAP were only measured for image data (due to the current

limitation of the DIANNA library) and the results are presented in figure 5.3. Unsurpris-

ingly, the amount of superpixels was found to be the most influential parameter. Contrary

to LIME, KernelSHAP was able to achieve higher scores for incremental deletion when

given a larger amount of superpixels or higher nsegments. Sensitivity, on the contrary, in-

creased for higher values of nsegments. L1 regularisation was found to have only a marginal

detrimental effect on the metrics, with no regularisation, or ordinary least squares regres-

sion yielding the best results.

5.2 Cross-Algorithmic Evaluation

In order to compare the different XAI algorithms with each other, we chose to select

the best hyperparameter configuration per individual instance xi and the default choices

implemented in DIANNA. Specifically, we computed the rank of Incremental deletion,

Single deletion and Sensitivity metrics independently and inverted them (i.e. the lowest

score also gets the lowest rank). Next, the Mean Reciprocal Rank was computed across

metrics to select the best configuration. For each best configuration, the evaluation scores

were extracted and their mean was computed. For the Pearson correlations the mean was

computed after using the inverse Fisher transform. Finally, the runtime of that specific
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configuration was extracted and similarly aggregated using the mean. We present these

results in table 5.1. For the default configurations we refer to table 5.2.

In general, we define the hyperparameter optimisation process as follows:

θ = argmax
θi∈Θ

1

2

2∑
i=1

1

rank(θi)

m̄ = agg
x∈X

(gθ(f, x)),

were θ is the optimal hyperparameter choice with θi representing a single configuration

in the hyperparameter grid. Metrics are than aggregated over the instances x in dataset

X with the arithmetic mean or mean in inverse Fisher space and computed back to the

probabilistic space:

agg
x∈X

(gθ(f, x)) = tanh(

n∑
i=0

arctanh(gθ(f, x))
n

)

We have observed that KernelSHAP performs better than the other two algorithms in

terms of correctness, with RISE coming in second. Its sensitivity is nonetheless higher

than for the other two algorithms and its runtime considerably higher. For text metrics,

on the other hand, LIME scores higher in terms of Single Deletion, whereas RISE has

the better sensitivity score. Interestingly, RISE exhibited lower runtime values due to

LIME having some samples with lower values of nsamples, effectively reducing the amount

of work needed to be done by the algorithm. However, when using the default values RISE

performs significantly worse due to optimisation in DIANNA. In general, we see that the

optimised explanations perform better than the naive ones.

39



5. RESULTS

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pkeep

0.0

0.2

0.4

0.6

0.8

1.0

M
ea

n 
Se

ns
iti

vi
ty

Text - Sensitivity vs pkeep

(a)

0.2 0.4 0.6 0.8
pkeep

0.700

0.725

0.750

0.775

0.800

0.825

0.850

0.875

M
ed

ia
n 

PC
C

Single Deletion vs pkeep

(b)

0.2 0.4 0.6 0.8
pkeep

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

M
ea

n 
Se

ns
iti

vi
ty

 ±

Sensitivity vs pkeep

(c)

0.2 0.4 0.6 0.8
pkeep

0.04

0.06

0.08

0.10

0.12

M
ea

n 
Ar

ea
 B

et
w

ee
n 

C
ur

ve
s

Image - Incremental Deletion vs pkeep

(d)

4 6 8 10 12 14 16 18
Resolution

0.04

0.06

0.08

0.10

0.12

0.14

M
ea

n 
Ar

ea
 B

et
w

ee
n 

C
ur

ve
s

Image - Incremental Deletion vs Resolution

(e)

Figure 5.1: Most relevant individual hyperparameter effects of RISE on XAI evaluation
metrics.
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Figure 5.2: Most relevant Individual hyperparameter effects of LIME on XAI evaluation
metrics.
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Figure 5.3: Most relevant Individual hyperparameter effects of KernelSHAP on XAI evalu-
ation metrics.

Table 5.1: Quantitative evaluation metrics of XAI algorithms, using both the optimal values
from our ranking strategy and default values which are displayed in table 5.2. ↑ stands for a
higher score being desirable, ↓ stands for a lower score being desirable.

Binary MNIST Stanford Movie Reviews
Algorithm

ID (↑) SENS (↓) runtime (ms) SD (↑) SENS (↓) runtime (ms)
RISE (optimal) 0.15 0.023 797.74 0.89 0.096 207.42

RISE (default) 0.14 0.11 1037.08 0.90 0.29 1662.67

LIME (optimal) 0.12 0.022 624.24 0.99 0.086 340.69

LIME (default) 0.10 0.21 648.25 0.98 0.20 412.61

KernelSHAP (optimal) 0.20 0.064 2584.43
N.A.

KernelSHAP (default) 0.21 0.19 3955.6
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Algorithm Hyperparameter Value(s)

RISE
nmasks 1800 (text), 1900 (image)
pkeep Optimised in DIANNA

Resolution 6 (Image)

LIME

nsamples 1800 (text), 1600 (image)
Kernel Width 25 (Image & Text)

nsegments 95

L2 Regularisation 0.01

KernelSHAP
nsamples 1600

nsegments 95

L1 Regularisation auto

Table 5.2: Default hyperparametrisations used for the default option.
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Discussion

In summary, the goal of this work was multi-fold and consisted of testing several research

questions across case studies. The main research question was defined as: How do XAI

algorithms and their hyperparametrisations affect explanation quality? Inherent, we for-

mulated the following sub-questions: (1) How can explanation quality be defined quali-

tatively? (2) How can explanation quality be quantified? (3) What is the relationship

between individual hyperparameters and explanation quality? (4) To what extent do ex-

planations benefit from optimisation? and (5) How do explanation methods compare in

terms of explanation quality given optimal hyperparameters? The answer of the first two

questions are already answered in our approach, hence our interpretation will focus on the

latter three.

6.1 Limitations

When considering our approach to this experiment, a large amount of design choices had

to be made in order to arrive at the result. We argue that measuring explanation quality

relies at least on (1) a selection of representative explanation properties based on audience-

dependent desiderata, (2) the definition and implementation of a metric which uses infor-

mation related to both the black-box model and the explanation to reflect these properties

and (3) the extensive process of properly parametrising these metrics. Even though this

work considers a thoughtful approach to all three of these constraints, the outcome of

this experiment is likely still particularly sensitive to this approach. Hedström et al. (25)

provide insights on the latter two points, and introduce the problem of meta-evaluation in

XAI.
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Additionally, we note that our experiments rely on case studies of specific black-box

models operating on a limited number of datasets. The image data, in particular, can be

considered quite limited as it uses a grayscale coloring scheme and is of relatively small size

(28×28 pixels). Our interpretations in the next section 6.2 include an extrapolation of our

results to other datasets, which might not be appropriate given the specifics of the used

datasets. Additionally, the insights on hyperparameters were obtained using aggregations

on many different configurations of other hyperparameters and Monte Carlo samples for

each of them. As a result, we obtain more global insights on the XAI hyperparameters;

their effect on the dataset as a whole. These general insights might highlight some more

general behaviour of the algorithms, but we acknowledge that their effects probably varies

strongly based on the underlying data and black-box model.

More specifically, for images in LIME, the feature selection process was left untouched.

LIME natively performs feature selection which has likely adversely affected explanation

quality.

Another limitation of this work is the usage of grid search for hyperparameter opti-

misation. Grid search is computationally expensive, just like our XAI metrics, and the

combination of the two leads to a particularly compute-intensive endeavour. Given that

the goal of this work was to explore the effect of hyperparameters, we found this to be

an appropriate approach. For hyperparameter tuning, however, Bayesian Optimisation,

Randomized Search or a Genetic Algorithm might be more appropriate (11).

Furthermore, the implementation for the XAI algorithms that was used in this work

is not optimised for a GPU, which introduces more scalibility issues. While we run the

black-box models on the GPU, some other operations are done on the CPU, which could

benefit from hardware acceleration, such as bilinear interpolation, linear regression, image

masking etc. Some recent advancements do propose GPU-optimised XAI implementations

of Shapley values, promising reasonable increases in performance (41).

6.1.1 Applicability of the sensitivity metric

A phletora of works have been proposed in order to assess explanation continuity in light of

relative input perturbations in light of adversarial attacks. On the other hand, after using

the quality evaluation metrics, we have found that explanation consistency also affects

our sensitivity metric due to the inherent randomness of Monte Carlo sampling. The

original work by Yeh et al. (55) argue that perturbation-based approaches can have their

sensitivity still estimated in this way. Nevertheless, an inflation of both continuity and

consistency is introduced by this approach, and it is now unclear which of these properties
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sensitivity reflects. In order to make the distinction between consistency and continuity,

we instead argue for fixing the Monte Carlo sampling process to an arbitrary sequence (i.e.

using the same random seed for explaining every perturbed instance) and apply the input

perturbations to this fixed sequence, whereas consistency can be captured by measuring

variability across explanations across samples.

6.2 Interpretation

The effect of individual hyperparameters unveiled several findings across different algo-

rithms and different modalities. The RISE hyperparameter pkeep produced an observable

pattern in explanation quality where lower values lead to more sensitive explanations,

this pattern was observed cross-modally and more specifically, the effect on textual data

was even more exacerbated. We expect this exacerbation to be caused by the feature in-

teractions; deleting a relatively high amount of features leads to the deletion of feature

interactions, wich affects model volatility. We believe that textual data to bear stronger

feature interactions, which explains the more exaggerated relationships between sensitivity

and pkeep. Furthermore, choosing a lower value for pkeep also introduced more imputed

instances in the explanation process, which could also lead to more volatile model scores

through increased likelihood of out-of-distribution samples. Resolution was also found to

strongly influence the incremental deletion metric which reached optimum values between

6 and 8 across the dataset, but varied strongly per instance. We expect the resolution

parameter to be indicative of a trade-off between granularity and complexity where lower

values reduce the random search space but are less able to capture more granular features.

Given that this random search space grows with O(4n) we still expect lower resolution

values to perform better in general.

For LIME, it was found that the kernel width strongly influences explanation consistency,

with lower kernel widths causing more unstable explanations. Additionally, for textual

data, correctness showed an optimum in the lower regions of kernel width, which possibly

hints to a correctness-stability tradeoff for the kernel width parameter. These findings are

largely in line with the related work of Visani et al. (54) who described the kernel width

as a means to control the locality of the explanation. In opposition, our image data does

not reflect this pattern, which might be a result of some unexpected behaviour caused by a

combination of the distance metric for the weighting kernel, a gray-scale color scheme and

combining these with introduced perturbations. Counterintuitively, introducing more su-

perpixels into the image harmed explanation quality. This coincides with earlier work done
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by Visani et al. (53), who demonstrated that LIME scales poorly with the dimensionality

for the data for tabular data.

In KernelSHAP, the nsegments parameter was found to play a pivotal role in explanation

quality. The related work of Bansal et al. (7) came to a similar conclusion regarding

methods that require segmentation, including LIME. In contrast to LIME, KernelSHAP

did scale well with the number of superpixels. Both approaches use linear surrogate models

to arrive at their predictions, however a key difference is the weighting kernel. Whereas

KernelSHAP relies on game theory to weigh its input perturbations, LIME requires a

distance kernel with a specific distance metric to weigh its samples, thus it inherits the

drawbacks and biases of this function. In high-dimensional settings such as images, distance

metrics are known to exhibit biased behaviour (3).

Finally, across the different algorithms, we found that explanation algorithms vary in

terms of their metrics across best settings. XAI algorithms likely behave in a nuanced

manner across different data modalities and in terms of explanation properties. In general,

we see improved results using optimal hyperparameters.
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Conclusion

This work explores several unsolved problems in the field of XAI, including an approach to

its quantitative evaluation, finding the optimal hyperparameters for and selecting the right

XAI algorithm. We advocate for a more holistic view of the concept of "explainability", and

argue that it is useful to divide it in several explanation properties according to desiderata of

explanation audience. Consequently, in order to measure these properties, we selected and

developed several quantitative evaluation metrics in accordance to recent developments

in the field. We present our choices and considerations for these metrics along with an

extensive and carefully motivated approach to parameterise these metrics. Among these

choices we present an approach to quantitative evaluation in XAI for textual data, where

this work being one of the first endeavours to do so. Using these metrics, we present a

set of case studies on which a grid search was performed in order to evaluate different

hyperparameter configurations and their effect on explainability. Several XAI algorithms

were explored, including KernelSHAP, LIME and RISE.

7.1 Main findings

Interestingly, some indicative relationships between the XAI hyperparameters and their

effect on explanation quality were found, which appear largely consistent with the findings

of related work. In RISE, pkeep appears to control the continuity of the explanation, but

selecting a good value relies on balancing the continuity with correctness. LIME appears

especially cumbersome to optimise and finding a good neighbourhood appears especially

challenging. KernelSHAP, on the contrary, performed better in terms of faithfulness but

requires significantly more time to run, making it less applicable for potential real-time
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applications. Overall, we find that optimised explanations perform better or equal than

the their unoptimised counterparts.

7.2 Future Work

As mentioned in section 6.1 on limitations, using XAI evaluation metrics requires extensive

parametrisation, which is a cumbersome process. Furthermore, selecting an appropriate

evaluation metric has proven to pose a great challenge as well. Further work on the

applicability and performance of metrics could help to improve and give credibility to the

results.

Another interesting path to take would be to address one of the key issues in XAI, which

is the unwanted generation of out-of-distribution samples through input perturbations.

Incorporation of the RemOve And Retrain (ROAR) paradigm (26) within the evaluation

framework could be a good approach. ROAR aims to mitigate this issue by introducing the

perturbed instances to the model and retraining them with it. An interesting endeavour

would be to compare the results of performing XAI evaluation on a retrained model and

the original model.

Reflecting on our approach for XAI evaluation for text, more work needs to be done in

order to gain a grasp on their relevance. Our current approach for assessing correctness,

Single Deletion, stresses the importance of removing single words out of context which may

not look into all of the black-box behaviour. For correctness, exploring metrics that perturb

multiple words as a subset of the entire sentence, like the one proposed by Bhatt et al.

(9) would be interesting to investigate and compare to the current approach. Moreover,

our approach to input perturbation for text utilises synonym replacement in a simple

straightforward manner. Nonetheless, it is definitely worth to investigate alternatives.
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Appendix

7.3 Background

Table 7.1: Hyperparameter cper algorithm and modality with a short description.

Algorithm HyperparameterDescription

RISE
nmasks The number of masks to use, n in equation 2.1.

pkeep
Probability to keep a value in the seed mask, E[M ] in
equation 2.1.

Resolution Size of the seed mask, which is square.

LIME

nsamples Number of perturbations to use, z′ in equation 2.3.
Kernel
Width

A size parameter for the distance kernel, x in equations
2.2 and 2.3.

L2 Regulari-
sation

A parameter specific to ridge regression, the linear
model LIME uses, reflects the Ω(g) term in equation
2.2.

nsegments
The number of superpixels to use, obtained through
some segmentation algorithm.

KernelSHAP
nsamples Number of perturbations to use, z′ in equation 2.4
L1 Regulari-
sation

Regularisation for LASSO, the linear model that Ker-
nelSHAP uses, again refers to complexity term Ω(g).

nsegments
Similar to LIME, the amount of superpixels to useob-
tained through some segmentation algorithm.
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7.4 Experimental Design

(a) No Model Resurgence

(b) Model Resurgence

Figure 7.1: A demonstration of Model Resurgence in Incremental Deletion. Using ResNET
(23) , the model arrives at prediction bee. We theorise that when the model misses some
relevant features (the stinger of the bee in this case), a model could again arrive at its original
explanation. This behaviour is indicative of poor output-completeness (see table 2.1).
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(a) Mean pixel imputation
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(b) White pixel imputation

Figure 7.2: A demonstration of the perils of choosing an imputation value for Incremental
Deletion. Choosing arbitrary values (white pixels) could lead to out-of-distribution samples,
causing the model to improperly score the image. To an extent, the random baseline helps in
catching such errors.
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