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“I am the master of my fate, I am the captain of my soul”

from Invictus, by William Ernest Henley

ii



Abstract

As a consequence of the rapidly growing trend of multidisciplinary research

collaborations and their potential to foster scientific innovation and research

quality, understanding the dynamics of these collaborative networks is critical

to the advancement of academic research.

The main goal of this study was to create a tool for searching and generat-

ing research collaboration networks for Dutch scientists, which could assist in

understanding the intricacies of their research collaborations and provide ac-

tionable insights for identifying potential collaborative opportunities. Using a

dataset of Dutch academic publications consisting of Scopus, Research Soft-

ware Directory (RSD), and OpenAlex, we use Social Network Analysis (SNA)

techniques to construct and examine the research collaboration networks.

We adopt an approach that explores networks from an individual researcher’s

perspective and analyzes research collaborations based on specific topics or

subject areas. We have constructed an interactive network model, providing

a clear overview of collaborative relationships among Dutch researchers and

revealing key actors and communities within these networks. This study pro-

vides a transformative approach to understanding and strengthening research

collaboration in the Netherlands by creating an intuitive, user-centered tool,

which lays the groundwork for future academic collaboration.
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1

Introduction

Over recent years, collaboration between scientists becomes the norm, and it is widely

known that good-quality research collaboration can enhance the productivity of individual

scientists in many cases (5). Cross-disciplinary directions such as Artificial Intelligence

(neural networks), Bioinformatics, and Nanoscience, as well as the advancement of tra-

ditional disciplines, promote multidisciplinary cross-collaboration. Collaboration among

researchers has become increasingly important in the academic community due to its po-

tential to promote scientific innovation and enhance research quality. Therefore, finding

potential research collaborators and expanding collaboration networks is critical in the

development of disciplinary research. (6) Building collaboration networks of researchers

across the Netherlands, for researchers, it summarizes and analyzes researchers’ collabora-

tion history, provides a summary of their academic collaboration results, and allows analy-

sis of historical collaboration information to predict researchers’ collaboration tendencies.

For academic research development, it provides an overview of academic collaborations

in recent years, summarizes collaboration tendencies in different disciplines, and provides

direction and guidance for future academic collaborations, further promoting research col-

laboration and disciplinary development. (7)(8)

In this research, we aim to develop a practical tool to build research collaboration net-

works using social network analysis (SNA). The tool will cover a wide range of literature

data sources, store collaborations between researchers in a database, and provide search

functions for different organizations, individuals, and publication networks in order to

adapt to the different needs of the user’s research.

Unlike traditional theories, Social Network Analysis (SNA) combines multidisciplinary

convergent theories and methods from Informatics, Sociology, and Management to observe,

analyze, and predict human social relationships. Based on graph theory, social network
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1. INTRODUCTION

analysis examines the structure of relationships between individuals by observing social

behavior and can be applied to a wide range of fields, including mental models, market

economies, transportation networks, and so on. SNA is a highly effective tool that has

helped greatly sociological and psychological research (9). The two most widely used

online social networking models are those that expand the network of relationships with one

centrally important person at its center and perform individual centrality measurements,

and those that use closed datasets for entire network construction (10). The analysis of

research collaboration networks is therefore more complex. We analyze the researcher-to-

collaborative network in two dimensions, starting with an individual and extending the

collaborative relationship to form the network. The second is to obtain data with a limited

number of links with a qualification, to construct a research collaboration network based

on a topic or a subject area.

By applying the SNA technique to a comprehensive dataset of Dutch scholarly pub-

lications, the primary goal of this study is to collect accurate and reliable data about

researchers’ collaboration networks and to construct tools for generating collaboration net-

works, identifying key players and communities within them, and exploring the factors that

influence the formation of the networks and their evolution over time, thus contributing to

the growing number of research collaboration networks and to the dynamics of scientific

collaboration in the Netherlands.

The potential areas of application of this research are vast. By mapping the co-authorship

networks of Dutch researchers, this thesis will provide an intuitive way to share information

about the collaboration practices and research priorities of different academic communi-

ties. In addition, the findings of this study may be useful for funding agencies that seek

to support research collaborations and promote scientific innovation. By identifying key

players and interdisciplinary collaboration, this study may inform resource allocation and

policy development to support research networks and collaborations. In summary, this

thesis will make a valuable contribution to research collaboration and will be of practical

assistance to researchers, managers, and funding agencies alike.

1.1 Research Questions and Objectives

The objective of this research is to examine two broad aspects of research collaboration

networks: their creation and utilization, and the evaluation of their impact, which can be

summarized in the following key research questions:

2



1.1 Research Questions and Objectives

• Research Question 1: How are research collaboration networks created

and utilized to improve research outcomes and inform future collabora-

tions?

This question contains several sub-questions:

- 1.1. What are the criteria and steps needed to identify appropriate

research subjects and construct research collaboration networks?

Research collaboration networks are broadly based on collaborative information from

various publications, including papers, projects, software, etc., or can be defined

as co-authorship. In addition to this, technical support, sponsorship, and citation

relationships between researchers are often used to construct research collaboration

networks. For this project, the right research subjects mean whether the final network

constructed is sufficiently informative and accurate. This question focuses on the

practical aspects of building a research collaboration network, such as how to obtain

and process data on researcher collaboration, how to visualize the network, and how

to analyze the resulting network graph.

- 1.2. What are the key features and characteristics of these networks that

can provide useful information?

This question explores the potential uses and benefits of the collaboration network,

such as identifying key researchers and institutions, visualizing patterns of collabo-

ration, and identifying interdisciplinary collaborations. It explores what key features

and characteristics of the network are most relevant to the research objectives and

how these features can be visualized and analyzed to provide insights. Since nodes

and relationships in social networks have many different properties, they are demon-

strated in the network by changing the size, color, interaction forces, and other

features of nodes and edges (11). Therefore, in this project, it is an important issue

to set up the research collaboration network in a way that can provide users with

clear and comprehensive access to information.

• Research Question 2: What are the possible advantages, limitations, and

biases of using network analysis to construct and evaluate collaborative

research networks?

Sub-questions under this main question include:

- 2.1. What are the possible biases and limitations of network analysis

methods used to create collaborative networks?

3



1. INTRODUCTION

This question examines the limitations and potential biases of the network analysis

approach used to build the collaboration network. For example, certain types of

collaborations or relationships may be underrepresented or overrepresented in the

network graph, and some data sources may be incomplete or inaccurate. Under-

standing these limitations is important for interpreting the results of the network

analysis.

- 2.2. How can research collaboration networks improve research out-

comes?

This question explores the potential benefits of building research collaboration net-

works, such as by promoting interdisciplinary approaches, enabling access to new

resources and expertise, and promoting innovation. It also explores how collabora-

tion networks can be used to enhance research outcomes, such as by enabling access

to new resources and expertise.

- 2.3. What strategies can be implemented to assess and ensure the long-

term sustainability and impact of these networks?

This question aims to study how the impact and effectiveness of the collaboration

network can be evaluated over time, and how it can be sustained in the long term.

It also explores how the network can be updated or replicated by other researchers

to ensure its validity and longevity.

1.2 Contributions

This project makes several noteworthy contributions to the field of network analysis and

data visualization. First, it presents an innovative system that leverages data from multiple

sources, such as Scopus, OpenAlex, and RSD, while overcoming the challenge of integrat-

ing different unique identifiers, demonstrating how different data sources can be effectively

merged and exploited. In addition, the combination of Neo4j and D3 techniques in visual-

ization provides a model for other researchers interested in the effective representation of

complex networks. An example of the final view is shown in Figure 1.1.

For those who wish to replicate the study, or make improvements, the source code for

the project, as well as further documentation, can be found in the GitHub repository at

https://github.com/NLeSC/rcn_py.
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1.3 Outline of the Structure

Figure 1.1: Example of the final visualization.

1.3 Outline of the Structure

This thesis is divided into nine chapters, the rest of which are developed as follows: Chap-

ter 2 describes the background, focusing on the relevant areas: social network analysis,

research collaboration networks, and author-topic modeling. Chapter 3 clarifies how our

work compares to the existing literature, highlighting the unique features of our approach.

Chapter 4 describes the design of our system, explaining the steps of data acquisition,

processing, storage, and visualization. Chapter 5 describes our evaluation methodology,

discussing how we evaluated the performance, user experience, and potential impact of

our system. Chapter 6 describes our discussion of the results based on the initial research

questions. Chapter 7 examines potential threats to the validity of our study. Finally,

Chapter 8 summarizes our work and suggests potential future research directions.
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2

Background

2.1 Social Network Analysis

Social network analysis (SNA) is a methodological strategy that has gained significant

recognition in recent times. It has shown great potential for studying social interactions

and networks in a variety of contexts, including the field of information science. The

roots of SNA can be traced back to the mid-20th century, when social theorists began

to acknowledge the influence of social structure and how patterns of interconnectedness

among individuals affect social behavior. However, it was not until the 1970s that formal

methodologies for social network analysis, such as graph theory and matrix algebra, began

to take shape.

The late 1990s and early 2000s saw a resurgence of interest in SNA, marked by signifi-

cant contributions from researchers such as Linton Freeman (12)(13), Stanley Wasserman

(14)(15), and Steve Borgatti (16). In particular, Wasserman’s work in developing statis-

tical models and methods for analyzing social networks played a key role in positioning

SNA as a powerful quantitative research method.

As Wasserman and Faust (1994) argued, SNA provides a set of tools and techniques for

describing and understanding the structure and dynamics of social networks, such as the

patterns of ties among actors, the roles and positions of individual actors in the network,

and the overall properties of the network as a whole. SNA is based on the concept of a

social network, which is a network of real-life individuals with social properties, that can

also be understood as a knowledge graph with social properties composed of human nodes.

(14)

Borgatti and Halgin (2002) (10) discussed the potential of SNA for information science

research. They argue that SNA can analyze the social and structural aspects of information
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2. BACKGROUND

processes and systems, which can help researchers to identify key actors and communities,

to trace the flow of information and knowledge, and to detect barriers and opportunities

for collaboration and innovation. For example, in the context of scientific research, co-

authorship networks can be analyzed using SNA to identify clusters of researchers who

collaborate frequently, identify the most influential researchers, and track the flow of ideas

and knowledge across different research areas. This type of analysis can help researchers

to identify potential collaborators, to track the evolution of research topics over time, and

to understand the factors that influence scientific productivity and impact. Borgatti and

Halgin also emphasize the importance of using SNA in conjunction with other research

methods and techniques, such as surveys, interviews, and content analysis. By combining

different sources of data and using multiple methods of analysis, researchers can gain a

more comprehensive understanding of the social dynamics and processes under study.

In 2005, Carrington, Scott, and Wasserman focused on developing statistical models and

methods for analyzing social networks, which helped to establish SNA as a rigorous and

quantitative research methodology. A range of statistical models for social networks is

discussed in the paper, including block models, p* models, and exponential random graph

models (ERGMs). They also describe several computational methods for network analysis,

such as centrality measures, clustering algorithms, and community detection methods.

Scott’s work on modeling methods in SNA helped to establish SNA as a rigorous and

quantitative research methodology, and his contributions continue to be influential in the

field today. In particular, his introduction of ERGMs has been particularly important,

as these models allow researchers to test a wide range of hypotheses about the structure

of social networks and to account for the complex dependencies that can exist in social

network data. (17)

In addition to scientific research, SNA can also be applied to a wide range of other

information systems, such as social media platforms, online communities, and knowledge

management systems. By analyzing the social structure of these systems, SNA can help

researchers to understand the factors that influence information sharing, collaboration, and

innovation, and to design more effective information systems and processes.

The basic concept of SNA is to understand the relationships between the actors in a

network and how these relationships affect the overall structure and dynamics of the net-

work. Actors can be individuals, groups, organizations, or even nations. The relationships

between these actors can be different types, such as social interactions, information ex-

change, or resource sharing. By mapping these relationships and analyzing the network
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2.1 Social Network Analysis

structure, SNA can provide insights into how social systems work, how information flows

through networks, and how influence and power are distributed within networks (18).

One important aspect of SNA is the concept of centrality. Centrality is a measure of a

node’s importance within a network, based on the number and strength of their connections

to other nodes. There are different measures of centrality, such as degree centrality, which

counts the number of connections a node has, or betweenness centrality, which measures

how often a node is on the shortest path between two other nodes in the network (19).

Another important concept in SNA is clustering, which refers to the tendency for nodes to

form subgroups or clusters within a larger network. Clustering can help identify important

nodes or subgroups within the network.

2.1.1 Social Network Analysis Centrality

Centrality is a crucial concept in social network analysis as it measures the importance

or influence of a node within a network. The centrality metrics enable us to understand

how the nodes in the network are interconnected and which nodes are more important or

influential than others. There are different types of centrality measures, including Degree

Centrality, Closeness Centrality, and Betweenness Centrality. (20)

For node activity in a network, Degree Centrality is the simplest centrality measure,

which is based on the number of direct connections a node has with other nodes in the

network. Nodes with a high degree of centrality are considered to be more active or

important in the network, as they have more direct connections with other nodes. However,

the reality is more complex, degree centrality alone does not capture the importance of

nodes that connect different parts of the network, and it is important to know whether the

node is connected to people around it who are already connected or whether it is exposed

to new groups (Abbasi and Altmann, 2011). (21)

Closeness Centrality, on the other hand, represents how close a node is to other nodes,

and whether the direct and indirect connections between nodes provide the shortest path

that allows quick access to other nodes in the network. Nodes with high closeness cen-

trality are those that are close to other nodes in the network and have a direct or indirect

connection with most other nodes.

Betweenness Centrality is another way of measuring the influence of social nodes, which

is also the most commonly used centrality measure. Betweenness centrality takes into

account the node’s role as a connector in the network, where a node resides in the network

when it acts as a mandatory path for two other nodes to connect (Leydesdorff, 2007).

(22) It measures the number of times a node lies on the shortest path between two other

9



2. BACKGROUND

nodes. Nodes with high betweenness centrality are critical in maintaining the network’s

connectivity, and their removal can disrupt the flow of information in the network (Salter-

Townshend, 2012). (23)

Centrality measures in SNA provide valuable insights into how nodes are interconnected

in a network and their relative importance or influence. The intuitive visualization of

different centrality metrics is shown in Figure 2.1, a notably red node signifies a high

centrality score. By understanding the centrality of nodes, we can identify key players,

influential actors, and potential bottlenecks in the network, which can help in decision-

making, resource allocation, and network interventions.

Figure 2.1: Comparison of A) Betweenness, B) Closeness, C) Degree centrality based on
Wikipedia.

2.1.2 SNA Clustering

SNA clustering is a method used to identify clusters or sub-groups within a social network.

Clusters are groups of nodes that are more densely connected than nodes in other parts

of the network. In other words, clusters are groups of nodes that tend to interact more

frequently with each other than with nodes outside the cluster.

In order to understand collaborators and their social networks, we need to evaluate

node locations and cluster distributions, and understand information about the leaders,

connectors, isolates, and groups in the network. One way to do this is to evaluate the

centrality of participants in the network.

Clustering refers to the tendency of individuals in a network to form groups or clusters

based on shared characteristics or interests. Clustering can reveal hidden structures and

sub-communities within a network and help understand the dynamics of information and

resource flow within and between clusters. There are different types of clustering algo-

rithms, such as k-means (24), hierarchical clustering, and spectral clustering, that can be

10

https://en.wikipedia.org/wiki/Centrality


2.2 Research Collaboration Network

used to identify clusters in social networks. These algorithms can help researchers identify

patterns and relationships within the network that may not be immediately apparent. (25)

2.2 Research Collaboration Network

Research collaboration networks are a complex and dynamic system of relationships be-

tween individuals or organizations involved in research activities. The concept of research

collaboration networks has been widely studied in various fields, including sociology, infor-

mation science, and bibliometrics. These networks can be described as a social structure

that is formed when researchers collaborate to work on a project or paper. The study of

these networks can provide valuable insights into the dynamics of scientific collaboration

and the diffusion of knowledge.

The history of research collaboration networks dates back to the early 20th century

when bibliometrics emerged as a field of study. Bibliometrics is the quantitative analysis

of bibliographic data, including citation analysis, co-authorship analysis, and publication

analysis. In the 1960s, sociologists began to study the social networks of scientists, which

led to the development of the field of social network analysis (SNA). The growth of research

collaboration networks is driven by a variety of factors, including the increasing complexity

of research projects, the need for interdisciplinary collaboration, and the globalization of

science. (26)

Several types of research collaboration networks capture different dimensions of scientific

collaboration as follows:

• Co-authorship Networks: Co-authorship networks are formed based on collabo-

rations between researchers who have jointly authored scientific publications. These

networks represent the connections between researchers who have collaborated on

research projects, indicating the strength and frequency of their collaborations. Fig-

ure 2.2 presents an example of Newman’s coauthorship networks (2004). Analyzing

co-authorship networks can reveal key actors, influential research groups, and com-

munities of researchers within a specific field or domain. (7)

• Citation Networks: Citation networks are constructed based on the citations

among scholarly publications. These networks illustrate the relationships between

publications through citation links, where one publication cites another (de Solla

Price, 1965) (27). By analyzing citation networks, researchers can identify influential

11



2. BACKGROUND

Figure 2.2: An example of a small coauthorship network depicting collaborations among
scientists at a private research institution. Nodes in the network represent scientists, and a
line between the two of them indicates they coauthored a paper during the period of study.
(1)

publications, renowned authors, and research communities with high citation impact,

which provide a view of the connections of research in the field.

• Co-citation Networks: These networks represent collaborations based on the

co-citation patterns of publications. Researchers who are frequently cited together

in the literature are considered to have collaborative relationships (Small, 1973) (28).

Figure 2.3 shows two of the co-citation networks of Alnajem et al.. Analyzing co-

citation networks can reveal clusters of closely related research and identify influential

researchers or research groups.

Figure 2.3: Co-citation by author/source network in circular economy research. (2)

• Patent Collaboration Networks: In fields related to innovation and technology,
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2.3 Collaboration Networks Topic Modelling

collaboration networks based on patent co-inventorship can be constructed. These

networks capture collaborations between inventors who jointly file patents, providing

insights into collaborative innovation and technological advancements. (29)(30)

• Collaboration Networks based on Funding: These networks represent collab-

orations between researchers or research groups who have received funding from the

same sources or participated in joint research projects. By analyzing such networks,

researchers can identify patterns of funding collaboration and explore the impact of

funding agencies on research collaborations. (26)

• Collaboration Networks based on Affiliation: These networks focus on col-

laborations between researchers affiliated with specific institutions, universities, or

organizations. They provide insights into the collaborative relationships within and

across different academic or industrial entities and shed light on the collaborative

patterns among researchers associated with specific affiliations. (31)(32)

• Collaboration Networks based on Geographic Proximity: Sonnenwald

(2007) discusses the impact of geographic factors on scientific collaboration, includ-

ing how they contribute to the formation of regional research clusters. (33) These

networks capture collaborations between researchers or institutions based on their

geographic proximity. By examining such networks, researchers can understand the

dynamics of local collaborations, regional research clusters, and the influence of ge-

ographic factors on collaborative relationships.

2.3 Collaboration Networks Topic Modelling

The size of the network must be limited for the analysis of researcher social networks, and

we typically limit the range of network nodes to the same topic, i.e. researchers who study

similar topics. Most search engines can provide search by keyword, but many papers have

vague keyword extraction, or keywords are extracted by machine with errors. This is why

it is useful to find research topics by modeling the topic of the abstract or body of the

paper, or to explore the relevance of the author to the topic of the literature by modeling

the author’s topic of the researcher. For topic clustering models of research collaboration

networks, some relevant topic modeling techniques are outlined in the Literature Study in

this project. In this section, the underlying logic of the technique is briefly described.

For traditional document topic classification, a popular and widely used approach is

Latent Dirichlet Allocation (LDA) (Blei et al., 2003) (34). LDA is a generative probabilistic
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model that allows the identification of potential topics in a corpus of documents. The

traditional LDA model assumes that documents are composed of a mixture of topics,

each represented by a distribution of a set of words. The underlying assumption is that

documents are generated by selecting topics and then selecting words from those topics.

LDA uses Bayesian inference to estimate the topic-word distribution and the proportion

of topics in each document.

While traditional LDA models are powerful for identifying topics within a collection

of documents, they do not explicitly capture the influence of authors on the content of

the documents. In many cases, the author’s expertise, interests, and writing style play

a significant role in shaping the topics present in their documents. Author-Topic Mod-

els (ATM) extend LDA by incorporating authorship information into the topic modeling

process. (35)(36)

Rosen-Zvi et al. (2012) (3) proposed an LDA-based model for document collection

generation, the Author-Topic Model. This can be done by modeling information such as

the content of the document and the author’s research area to obtain the topic set of the

corpus as well as to identify the topics used by the author. The LDA model consists of two

sets of unknown parameters, the document distribution, and the subject distribution. As

shown in Figure 2.4. Modeling information such as the content of the document and the

author’s research area, is combined to obtain the topic set of the corpus and to identify

the topics used by the author.

Figure 2.4: Comparison of LDA topic model, author model, and author-topic model. (3)

By utilizing author-topic models, researchers and practitioners can gain deeper insights

into the interplay between authors, topics, and documents. If comprehensive author infor-

mation is available in the dataset, the ATM could provide a richer understanding of the

underlying structure of textual data, facilitating more accurate document categorization,

topic labeling, and personalized recommendations.
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Design

The design section of this thesis provides a detailed description of the system or solution

developed for analyzing co-authorship networks and conducting topic modeling using Sco-

pus, OpenAlex, and RSD (Research Software Directory) data. This section focuses on

explaining the design choices made throughout the development process, outlining the ar-

chitecture, data flow, and key components of the system. The design ensures the effective

integration of D3 visualization, Neo4j database, and topic modeling techniques to achieve

the research objectives.

Figure 3.1 provides a high-level outline of the proposed co-authoring network application

system. It delves into the design and implementation of the system architecture and inter-

actions between different solution components in the process. The system follows a modular

architecture that integrates various components to enable efficient co-authorship network

analysis. The main components include data extraction and preprocessing, network con-

struction, database integration, visualization, and topic modeling. These components work

together to provide a seamless and user-friendly experience.

The data extraction and preprocessing component acquire data from bibliography re-

sources. It utilizes appropriate APIs, or data access mechanisms to retrieve relevant infor-

mation. The extracted data then undergoes preprocessing tasks such as cleaning, dedu-

plication, and standardization to ensure data quality and compatibility. The database

facilitates the efficient storage, querying, and retrieval of co-authorship network data. It

integrates with a Neo4j graph database, which provides a powerful platform for managing

graph-based data and will be discussed in Section 3.3.

The network construction component takes the preprocessed data as input and generates

co-authorship networks. It identifies authors and their co-authorship relationships, con-

structing a network graph representation. Various algorithms and techniques are applied
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to capture meaningful collaboration patterns and relationships within the network.

The visualization utilizes the D3 JavaScript library to create interactive and visually

appealing visualizations of co-authorship networks. It takes the network data stored in

the database and dynamically renders the network graph. Users can explore the network,

visualize collaboration patterns, and interact with the visualizations to access detailed

information about authors and publications.

Figure 3.1: Co-authorship Networks System Architecture Diagram
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3.1 Data Collection

3.1 Data Collection

When selecting the publication data sources for the co-authorship network analysis, sev-

eral options were considered to ensure comprehensive and reliable metadata. The chosen

sources for obtaining publication data include Scopus, Google Scholar, CrossRef, and Ope-

nAlex. Each source has its advantages and limitations in terms of data accessibility and

coverage. In addition to the above datasets, we explored datasets such as Springer, IEEE,

DBLP, and Semantic Scholar, but abandoned them at a very early stage as they all lacked

the necessary metadata we needed to build our collaborative network, e.g., Springer and

Semantic Scholar lacked information on nationalities and affiliations, and IEEE and DBLP

were specific to only a single subject area.

• Elsevier Scopus:

Scopus was identified as a primary data source due to its extensive coverage of schol-

arly publications across various disciplines. It provides a wealth of metadata includ-

ing author affiliations, publication details, and citation information. (37) However,

accessing Scopus data usually requires subscribed access, limiting its availability to

users outside academic institutions. Additionally, while Scopus offers an API package

called ’pybliometrics’, it has strict request limits (20,000 per week), allowing only a

limited number of requests per week. (38) This can be a constraint when dealing with

a large volume of data. To overcome this limitation, manual downloading of meta-

data files from Scopus is recommended, ensuring the collection of a comprehensive

set of publications.

• Google Scholar:

Google Scholar is widely used as a source of scholarly publications. While it does

not have an official API, there are several Python packages available, such as ’schol-

arly’, that enable the scraping of Google Scholar data. However, it should be noted

that Google Scholar’s data may not provide all the necessary information required

for building a complete co-authorship network. Essential properties such as author

affiliations and citation details may be limited or not readily available. Therefore,

Google Scholar may serve as a supplementary source of publication metadata, com-

plementing the data obtained from other sources.

• CrossRef:
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CrossRef is a valuable resource for obtaining publication metadata, especially due to

its association with ORCID (Open Researcher and Contributor ID). ORCID provides

a unique identifier for researchers, allowing for more accurate author disambiguation.

CrossRef’s integration with ORCID ensures that author information is based on a

widely-used and standardized identifier. However, building a complete co-authorship

network using CrossRef data can be time-consuming. This is primarily due to the

necessity of making a large number of requests to retrieve all the relevant publications.

Additionally, CrossRef does not offer a comprehensive static dataset, limiting the

ability to create a complete dataset solely from CrossRef data.

• OpenAlex:

OpenAlex offers a distinct feature for searching works affiliated with a specific in-

stitution, making it particularly useful for analyzing co-authorship networks based

on affiliations. While OpenAlex provides extensive author data, including author

names, affiliations, and publication records, it has limitations in terms of the avail-

ability of ORCID values. (39) Many ORCID values in OpenAlex are null, which can

impact the completeness and accuracy of the co-authorship network. As a result,

OpenAlex is often used as an additional source of information for affiliation-based

analyses, supplementing data obtained from other sources.

• Research Software Directory:

Research Software Directory (RSD) is a comprehensive platform for sharing and cat-

aloging research findings, containing software and projects from various institutions.

It is a rich repository for research outputs from the Netherlands e-Science Centre.

By integrating data from Scopus, Google Scholar, CrossRef, OpenAlex and RSD (a brief

comparison and description is shown in Table 3.1), a more comprehensive dataset can be

constructed for the co-authorship network analysis. This combination ensures a broader

coverage of publications and collaboration patterns among authors from different sources.

Careful consideration of the strengths and limitations of each source allows researchers to

leverage the available data effectively, gaining valuable insights into co-authorship relation-

ships within the scholarly domain.
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Dataset Advantages Disadvantages Used in Final
Application

Elsevier
Scopus

Extensive coverage of scholarly
publications; offers rich meta-
data

Requires subscribed access; has
strict request limits

Yes

Google
Scholar

Widely used; numerous Python
packages available for data
scraping

Does not provide comprehensive
metadata; no official API

No

CrossRef Integration with ORCID en-
sures standardized author infor-
mation

Time-consuming to build a com-
plete network; no comprehen-
sive static dataset

No

OpenAlex Supports affiliation-based
searches; offers extensive au-
thor data

Many ORCID values are null Yes

RSD Comprehensive platform for
sharing research outputs; focus
on Dutch institutions

Limited to software and
projects; lacks other research
records

Yes

Table 3.1: Summary of Datasets Used in the Study.

3.2 Data preprocessing and cleaning

3.2.1 Removal of Duplicate Publications

To remove redundancy and ensure accuracy, the dataset undergoes a process of identifying

and removing duplicate publications. A duplicate detection algorithm is used to compare

various attributes such as DOI (Digital Object Identifier), and, if no DOI is available,

attributes such as title, author, and date of publication are used for comparison.

Removing duplicate publications is crucial to streamline the dataset and prevent later

bias. Duplicate entries can miscalculate collaboration counts and generate inaccurate infor-

mation in the co-authorship network analysis. By removing duplicate entries, the accuracy

and reliability of the co-author network analysis are improved, enabling a more accurate

understanding of the patterns of collaboration and relationships between authors.

3.2.2 Standardization of Author Names

In order to address the problem of different representations of author names in different

publications, we need to standardize the authorship of names. This process ensures that

authorship is consistent. String matching algorithms, are used to identify authors with

similar or identical names. we need to compare attributes such as first name, surname,

initials, and even affiliation to identify potential matches. This merging of authorship
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reduces redundancy and ambiguity in the dataset, allowing for a more accurate analysis of

the co-authorship relationship.

3.2.3 Disambiguation of Author IDs

In data collection and analysis, it is vital to distinguish between researchers. Due to du-

plicate names, a unique ID such as ORCID needs to be identified. however, the problem

is that while ORCID is the most recognized researcher code, only CrossRef has the ma-

jority of ORCID records. Scopus author-specific IDs are defined as scopus_id, and only a

minority of researchers fill in their own ORCID, making it challenging to use the API to

find the correspondence between scopus_id and ORCID becomes a challenge.

Is it possible to avoid this problem by examining only Scopus data and using scopus_id as

a unique identifier? Unfortunately, our study looks at both publication data and Research

Software Directory (RSD) data, where author IDs are defined using ORCIDs. Therefore,

we need to use multiple search methods to merge the same authors in both datasets.

First, the RSD dataset is much smaller than the Scopus dataset, so retrieving the sco-

pus_id from the ORCID of the RSD is less computationally intensive. It is worth noting

that the researcher data in RSD consists of three attributes: name, ORCID, and affilia-

tion, and that both ORCID and affiliation may have null values. Although the Scopus

Author API provides search functionality for these three attributes, it is important to

consider that many people may have different names registered on RSD and Scopus, with

variations such as middle name or preferred name. In addition, there may be cases where

affiliations are not updated, resulting in inconsistent information on Scopus and RSD,

which is also addressed in the "Threats to validity" chapter of this thesis 7.

3.2.4 Filtering of Non-Relevant Publications

To ensure that the co-authorship network analysis accurately reflects the desired research

context, it is essential to address non-relevant publications and consider specific criteria

for inclusion in the dataset.

Non-relevant publications, such as book chapters, editorials, or conference proceedings,

are outside our target domain. Therefore, a filtering process is implemented to exclude

these non-relevant publications from the dataset. For topic modeling, it is important to

focus on publications that are primarily in English, which ensures linguistic consistency

across the dataset and accurate topic extraction and clustering. In addition, given the
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nature of collaborative networks, particular attention is paid to publications with more

than two authors, as co-authorship networks primarily capture collaborative relationships.

3.3 Graph Database Storage

In co-authorship network analysis, efficient data processing relies heavily on the storage

and management of graph datasets. These datasets reflect the complex relationships and

connections between authors, publications, and affiliations. Therefore, choosing a suitable

storage method is crucial to ensure smooth data retrieval, query, and analysis.

There are several storage options for graph datasets, including relational databases,

document-oriented databases, and graph databases. Each has its advantages and is suitable

for different requirements. Relational databases are suitable for handling complex queries,

and document-oriented databases are suitable for handling textual data (such as additional

metadata related to publications or authors). (40)

Among these databases, graph databases like Neo4j (41) are widely adopted due to

their special design for storing and managing graph structures. They provide efficient

traversal and query capabilities to accommodate the dynamic nature of the Web. (42)

With Neo4j, co-authorship networks can be efficiently represented as graphs with nodes

and relations, while Cypher, a powerful query language, can retrieve specific subgraphs

and explore collaborative networks.

3.3.1 Data Parsing and Networking

In the context of co-authorship network analysis, the process of data parsing and network-

ing plays a crucial role in organizing and establishing the relationships between authors

and publications. This subsection presents a detailed description of how author informa-

tion, publication information, and their relationship "IS-AUTHOR-OF" are saved using

the acquired metadata. Notably, the explicit storage of "coauthor" relationships between

authors is deemed unnecessary due to the potentially high number of links, while the

"IS-AUTHOR-OF" relationship adequately captures co-authorship information and can

be leveraged using Cypher queries.

• Saving Author Information: To preserve the author-related data, including names,

affiliations, and ORCID identifiers, an author node is created for each unique author

within the dataset. The author node serves as a repository for attributes such as the
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author’s name, affiliation, and ORCID identifier, enabling a comprehensive under-

standing of the author’s background.

• Storing Publication Information: Similarly, the metadata obtained contains im-

portant publication-related data such as title, publication date, and DOI. Each pub-

lication record generates a publication node that stores the basic attributes of the

publication such as title, publication date, and DOI.

• Establishing the "IS-AUTHOR-OF" Relationship: The basic link between

authors and publications is achieved by establishing an "IS-AUTHOR-OF" relation-

ship. Within the framework of a graph database, this relationship is represented as

a directed edge connecting an author node to the corresponding publication node.

Neo4j ensures that essential author information, publication details, and the associa-

tions between them are stored appropriately. The decision not to store ’co-author’ rela-

tionships between authors is based on network complexity considerations. Instead, the

’IS-AUTHOR-OF’ relationship provides an efficient means of capturing co-author infor-

mation, allowing efficient use of Cypher queries (as shown below).

MATCH (m: Person ) − [ :IS_AUTHOR_OF]−>(p : Pub l i ca t i on )<−[:IS_AUTHOR_OF]
−(n : Person )

RETURN m, n

3.4 Visualization Design

The visualization design plays a pivotal role in presenting the co-authorship network anal-

ysis results in a clear, intuitive, and visually appealing manner. After exploring several

visualization tools, including Pyvis (Figure 3.2(a)), Gephi (43) (Figure 3.2(b)), and Cy-

toscape (44), the decision has been made to leverage the power and flexibility of D3.js for

the visualization of the co-authorship network, with the final visualization shown in Figure

3.3.

By utilizing HTML, CSS, and SVG, D3.js provides a flexible and customizable framework

for describing complex network structures and relationships (45). Visual interactivity

allows users to gain greater insight into the patterns of collaboration and connections

between authors.

For the representation of nodes, authors, and publications are the main entities in a

co-authorship network, and we use nodes to represent these entities. In the visual design,

authors and publications are differentiated by color, as shown in Figure 3.4. The size and
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(a) Pyvis (b) Gephi

Figure 3.2: Examples of visualization tools Pyvis and Gephi.

Figure 3.3: Example of the final visualization using D3.

color of the nodes can be used to represent additional information such as the number of

times the researcher appears in the network, the number of times the publication has been

cited, etc. The relationships between authors and publications are visualized by the "IS-

AUTHOR-OF" relationship, using edges or links. These links illustrate the co-authorship

relationship. The edges can be customized in terms of thickness, color, and transparency

to indicate the strength of the different relationships.

Determining an effective layout and arrangement of nodes is important for aesthetic

visualization. d3.js provides various layout algorithms, such as force-directed layout, which
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Figure 3.4: Examples of different nodes.

simulates physical forces and positions nodes according to the forces of attraction and

repulsion between them. This approach ensures that highly interconnected authors and

publications are visually grouped, facilitating the identification of clusters and communities

within a network of co-authors. In addition, zooming and panning functions are integrated

into the visualization to accommodate networks of different sizes. Users can zoom in and

out of the network to examine specific areas of interest in detail or to get a broader overview.

The panning function in the visualization allows the exploration of large-scale networks

without sacrificing the contextual understanding of the entire co-authored network.

Interactivity is a key aspect of visualization design, enhancing the user experience and

enabling users to explore more information. Inspired by the Neo4j browser (46), tooltips

can be implemented to provide contextual details about authors and publications, as shown

in Figure 3.5. When the mouse hovers over a node, the tooltip can display information

such as the author’s name, affiliation, or the title and publication date of the publication,

as well as provide the ability to hide the node, fix the position of the node and show all

relationships for that node. This interactive functionality allows the user to access specific

details without cluttering the visualization.

By adopting D3.js as the visualization framework, we have designed the results of the

co-authorship network to be visually effective in communicating with the user. This visu-

alization has been designed to enable users to gain insight into patterns of collaboration,
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Figure 3.5: Example of Tooltips in the D3 network.

identify influential authors, explore clusters, and examine the co-authorship network in

greater depth.

3.4.1 Web Integration for Data Retrieval

The interaction between HTML, JavaScript, and Python constitutes a fundamental aspect

of the system that facilitates user queries, data retrieval, and database processing.

At the user level, HTML is used to capture user queries and present web visualizations.

JavaScript acts as an intermediary between the user’s input and server-side functionality.

By adding an event listener to the HTML form, JavaScript handles the events triggered

when the user submits the form. The default form submission behavior is then circum-

vented and the subsequent steps of the interaction are initiated.

After the form is submitted, JavaScript instantiates a request provided by the XML-

HttpRequest object (47). This request is directed to a specific route in the Python Flask

server to accommodate the search function. After receiving the query parameters from

the request object, the Flask function takes on the basic task of query processing. The

Flask function then establishes a connection to the database, executes the query, applies

filters, and processes the retrieved data into JSON format to facilitate seam data ex-

change between the Python Flask server and the JavaScript code. In the JavaScript code,

the XMLHttpRequest object’s "onreadystatechange" event handler focuses on monitoring

changes in the request state. Upon receiving a response from the Flask server, the handler

processes the response data.
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Using the processed response data, JavaScript dynamically updates the D3 network

and text information on the user interface, enabling the presentation of search results or

visualizations.

3.4.2 Scopus Publication Data Network

The system includes three different types of networks, ’subject networks’, ’author net-

works’, and ’publication networks’, each of which meets specific user search requirements

and allows for focused exploration of co-authorship. This section outlines the design choices

and associated functionality of each network.

• Topic Network Search: Researchers often seek to investigate collaborations within

a particular field or area of interest. By providing the ability to enter keywords and

specify time intervals, users can narrow their focus and obtain a network that captures

publications relevant to their chosen topic.

The topic network is designed to contain no more than 300 publications. This limit

provides both a comprehensive view of co-authorship relationships within the selected

topic and ensures that the visual information is readable. Figure 3.3 presents the

topic network related to Deep learning in 2022.

• Author Network: The Author Network Search allows users to conduct an author

search using either the author’s ORCID (Open Researcher and Contributor ID) or

their full name.

When users initiate an author search, the system handles variations or discrepan-

cies in author name representations. Author names can differ due to factors such

as name variations, alternative name spellings, or different formatting conventions

across publications. By flexibly processing the author’s name, the Author Network

accommodates different representations of the same author. This approach miti-

gates the risk of missing relevant co-authorship relationships due to inconsistencies

in author name formatting.

• Publication Network: The Publication Network allows users to explore co-authorship

relationships based on specific publications. Users can conduct a publication search

using the DOI (Digital Object Identifier) of a publication of interest. This search

enables the retrieval of relevant co-authorship relationships associated with the se-

lected publication, providing insights into the collaborative network surrounding the

publication.
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The design of these networks emphasizes usability and efficient retrieval of relevant co-

authorship information. By focusing on Scopus Publication Data, which encompasses

English papers published in the last ten years, the networks provide up-to-date and com-

prehensive insights into the co-authorship landscape. The use of specific search parameters,

such as keywords, time intervals, ORCID, and DOIs, facilitates targeted exploration and

analysis.

3.4.3 OpenAlex Data Retrieval

The data retrieval process from OpenAlex plays an important role in the research. Because

it has an extensive and comprehensive institutional publishing dataset, OpenAlex provides

a convenient way to access institutional publishing records, which we use to build our

institutional network visualization.

To account for the extensive data size, we designed an interface where users can specify

a time range for their search by setting a start year and an end year.

The data from OpenAlex also serves a key function in topic modeling for our visualiza-

tion. Each publication in the OpenAlex dataset includes a ’concepts’ classification, which

we used to perform topic modeling based on their topics, with each cluster represented

by a unique color in the visualization. Moreover, we adjusted the force strength between

nodes within the same group to visually aggregate them into clusters, enhancing the user’s

ability to perceive topic-based patterns in the network.

3.4.4 NLeSC networks from RSD

Our research also makes use of the Research Software Directory (RSD), a comprehensive

data source on published and unpublished software and projects from Dutch institutions.

This unique repository provides a valuable record of the Dutch collaborative network and

forms the basis of the Dutch e-Science Center (NLeSC) network in our study.

To merge the RSD data with the pre-existing Scopus data in our database, we needed

a common identifier that spanned both datasets. For this purpose, we used the ORCID

(Researcher’s Unique Identifier) as a bridge. We retrieved all work from the RSD for the

e-Science Center and proceeded to match authors to their respective ORCIDs. Since many

of the ORCID fields in the RSD data were empty, we had to devise an alternative strategy

to accurately identify authors.

To overcome this challenge, we used the author names and affiliations provided in the

RSD data to query the ORCID API to retrieve the corresponding ORCIDs for each author.
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Subsequently, we used these ORCIDs to query the Scopus database to check for any author

records that might exist in it.

Users can select a node in our visualization to extend its connectivity. Once selected,

the system retrieves and displays all relationships associated with the selected node from

the Scopus and RSD datasets. This feature provides the user with a view of the research

in different databases.
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Evaluation

In this chapter, we present an evaluation of the Research Collaboration Web Service. Our

evaluation focuses on aspects such as the performance of the system, the user experience

it facilitates, and its potential impact on the field of academic research.

4.1 System Performance

The performance of our systems can be measured quantitatively by specific parameters.

Given the large amount of data our project requires to process, response time, the speed

with which the system responds to user queries, becomes an important metric for measuring

performance.

We assessed this aspect through several trials, conducting different types of searches

including topic, author, publication, and institution searches. Each trial was repeated

three times to obtain an average response time. The results are detailed in Tables 4.1 to

4.4 below. As can be seen, the response times are still within acceptable time ranges even

when dealing with large networks.

Network Size (Number of Publications) Trial 1 (ms) Trial 2 (ms) Trial 3 (ms) Average Response Time (ms)
100 694.5 621.2 760.1 691.93
200 868.8 921.2 927.0 905.67
300 1051.3 1160.3 1057.2 1089.60
400 948.0 1216.9 1182.6 1115.83
500 1042.5 1204 1175.1 1140.53

Table 4.1: Average Response Time per Network Size for Topic Searches

Table 4.5 shows the time taken to generate the D3 network diagram after acquiring the

processed network data. The effect of increasing the number of publications from 50 to

500 is recorded.
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Number of Nodes in Network Trial 1 (ms) Trial 2 (ms) Trial 3 (ms) Average Response Time (ms)
663 2347.1 1840.5 1730.4 1972.67
1593 2260.8 1887.4 1749.3 1965.83

Table 4.2: Average Response Time for Author Searches

Trial 1 (ms) Trial 2 (ms) Trial 3 (ms) Average Response Time (ms)
1422.8 1875.9 1754.6 1684.43

Table 4.3: Average Response Time for Publication Search

Trial 1 (ms) Trial 2 (ms) Trial 3 (ms) Average Response Time (ms)
2099.2 2833.3 3411.3 2781.27

Table 4.4: Average Response Time for Institution Search

The results clearly show that as the number of publications in the network increases,

the average generation time of the D3 network graph also increases. This is an expected

result since the complexity of the computation increases as the number of nodes and links

increases. However, it is important to note that the visualization of networks with more

than 500 publications becomes meaningless to the user due to the high number of nodes

(more than 2,000) and links (more than 4,000). Therefore, we limit the performance

evaluation to networks with 500 or fewer publications.

Number of publications 50 100 150 200 250 300 350 400 450 500
Mean Generation Time (ms) 52.7 114.0 194.3 212.3 243.0 280.0 277.7 291.0 287.7 298.3

Table 4.5: D3 Network Graph Generation Time

4.2 User Experience

A successful system is not just about the performance it delivers, but also the user experi-

ence it facilitates, although this aspect is less amenable to quantitative measurement. The

effectiveness of our system’s user interface, the clarity of the visual images generated, and

the user-friendliness of the system’s interface are all areas worth evaluating.

• Ease of Use: Our services are designed to be simple and easy to use. Our service

was designed with simplicity and ease of use in mind. The search interface is intuitive,

making it easy for users to find publications or authors. Search results are presented

in visual charts that can be easily manipulated and explored, making the discovery

process more engaging and informative.
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• Performance: One of the challenges of building research collaboration networks is

dealing with large networks with many nodes and links. Our service handles this

problem through topic modeling and temporal filters. This allows users to manage

the complexity of large networks and focus their attention on the most relevant parts

of the network.

As we discussed in the previous section, the generation time of the D3 network graph

plays an important role in the user experience. From our performance analysis, we

found that the generation time for networks with less than 500 publications is within

acceptable limits. This ensures a responsive and smooth user experience, which

contributes to overall user satisfaction.

• Visual Appeal: The visual design of the web graph was attractive and informative.

Different colors are used to represent different topics, making it easy for users to

discern the structure and relationships within the network. The ability to zoom in

and out allows users to explore the details of the network at different levels.

• Flexibility: Our service provides flexibility in searching and exploring the Web.

Users can search by topic, author, or institution and filter results by year. This

flexibility allows users to customize the web to their specific interests and research

needs.

While this evaluation is based on the expected user experience, future work should

include a thorough user experience evaluation of actual users. Their feedback can provide

valuable insights and guide further improvements to the service.

4.3 Impact and Usefulness

The ultimate test of our service is its practical impact and usefulness, which can be assessed

by understanding the tangible benefits it provides to its primary users (researchers and

institutions). Key aspects to be assessed here include the effectiveness of the service in

identifying potential collaborators, its ability to elucidate research trends, and the value it

adds to the decision-making process for future research collaborations.

While our service is designed to help users identify potential collaborators, we also hope

to illuminate trends in research collaboration by visualizing the ebb and flow of collabora-

tion networks. While it is challenging to quantify this aspect directly, user feedback and
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evaluations can provide valuable insights. For example, if users report success in identify-

ing and engaging with new collaborators through our service, this would indicate a positive

outcome.
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Discussion

In this chapter, the following discussion presents the results of our study in the context of

our initial research questions. We examine the implications of our research on co-authorship

network analysis, drawing from multiple data sources including Scopus, OpenAlex, and

RSD data, with the aid of the Neo4j database and D3 visualization tool.

• Research Question 1: How are research collaboration networks created

and utilized to improve research outcomes and inform future collabora-

tions?

Building a research collaboration network is a complex process, which is described

in detail in Chapter 3.

- 1.1. What are the criteria and steps needed to identify appropriate

research subjects and construct research collaboration networks?

To determine the appropriate research subjects for a research collaboration network,

it is important to consider the purpose of the network and the type of collaboration

model to be explored. As discussed in Section 2.2 2.2, there are several types of

collaborative networks, including co-authorship networks, citation networks, funding

networks, and affiliation networks. While all of these models provide valuable infor-

mation about the dynamics of collaboration, implementing them simultaneously can

be a challenge. In our study, we chose to focus on co-authorship networks, which pro-

vide rich insight into the history of collaboration by using authors and publications

as nodes and relationships between them as links. We chose this approach because it

illustrates direct collaboration between researchers and produces an informative and

comprehensive visual representation of the research field.
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In terms of criteria for topic selection, we prioritize publications with complete meta-

data, such as those that are published, provide comprehensive information, and have

searchable author information. Starting with one publication allows for the creation

of an exhaustive network, even if it starts relatively small. This approach ensures

that the resulting collaborative network is not only accurate but also detailed and

insightful, providing a strong basis for subsequent analysis and research.

Through our work, we have established a framework for constructing research collab-

oration networks. A crucial first step involves data acquisition and cleaning from di-

verse sources. Subsequent data integration using tools like Neo4j enables the creation

of the foundational network. With D3 visualization, we could effectively visualize the

intricate network structures. This combination of processed data and advanced tools

provides a viable method for building research collaboration networks.

- 1.2. What are the key features and characteristics of these networks that

can provide useful information?

In constructing the research collaboration network, we’ve developed a visualization

platform that offers multi-perspective search options across different data sources.

This feature-rich environment caters to users’ varied needs, allowing them to extract

various information based on their specific search requests.

Topic-Based Focus:

Users can explore the landscape of a particular research topic, identifying key con-

tributors, groundbreaking work, and trends over time. This information is critical

to understanding the evolution of a research field and identifying potential gaps or

opportunities for future work.

Figure 5.1 shows the "deep learning" topic networks for the period 2014-2022. The

topic-based approach effectively tracks the evolution of a research area, showing its

growth and the emergence of new trends

While topic search is useful, it has limitations. It is title- and keyword-based, and

it only pulls from the Scopus database, which may miss relevant research. Future

improvements could include refining the search algorithm and incorporating more

databases for a more comprehensive output.

Researcher Focus:

Exploring the network from the perspective of a single researcher opens up many

possibilities. Using an author’s ORCID as an example, we can retrieve a wealth
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Figure 5.1: Topic-based focus: "Deep Learning" example (2014-2022).

of information related to that person, including their co-authorship, the range of

publications, and their influence in the research community.

As shown in Figure 5.2, clicking on a node reveals more information about the con-

nected nodes, such as co-authors and their respective publications. A unique feature

in our network visualization is the "expand" option in the tooltip. This allows users
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to take a deeper look into the co-author network, bringing co-authors of co-authors

into view. Such a feature can help identify potential collaborators or new research

directions, thus providing valuable insights for both the individual researcher and

their broader research community.

Figure 5.2: Researcher Focus: Single Author Example

Institutional Focus:

An institution’s research collaboration network can be an illuminating source of in-

formation. For instance, Figure 5.3 provides a broad understanding of the research

environment at the Netherlands eScience Center 2023 by exploring the institution’s

co-authorship network.

The network enables users to retrieve basic information about the institution, in

addition to learning about the various research topics of interest to researchers at

the institution. This is achieved by incorporating topic modeling into the network,

which generates an overview of key research areas.

• Research Question 2: What are the possible advantages, limitations, and

biases of using network analysis to construct and evaluate collaborative

research networks?

- 2.1. What are the possible biases and limitations of network analysis

methods used to create collaborative networks?
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Figure 5.3: Institutional Focus: Single Institution Example

Our study has indeed exposed some limitations and potential biases, particularly

related to the quality and completeness of the data, as well as the potential for

algorithmic bias. These have been discussed extensively in the ’Threats to Validity’

Chapter 7.

- 2.2. How can research collaboration networks improve research out-

comes?

Our network of research collaborations presents many successful collaborations. By

examining these collaborations, we can identify models that may be useful for fu-

ture collaborations. Success can be measured in several ways: high numbers of

co-authored publications, significant interdisciplinary collaborations, impactful re-

search, or collaborations that persist over time.

By examining these successes, we can understand the composition and dynamics

of effective teams. We can also identify research questions related to productive

collaborations that can provide a basis for future collaborative efforts.

- 2.3. What strategies can be implemented to assess and ensure the long-

term sustainability and impact of these networks?

Continuous network analysis, including regular updates of network data to take into

account new collaborations, publications, and changes in researcher affiliations. In

addition, network metrics need to be reassessed, to take into account new data, and
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to ensure that they accurately reflect the current state of collaboration within the

network. Patterns of collaboration within networks can also change over time. Peri-

odic reassessment of these patterns is critical to keeping up with the changing land-

scape of research collaborations. For example, emerging collaborations may reshape

the structure of the network, or the collaborative strategy of a particular research

institution may change, leading to the emergence of new clusters within the network.

For long-term viability, continuous data organization is important. This includes

regularly updating the network with new research results and ensuring the quality and

consistency of the data fed into the network. It is also necessary to keep the network

analysis methods up-to-date to increase the depth and breadth of the network.
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Related Work

Newman (2000, 2001, 2004) (19, 48, 49) utilized static databases to construct multiple

collaboration networks of researchers and examined the variations in collaboration result-

ing from differences in research subjects, his works are seminal in the field of scientific

collaboration networks. Co-authorship in research papers was employed as the basis for

determining relationships between scientists, as it represents the most intuitive form of

collaboration. Newman also introduced the concept of breadth-first search to identify the

shortest path between two researchers in a network model and discussed the clustering

coefficient as a measure of the likelihood that two authors collaborate on a paper.

In 2004, Newman extended his research by constructing an affiliation network, which

depicted connections between researchers based on their co-authorship in one or more

papers. To optimize computational efficiency, the names of authors were stored in an

ordered binary tree. Subsequently, names were extracted from the metadata of databases,

and edges were established between pairs of co-authors on each paper. (1)

While these studies laid the foundation for constructing co-authorship networks, they

lack comprehensive experimental details for comparative analysis. Our work builds upon

Newman’s fundamental concepts by incorporating real-time data from diverse sources such

as Scopus, CrossRef, and OpenAlex. This comprehensive dataset enables us to construct

not only co-authorship networks but also explore other types of collaboration networks,

such as citation networks and interdisciplinary collaboration networks. Additionally, we

employ advanced visualization techniques using D3.js, offering interactive and customiz-

able visualizations that enhance the exploration and understanding of collaboration pat-

terns and network structures. By leveraging real-time data and advanced visualization,

our research provides a more comprehensive analysis of collaboration dynamics, extending
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beyond the limitations of static databases. We aim to bridge the gap by providing exper-

imental details, enabling robust comparisons and deeper insights into the complexities of

research collaboration networks.

In addition to Newman’s contributions, other relevant studies have focused on specific

aspects of collaboration visualization. Bian et al. (2014) proposed CollaborationViz (4),

an interactive visualization tool for biomedical research collaboration networks. These

works emphasize specific dimensions of collaboration networks, such as temporal dynam-

ics and domain-specific collaborations (Figure 6.1). In contrast, our research aims to

provide a more comprehensive analysis by incorporating multiple collaboration network

types, integrating real-time data, and employing advanced visualization techniques. This

comprehensive approach allows us to gain insights into collaboration patterns, identify key

actors and communities, and understand the evolving dynamics of scientific collaboration

across diverse domains.

Figure 6.1: The main interface of CollaborationViz, an interactive visual analytical tool for
the exploration of biomedical research collaboration networks. (4)

VOSviewer is a software tool developed by the Centre for Scientific and Technological

Research at Leiden University and first launched in 2009. (50) The tool’s expertise lies

in the construction and visualization of scientific knowledge networks, which can be con-
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structed based on citations, co-citations, or co-authorships, and is usually used for data in

large bibliographic databases (e.g. Scopus, Web Science or OpenAlex). VOSviewer does

not provide built-in data, but rather tools to visualize and analyze data entered into the

system by the user, so it cannot merge datasets from different sources, but the user can

manually integrate and clean up multiple datasets before import and analysis.

Sun et al. constructed a heterogeneous bibliographic network in 2011 (51). as opposed

to the traditional co-author relationship. There are multiple pieces of information in the

real metadata in a heterogeneous network, and the edge between each pair of authors

may represent different relations. Sun et al. proposed PathPredict, a co-author prediction

approach for a heterogeneous network. For example, two authors may be linked because

they share co-authors, they may have published papers at the same conference, and so on.

In this study, topological features are extracted for computing association weights, and

a variety of meta paths among researchers, such as citing and cited relationship, indirect

co-authorship, indirect citation relationship, and using the same citation, are examined.

In the study "Co-authorship network analysis in health research: method and potential

use", Fonseca et al. (2016) (52) meticulously demonstrate the methodology for employ-

ing social network analysis (SNA) to examine collaboration trends and pinpoint leading

scientists and organizations in the realm of health research. They present a structured

approach, starting from the retrieval of scientific publications, the standardization of au-

thor and organization entries, the visualization of networks, and the calculation of metrics.

The researchers apply their methodology in a case study, examining the global research

network around Chikungunya virus vaccine development. Their work is predominantly

methodological, providing a detailed roadmap for executing co-authorship analysis using

SNA, and making use of specific software tools such as Gephi, Ucinet, and Pajek for net-

work visualization and statistical analysis.

In the research conducted by Ghazal Kalhor et al., the author delved into an analysis of

the co-authorship network within Google Scholar, focusing on a unique aspect known as

the Manually Added Co-authorship Network (MACN) (53). MACN, in contrast to conven-

tional co-authorship networks that primarily depend on author lists of papers, encompasses

authors who manually select their collaborators. This design renders MACN less dense but

more accurate as it underscores genuine collaborations. Among the noteworthy findings of

Kalhor’s work is the linear correlation between an author’s h-index and citation count and

the discovery that the field of interest plays a crucial role in forming links between users.

The work also introduces a novel citation metric, which assists in understanding the posi-

tion of authors within their research area and ranking universities in each scientific field.
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While the emphasis on manual collaboration and the introduction of a new citation metric

are unique aspects of Kalhor’s research, our work differs by focusing on the utilization of

co-authorship networks for real-time collaboration detection and facilitating potential new

collaborations.

Table 6.1 presents a summary of the findings of the relevant studies.

Table 6.1: Summary of Relevant Literature

Title Author Year Description Difference
The structure of sci-
entific collaboration
networks

M. E. J.
Newman

2000 Investigated struc-
ture of scientific col-
laboration networks
using mathematical
models.

In addition to analyzing the
structure, our study leverages
both static (Scopus and RSD)
and real-time (OpenAlex) data
sources, providing a dynamic
perspective on the scientific col-
laboration network within the
Netherlands.

Scientific collabo-
ration networks. I.
Network construc-
tion and fundamental
results

M. E. J.
Newman

2001 Explored network
construction prin-
ciples and provided
fundamental re-
sults on scientific
collaboration.

Our study uses Newman’s prin-
ciples, but expands by utiliz-
ing a combination of graph
databases and APIs, offering a
detailed view of a wider range
of research areas.

Co-authorship net-
works and patterns
of scientific collabo-
ration

M. E. J.
Newman

2004 Studied patterns
of scientific col-
laboration using a
large co-authorship
dataset

Our study offers a more user-
oriented approach, providing in-
teractive search capabilities for
topics, authors, publications,
and institutions. Additionally,
it includes clustering techniques
to enable users to better nav-
igate and interpret large net-
works.

Software survey:
VOSviewer, a com-
puter program for
bibliometric map-
ping

N. J. van
Eck et al.

2009 A software tool
designed for con-
structing and visu-
alizing bibliometric
networks based on ci-
tations, co-citations,
or co-authorship
relations.

VOSviewer itself does not di-
rectly combine datasets from
different sources, while we of-
fer solutions for merging differ-
ent datasets.

Continued on next page

42



Table 6.1 – continued from previous page
Title Author Year Description Difference
Co-author Relation-
ship Prediction in
Heterogeneous Bibli-
ographic Networks

Y. Sun
et al.

2011 Proposed a frame-
work to predict co-
author relationships
in heterogeneous bib-
liographic networks.

Our work, while also involving
co-author networks, is more fo-
cused on interactive visual ex-
ploration and does not include
predictive aspects.

CollaborationViz:
Interactive Vi-
sual Exploration
of Biomedical Re-
search Collaboration
Networks

J. Bian
et al.

2014 Developed a tool
specifically for the
interactive visualiza-
tion of biomedical
research collabora-
tion networks.

While our work also provides in-
teractive visualizations, it does
not focus on a specific re-
search field and additionally of-
fers dynamic data acquisition
and topic, author, publication,
and institution search capabili-
ties.

Collaboration Map:
Visualizing Temporal
Dynamics of Small
Group Collaboration

S. Lim
et al.

2015 Created a visualiza-
tion tool to analyze
the temporal dynam-
ics of small group col-
laborations.

Our work also visualizes col-
laborations, but it encompasses
a broader scale and incorpo-
rates a wider range of research
areas, also leveraging dynamic
and static data sources.

Topic Modeling of
Document Meta-
data for Visualizing
Collaborations over
Time

F. Chen
et al.

2016 Implemented topic
modeling to visu-
alize collaborations
over time based on
document metadata.

Our study also provides a visu-
alization of collaborations, but
goes beyond by including search
capabilities, real-time data ac-
quisition, and clustering tech-
niques to handle large networks.

Co-authorship net-
work analysis in
health research:
Method and poten-
tial use

B. P. Fon-
seca et al.

2016 Reviewed the
method and po-
tential applications
of co-authorship
network analysis in
health research, and
provided an example.

Our work does not limit its
scope to health research, and
provides a more interactive,
user-oriented tool with exten-
sive search functionalities.

A new insight into
the analysis of co-
authorship in Google
Scholar

G. Kalhor
et al.

2022 Investigated the
MACN of Google
Scholar, with a
focus on author-
ship collaboration,
and introduced the
structural properties
of MACN and a
new citation metric
(MCC-index).

This work uses manual co-
authorship data from Google
Scholar, and focuses on individ-
ual author characteristics, while
our work focuses on real-time
data usage, interactivity, and
user-based search functionality.
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Threats To Validity

In this section, we critically evaluate potential threats to better understand the extent to

which we can trust the application and findings derived from the study, according to the

classification framework proposed by Wohlin et al. (54).

7.1 Internal Validity

Internal validity refers to the integrity of the causal relationships that have been inferred

within the scope of the study, it is the validity of the conclusions drawn from the data in

the research setting. (54). Within the context of our research on co-authorship networks

using Scopus, OpenAlex, and RSD data, several factors could potentially threaten the

internal validity. These include but are not limited to, the quality of the data we used,

the potential biases of our algorithms and analytical methods, and the limitations of the

database and visualization tools.

7.1.1 Data Quality

The quality and completeness of data used in this study pose significant threats to its

internal validity. Several limitations in our key data sources, Scopus, OpenAlex, and RSD

could potentially compromise the inferences drawn from our analysis.

The lack of a consistent unique identifier across all databases is a major challenge. OR-

CID serves as an essential unique identifier for authors, and DOI for publications. Un-

fortunately, Scopus uses its own Scopus ID and does not provide ORCID information in

the standard service. On the other hand, OpenAlex does provide ORCID data, but a

significant portion of this data is missing, rendering it less than ideal for merging with
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other data sources. Similarly, Research Software Directory, despite providing comprehen-

sive study data for Dutch institutions, including unpublished projects and software, suffers

from a high proportion of null values for researchers’ ORCIDs. This impedes the distinc-

tion between different researchers and hinders merging RSD data with other data sources

and requires translation each time new data is stored, adding time and complexity to the

data management process. This identifier translation involves frequent requests to Scopus

or ORCID APIs, slowing the overall system performance.

Accessibility to data is another limitation. Scopus data is only accessible via an educa-

tional VPN, which restricts access for researchers without this facility.

Moreover, the pybliometrics Python package provided by Scopus has a strict limit of

5,000 item results per week. For large-scale projects like ours, this limit is highly restrictive

(38). The Scopus data we currently use is a large, statically downloaded database of

metadata, meaning it will not be updated, which is a significant limitation for any web

application with a practical aim.

7.1.2 Algorithmic Bias

In the process of topic modeling, we encountered several important issues that could affect

our results. Initially, we attempted to classify topics using textual data from various

sources, including titles, abstracts, descriptions, and keywords. Despite implementing

rigorous data cleaning, stemming, and lemmatization procedures, the resulting cluster

names were unclear and difficult to interpret. To solve this problem, we chose to use the

Concepts List property of OpenAlex. However, since these concept words are relatively

fixed, this solution leads to a relatively rigid classification of topics.

Another challenge is the computational inefficiency of our algorithm. Since we use Ope-

nAlex data to classify each publication by topic, we need to send a large number of requests

to retrieve keywords for different papers and projects. This significantly slows down the

program, which can be a major obstacle for large-scale applications or applications that

require real-time analysis.

7.1.3 Database and Visualization Limitations

While Neo4j is a powerful tool for storing and querying graph data, it is not without its

limitations. A major problem is its high memory requirements for large graphs. When a

database consists of a large number of nodes and links, the performance of the database

creation and query functions may degrade, especially if unique identifiers are not available.
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If unique identifiers are provided, they can be used as constraints on nodes or links, acting

as indexes and thus reducing computational costs.

In addition, Neo4j relies on a single model (attribute graph model) to represent the data.

This may not perfectly encapsulate the complexity inherent in the ensemble network (41).

In addition, data processing to extract nodes and links from the database based on query

criteria is a challenging task that complicates the retrieval of complex network graphs.

Finally, the cloud storage capabilities and data sharing options offered by Neo4j are

more costly than traditional databases. These challenges underscore the need to carefully

interpret our results, and explore alternative or complementary databases and methods for

future research.

7.2 External Validity

External Validity relates to the extent to which the findings of this research can be gen-

eralized or applied to other contexts, settings, or groups (55). Several factors within our

study may influence the external validity of our results.

7.2.1 Data Scope

The range of data used in this study may limit its external validity. The data sources

we relied on, Scopus, OpenAlex, and RSD, while comprehensive, each have their areas of

focus and limitations.

For real-time network generation, we utilize OpenAlex’s real-time API, considering its

minimal limitations and speed, but this system operates separately from Scopus and RSD’s

datasets. Therefore, our results may not be fully representative or generalizable to other

academic fields, different databases, or co-authored networks from different periods. The

inclusion of other metadata sources has the potential to address some of the issues associ-

ated with academic fields or different databases. However, the challenge of reconciling the

different unique identifiers used by the various databases remains.

For example, co-authorship patterns and network characteristics found in other disci-

plines may differ from our study due to differences in research domains, collaborative

practices, and publication norms. In addition, our results may be influenced by the speci-

ficity of the databases we use. The results may differ if data from other databases are

used for the analysis. In particular, the completeness and accuracy of records vary greatly

across data sources. For example, a query of a particular author in Google Scholar may
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yield 47 research outputs, while the same author may be associated with only 12 publica-

tions in CrossRef and Scopus. The reason for this difference is that Google Scholar may

include unpublished works or incorrect information, while CrossRef and Scopus databases

may lack some records.

7.2.2 Tools and Techniques

The specific tools and techniques used in this study may also influence our findings. We

used Neo4j for database management, D3 for visualization, and topic modeling for data

analysis. These choices were based on our specific research needs. However, if this study

were replicated with a different author identification method or clustering algorithm, it is

possible that the results would be different. For example, different visualization tools, such

as Cytoscape, which provides additional community selection features, may show different

visual interpretations. In addition, the topic modeling algorithms we used may affect the

results of topic clustering.

7.3 Construct Validity

Construct validity refers to the extent to which the tools or measures used accurately

capture the constructs they are intended to measure. In our study, there are two key

constructs, namely the representation of the study topic through thematic modeling and

the description of co-authors in our chosen database.

7.3.1 Topic Clustering

We adopted n-gram and topic modeling approaches to cluster research topics, but these

techniques, despite being robust, are not infallible. Topic modeling assumes that words

used in the same context carry similar meanings, but this assumption may not always hold.

For example, words such as ’model’, ’project’, ’tool’, etc., may appear frequently across

various topic groups. Although these words have valid meanings, they do not contribute to

a clear distinction among topics. In addition, the same terms can be used differently across

disciplines. A case in point is "residual risk", a term usually used in the Economic and Risk

context, which showed up in a Medical paper where it referred to residual cardiovascular

risk (56). Similarly, the n-gram approach, while efficient, may fail to capture broader

themes that span multiple phrases or sentences.

These limitations might impact our ability to accurately represent the actual topics of

the articles. Moreover, the arbitrary nature of determining the number of clusters in topic
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modeling can result in overfitting or underfitting, meaning that the true nature of the

co-authorship network may not be accurately represented.

7.3.2 Representation of co-authorship

The representation of co-authorship relationships in our database is another important

construct. While our database captures certain types of collaborations, it may not fully

encompass the breadth of co-authorship relationships that exist in academia. For example,

it may not accurately represent multidisciplinary collaborations, collaborations between

different institutions or countries, or non-traditional collaborations, such as those between

academics and industry professionals.

In addition, it is worth noting that authorship and contributions are complex structures

that are not always fully reflected by co-authorship links. For example, an author’s position

in the author list may have different meanings in different disciplines, and some substantive

contributions may not result in co-authorship.

7.4 Conclusion Validity

Conclusion Validity is concerned with the reliability of the inferences made about the

relationships among variables based on the collected data. Given the complex visual-

izations generated from large datasets in our study, there is potential for bias or error

in the interpretation of the data and results. The interpretation of network structure,

cluster associations, and patterns may be subjective, and different node relationships and

distributions may vary between observers. In addition, complex visualizations may in-

advertently obscure important details or relationships in the data, leading to potential

misinterpretations. Therefore, we should be cautious in interpreting visual results and

drawing conclusions based on them.
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Conclusion

8.1 Summary of Objectives and Findings

We present an integrated framework for constructing and analyzing these networks, demon-

strating the utility of integrating data from a variety of sources and the effectiveness of

advanced network analysis techniques. The primary purpose of this study is to investigate

the creation, analysis, and repercussions of research collaboration networks, with a focus on

co-authorship networks, which pave the way for a deeper understanding of the dynamics of

collaborative research. Our investigation shows that meticulous data collection, cleaning,

and integration are the basis for building robust collaborative networks. Our investigation

reveals trends, patterns of collaboration, and intricate connections among researchers and

institutions, providing valuable experience for the field of collaborative research.

Studying collaborative networks has important theoretical and practical implications.

From a theoretical perspective, we confirm the utility and validity of using collaborative

networks as a powerful tool for analyzing and understanding research collaboration. In

terms of practical application, the results are useful for strategic planning of future research

collaborations. Our work can facilitate the identification of potential collaborators and thus

facilitate interdisciplinary research collaborations.

8.2 Future Research

Drawing from the lessons learned and the experiences gained in this study, we suggest the

following potential directions for future research:

• Broadening Data Source Usage: While this study primarily hinged on data from

Scopus, OpenAlex, and RSD, future studies could widen the scope by incorporating
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more data sources to capture a fuller picture of research collaborations.

• Counteracting Biases: There are potential biases in our study, such as those

introduced by topic modeling and co-authorship representation. Future research

should strive to address and further reduce these biases.

• Sustaining Networks in the Long Run: The importance of ongoing evaluation

and updating of collaborative networks is an important takeaway from our study.

Future research should develop strategies in promoting the longevity of these net-

works.

• Applying the Findings: Future work could focus on planning and managing re-

search collaborations to be utilized in real-world scenarios.

In conclusion, this study has greatly enriched the understanding of research collaboration

networks and hopefully, it will inspire exploration and breakthroughs in this field.
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