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VLAMG (2000-2004) &
VL-e (2004-2009)

Mission
To boost e-Science by creating an e-Science environment and
carrying out research on methodologies.

Strategy
To carry out concerted research along the complete e-Science

technology chain, ranging from applications to networking,
focusing on new methodologies and re-usable components.
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vl-e facts

budget 40 M, period 2004-2008

more than 20 consortium partners from industry and academia
director: prof. dr. L.O. Hertzberger

website: http://www._vl-e_nl

A&F Wageningen, AMC, CWI, DSM, Friesland Foods, FEI,

FOM AMOLF, NBIC, Nikhef, IBM, LogicaCMG, Philips Research,
Philips Medical, SARA, Top Institute Food and Nutrition,

TNO Kwaliteit van Leven, TU Delft, Unilever, UvA-IBED,

UVA-IvVIl, UVA-SILS, VU, VUmc, WTCW
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Rapid prototyping Environment

DAS2/DAS3 cluster is composed of 5 clusters located at:
University of Amsterdam (28 nodes), Multimedia lab in UVA (41 nodes),

Vrije University (79 nodes),

Technical University in Delft (64 nodes),

Leiden Institute of Advanced
Computer Science (23 nodes)

&

Data-Intensi
Sciences

Bioinformatics
1 Dutch Telescience

http://www.cs.vu.nl/das2/das2-machine.html

> MultinnedianN

http://www.cs.vu.nl/das4

Advanced
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University of Amsterdam
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Workflow management system
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The user interface of the WS-VLAM a
workflow management system developed
in the VL-e project to execute application
workflow on geographically distributed
computing resources

Deployed as service on DAS3, and BigGrid Clusters
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WS-VLAM workflow management system

e Follows the OGSA/WSRF standards.

e WS-VLAM workflow engine is implemented
as a WSRF compliant Web service.

e The engine supports the monitoring and
interactive runtime control of the application
workflows. It offers the possibility to
disconnect from a long running workflow
without stopping it.
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WS-VLAM Features enabled by Gt4

e Provide streaming facilities between applications executed
on resource geographically distributed

e Workflow provenance using history-tracing XML-based
provenance framework.

e Support the composition and the execution of hierarchical
workflows.

e Support for remote graphical output.

e Provides the detach/attach capability for long running
workflows.

e Provides a monitoring facilities based on the WS-
notification.

e Provides workflow farming possibilities.
o etc.

More features: http://staff.science.uva.nl/~gvlam/wsvlam/demos/wsvlam-about.html
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Workflow composition

. DistriomkiNwevkiiow
‘Management system

Workflow execution

Web Service Interface

OGSA DAL |::

| |

Web Service Interface

Grid JJ
Services

Engine

Workflow J
Web service

| |

Grid Middleware:
Data management

Grid Middleware:

Process & resource management

Network & storage Resources

Data Management Stack

Network & Computing Resources

Process Management Stack

Bob Hertberger keynote talk at 2nd IEEE Conf on eScience & grid computing , Amsterdam 2006



vl-e & virtual laboratory for e-science

WS-VLAM Engine characteristics

e Implemented as GT4 WSRF service

e Uses GT4 delegation service for security

e Uses GSI enabled, private VNC for Graphical
modules

e Uses notifications events provides by GT4 for
monitoring the execution
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WS-VLAM Engine: architecture (1/2)

Service host(s) and compute element(s)

___________________________________
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WS- VLAM Engine: archltecture (2/2)
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A three step execution
o Step 1: Create Delegated Gric

DIFrOCess
Credentials

e Step 2: Instantiate the workf

OW components

e Step 3: Monitor the workflow execution

Client Delegation RTSM RTSM Workflow
Service Factory Instance GRAM component:
oStep 1 { g
oStep 2 Il ] —

oStep 3 <

A
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Sequence-diagram

1. Create: delegation credential

Get the delegation credential EPR

. Submit workflow execution plan
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3. Submit workflow compo
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Get the RTSM instance EPR
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Get the notification events
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Sequence-diagram
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Current deplo

WSRF Services
- WS-VLAM engine
- workflow component repository

VLe Studio

o WS-VLAM composer
° VBrowser

o Semantic tools

v @ 511 A Aol

a8

SAW: Semantic Annotation for Workflow

Resources

CLAMP: Connecting LAnguage for Modules & Programs
HAMMER: Hybrid-bAsed MatchMaker for e-Science

% Computing Nodes

° Workflow c

. Grid Middleware - GT4

omponents

Experimental
Enviropment

Collaborative e-Science experiments: from scientific workflow to knowledge sharing
A.SZ. Belloum, Vladimir Korkhov, Spiros Konlouzis, Marcia A Inda, and Marian Bubak

JULY/ AUGUST, IEEE Internet Computing, 2011
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Stepl: Create Delegated Credential

GT4 Service Container

Create delegated
credential resource

Client

VLAM i

Credential EPR GRAM
returned
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proxy cert. i ,

Delegation
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Step 2: instantiates the workflow components
and Create a RTSM instance

GT4 Service Container eContact GRAM to

instantiates the workflow :
components i

VLAM |77 L 777777770
Client

orker nodes

EPR = End Point Reference

. *GRAM
e Request the creation RTSM instantiates the
e Pass delegated credential J workflow

/ components :
*RTSM instance EPR returned i
Delegation — ~, |
Credentia eAccess delegated ' \ :
. credential resource E

___________________________________________________________________________
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Step3: monitors the application workflow

GT4 Service Container RTSM instance subscribes

for notification events
from GRAM and Workflow
components
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N
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N
N

Contact RTSM
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notification events
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WS-VLAM communication library

Y/

—_———— / / VLAM-G module \
RTS | Resource Manager | /' ( \
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/ -
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\ 4 / - -
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Fie. 1. Run-Time System Architecture.

V. Korkhov et al. VLAM-G: Interactive data driven workflow engine for Grid-enabled resources,
Scientific Programming 15 (2007) 173-188 173 IOS Press
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WS-VLAM Wrappers

Java wrappa'; ’

JNI calls

os'podjal
rel*Su-podjar

Java virtual machine

spod inding

VLAM-G module
f Medule core )
L vimain() )
Input 4 VLport library ) Output
Pont | | CORBA connection handler | | ot
\l Datastream support (GASS, GridFTP) | | )

( [reoromenpn]
| Out File 1T

Legacy Output
Application Ports

Out File 2
Sandbox —/
Legacy Application Wrapper

V. Korkhov et al. VLAM-G: Interactive data driven workflow engine for Grid-enabled resources,
Scientific Programming 15 (2007) 173-188 173 IOS Press

Fig. 4. Port library component architecture.
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WS-VLAM communication library

1000
e Data transfer rate as a function T
of the data block size (average | ; i
of 10 measurements per each .
data-block

100 1000 10000

e with the deviation not —
exceeding 5 percent) e ioviport — G TP~ fast GRFTP

throughput, MB/sec

1 10 100 1000 10000
data size, MB

[—e—libviport —-m-—GridFTP ——&—fast gridftp

Fig. 7. Average performance of the RTS library on WAN compared with standard Globus data transfer tool.

V. Korkhov et al. VLAM-G: Interactive data driven workflow engine for Grid-enabled resources,
Scientific Programming 15 (2007) 173-188 173 IOS Press
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Support hierarchical workflows ...

« workflow components
can be composed of a
collection of other
components

* The advantage 1s now
both the composition
& the execution of
complex workflows
become easier

(T4 Conlainer Pre WS-GRAM |

(et availuble

modules ry




Step?2: instantiates the distribute"d workflow
components & Create a RTSM Instances

o\/LAM
oClient

UvA, Amsterdam June 2007 WS-VLAM Introduction presentation



Step2: instantiates the distributed
workflow components & Create a RTSM

o\/LAM
oClient
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List of applications developed using

WS-VLAM
e sigWin detector [Dr. T. Briet Micro-Array Dept-UvA]
o Affymetrix Permutation [Dr. T. Briet Micro-Array Dept-UvA]
e Omnimatch [T.P van der Krif UU/Leiden]
e wave propagation [Dr. F.N van de Vosse , TUE ]
° Bl ast [Dr. S. Olabariga, AMC ]
e gut microbiota [Dr. F.J. Bruggeman, CWI]
e Smart Infrastructure [Dr. C. Delaat SNE-UVA]
e Dynamic network control [pr. c. Delaat sSNE-uvA]
e GridSFE A, [Dr. E. Else TU Munchen]

More applications www.science.uva.nl/~gvlam/wsvlam/Applications
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¥ BiG Grid

the dutch e-science grid

More than one organisation

']

I &

BiG Grid

the dutch e-science grid

National Grid Initiatives & European Grid Initiative

e At the national level a grid infrastructure is offered to national and international
users by the NGIs. BiG Grid is (de facto) the Dutch NGI.

e The 'European Grid Initiative' coordinates the efforts of the different NGIs and
ensures interoperability

e Circa 40 European NGIs, with links to South America and Taiwan
e Headquarter of EGI is at the Science Park in Amsterdam

Jan just Keijser “Production Grid” Mater course, UvA-MSc Grid computing, Amsterdam October 2010
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Conclusions

o GT4 offers useful basic services to
develop a truly grid enabled workflow
engine:

— Delegation service & ws-notification
mechanisms proved to be very useful

o Separating the workflow composition
from execution suits better the Grid
environments
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