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  Vl-e “Information has become the fuel of 
our knowledge society, and our ability 
to digest, understand and share it  will 
determine scientific, economic and 
social progress”  
 



VLAMG (2000-2004) &  
VL-e (2004-2009) 

Mission 
To boost e-Science by creating an e-Science environment and 
carrying out research on methodologies.  

Strategy 
To carry out concerted research along the complete e-Science 
technology chain, ranging from applications to networking, 
focusing on new methodologies and re-usable components. 

www.vl-e.nl 



Rapid prototyping Environment  

DAS2/DAS3 cluster is composed of 5 clusters located at: 
•  University of Amsterdam (28 nodes), Multimedia lab in UvA (41 nodes),   
•  Vrije University (79 nodes),  
•  Technical University in Delft (64 nodes),  
•  Leiden Institute of Advanced  
    Computer Science (23 nodes).  
 

http://www.cs.vu.nl/das2/das2-machine.html http://www.cs.vu.nl/das4 
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Workflow management system 

•  Workflow 
management system is 
a computer program that 
manages the execution of 
a workflow on a set of 
computing resources.    

The user interface of the WS-VLAM  a 
workflow management system developed 
in the VL-e project to execute application 
workflow on geographically distributed 
computing resources 
 
 

Deployed as service on DAS3, and  BigGrid Clusters 



WS-VLAM workflow management system 

•  Follows the OGSA/WSRF standards. 
•   WS-VLAM workflow engine is implemented 

as a WSRF compliant Web service.  

•  The engine supports the monitoring and 
interactive runtime control of the application 
workflows. It offers the possibility to 
disconnect from a long running workflow 
without stopping it. 



WS-VLAM Features enabled by Gt4 

•  Provide streaming facilities between applications executed 
on resource geographically distributed  

•  Workflow provenance using history-tracing XML-based 
provenance framework.  

•  Support the composition and the execution of hierarchical 
workflows.  

•  Support for remote graphical output.  
•  Provides the detach/attach capability for long running 

workflows.  
•  Provides a monitoring facilities based on the WS-

notification. 
•  Provides workflow farming possibilities.  
•  etc.  

More features: http://staff.science.uva.nl/~gvlam/wsvlam/demos/wsvlam-about.html 



 
 
 
 
 
 
 
 
 
 
 
 
 

Process Management Stack 

 A WSRF enabled workflow engine 

 
 
 
 
 
 
 
 
 
 
 
 
 

Data Management Stack 

Network & Computing Resources Network & storage Resources  

Grid Middleware:  
Process & resource management  

Grid Middleware:  
Data management 

Workflow execution 

Workflow composition 
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Application Templates 

Web service 

  Web Service Interface 

OGSA DAI 
Workflow 
Engine 

Web service  

Workflow 
Engine 

Web service  

 Web Service Interface 

 
Application   
web service 

Distributed Workflow  

Bob Hertberger keynote talk at 2nd IEEE Conf on eScience & grid computing , Amsterdam 2006 



WS-VLAM Engine characteristics 

•  Implemented as GT4 WSRF service 

•  Uses GT4 delegation service for security 

•  Uses GSI enabled, private VNC for Graphical 
modules 

•  Uses notifications events provides by GT4 for 
monitoring the execution 
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A three step execution process 

Client Delegation  
Service 

RTSM  
Factory GRAM 

RTSM  
Instance 

• Step 1 

• Step 2 

•  Step 1: Create Delegated Grid Credentials  
•  Step 2: Instantiate  the workflow components 
•  Step 3: Monitor the workflow execution 

Workflow 
components 

• Step 3 



Sequence-diagram 
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• 4. Create:  
• RTSM instance  

• 5. submit:  
• jobs  

• 3. Create:  
• RM instance  

• 2. Submit Meta-workflow 
•  execution plan 

• Get the delegation  
• credential EPR 

1.  Create:  
•  delegation credential 
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Computing Nodes 
•  Workflow components  
•  Grid Middleware à GT4 

VLe Studio 
•  WS-VLAM composer 
•  VBrowser 
•  Semantic tools 
 SAW: Semantic Annotation for Workflow 
 CLAMP: Connecting LAnguage for Modules & Programs  
 HAMMER: Hybrid-bAsed MatchMaker for e-Science    
                 Resources  

Sara: National  super  
computing center 
 

Server  host 

Production Grid 

Experimental 
Environment  

Current deployment  

SRB 

WSRF Services 
  - WS-VLAM engine 
  - workflow component repository 



Step1: Create Delegated Credential 

VLAM 
Client 

RTSM 
Factory. 
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Step 2: instantiates  the workflow components 
and Create a RTSM instance 
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Step3: monitors the application workflow 
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Workflow components with graphical output 
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WS-VLAM communication library  

V. Korkhov et al. VLAM-G: Interactive data driven workflow engine for Grid-enabled resources, 
Scientific Programming 15 (2007) 173–188 173 IOS Press 



WS-VLAM Wrappers 

V. Korkhov et al. VLAM-G: Interactive data driven workflow engine for Grid-enabled resources, 
Scientific Programming 15 (2007) 173–188 173 IOS Press 



WS-VLAM communication library 

•  Data transfer rate as a function 
of the data block size (average 
of 10 measurements per each 
data-block  

•  with the deviation not 
exceeding 5 percent) 

V. Korkhov et al. VLAM-G: Interactive data driven workflow engine for Grid-enabled resources, 
Scientific Programming 15 (2007) 173–188 173 IOS Press 



Support hierarchical workflows … 

•  workflow components 
can be composed of a 
collection of other 
components 

 

•  The advantage is now 
both the composition 
& the execution of  
complex workflows 
become easier 



UvA, Amsterdam June 2007 WS-VLAM Introduction presentation 

Step2: instantiates  the distributed workflow 
components & Create a RTSM instances 
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List of applications developed using 
WS-VLAM 

•  sigWin detector  
•  Affymetrix Permutation  
•  Omnimatch  
•  wave propagation  
•  Blast  
•  gut microbiota 
•  Smart Infrastructure  
•  Dynamic network control 
•  GridSFEA,   

     

 More applications www.science.uva.nl/~gvlam/wsvlam/Applications 

[Dr. T. Briet    Micro-Array Dept-UvA] 

[Dr. S. Olabariga, AMC ] 

[Dr. F.N van de Vosse , TUE ] 

[Dr. C. Delaat  SNE-UvA] 

[Dr. C. Delaat  SNE-UvA] 

[Dr. T. Briet    Micro-Array Dept-UvA] 

[T.P van der Krif  UU/Leiden] 

[Dr. F.J. Bruggeman, CWI] 

[Dr. E. Else TU Munchen] 
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Other results of the VL-e project 

Jan just Keijser “Production Grid” Mater course, UvA-MSc Grid computing, Amsterdam October 2010 



Conclusions 

•  GT4 offers useful basic services to 
develop a truly grid enabled workflow 
engine: 

– Delegation service & ws-notification 
mechanisms proved to be very useful 

•  Separating the workflow composition 
from execution suits better the Grid 
environments     
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