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Mission and strategy

Mission
To boost e-Science by creating an e-Science

environment and carrying out research on
methodologies.

Strategy

To carry out concerted research along the
complete e-Science technology chain,
ranging from applications to networking,
focusing on new methodologies and re-usable
components.

www.Vvl-e.nl
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Mission and strategy

e e-Science /s building on achievements of Grid and other
supporting ICT...

®» To stimulate scientific applications to adopt e-
Science an infrastructure is needed!

e Frameworks like VL-e are providing basic services
which will hide computing resources and boost the
development of data and computationally intensive
e-Science applications on a large scale distributed
infrastructure...

Scientific
Application

» Application scientist can increase his productivity,
while focusing on his own science rather than on ICT
problems

www.Vvl-e.nl



Mission and strategy

e-science Applicatjgns
To achieve its mission the // / \4 \\

VL-e project has set itself
the following aims:

e create scientific prototypes
of application-specific e-
Science environments,

e develop a methodology for
re-usable ICT components,

e scaling up & validating in
‘real-life applications’,

e build up and transfer
knowledge on effectively
realising application-
specific e-Science
environments.

| Generic Virtual Laboratory
Large Distributed System

Knowledge Transfer & project
management

Scalling up & validation

www.Vvl-e.nl



Project organization

e Getting everybody onboard: Scientific
domain, Application developers,
middleware developers, system
administrators

o Getting the right
Infrastructure at the right
time

Data-Intensi
Sciences
Food
Informatics
Medical
Diagnosis and
Imaging
Biodiversity

vl-e facts

get 40 M, period 2004-2008
more than 20 consortium partners from industry and academia
irector: prof. dr. L. O. Hertzberger
website: http://www._vl-e_nl

A&F Wageningen, AMC, CWI, DSM, Friesland Foods, FEI,
FOM AMOLF, NBIC, Nikhef, IBM, LogicaCMG, Philips Research
Philips Medical, SARA, Top Institute Food and Nutrition

TNO Kwaliteit van Leven, TU Delft, Unilever, UvA-IBED,
UvVA-Ivl, UVA-SILS, VU, VUmc, WTCW

Bioinformatics

Dutch Telescience
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The virtual Laboratory layer

E-Science Applications [P1]

PSE PSE PSE PSE PSE PSE

Interactive Adaptive User Interface & Collaborative Virtual Lah. &
Problem Seolving | Information | Virtual Reality Information System
Environment Discloser based Application = Management Integration
[SP2.1] [SP2.2] [SP2.3] [SP2.4] [SP2.5]

Large distributed System [P3]

AA A A A A A A AAA A AAA

addresses research on the
required fundamental
knowledge of generic
virtual laboratory = =]
methodologies for e- g=
Science. Research in this == - -

programs line is carried o
In 5 independent sub-
programs

www.Vvl-e.nl
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Rapid prototyping Environment

DAS3 cluster is composed of 5 clusters located at:
e University of Amsterdam (28 nodes), Multimedia lab in UvA (41 nodes),
e Vrije University (79 nodes),

e Technical University in Delft (64 nodes),
e |Leiden Institute of Advanced
Computer Science (23 nodes)

o ]
University of Amsterdam
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VL-e PoC Environment

e The PoC infrastructure The PoC infrastructure _
consists of a wide variety hosted by the National sara
of resources and access super computing Center Rekenf;;;werk —
points, including: SARA

e |arge computer clusters

e storage space in near-line  VL-e PoC environment
* NL-Grid production cluster (SARA)

tape storage, v" 36 dual 3 GHz Intel Xeon nodes
e all accessible via grid and j é_be_eteSzraget_ t ,
igabi ernet interconnec

data management tools v' Stable production environment

= Access node
= Resource brokering
= |nformation services

* Tape library with capacity of 1.2 PByte

v Accessible as storage element (SE) through
the Dutch National Supercomputing Facility
‘TERAS/ASTER’

Data-Intensi
Sciences
Diagnosis and

Informatics
Imaging

Biodiversity
)
Bioinformatics
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From Rapid Prototyping to PoC

The stability of the PoC is maintained for the benefit of
the applications.

e Rigorous software Aopiicaton
engineering and testing PR
are implemented on a rpplicaton & N
dedicated “certification c.cumi
test-bed’,

Stable, reliablw H
Characteristics [Se{/ i ()2 Grid MW & Flexible, test envi Flexible, ‘u
e where the release el

candidates for the next N

Test & Cert. Virtual Lab.
H Usage Application development Grid MW & VLsoftware | rapid prototyping
version Of t h € P O C are Compatibility (interactive simulation)

NL-Grid production cluster \ )
eva | uate d . e Central mass-storage facilities R:L‘;g;‘:‘ Fc‘:bu;'fe, DAS-2, local resources
latform + ne
e Release to the PoC at IargeE"_ ts S Lo Rapit
is scheduled at fixed e o

regular intervals
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Outline
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knowledge society, and our ability to
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Let us Start with an UvA-Slide: Virtual Laboratory
for eScience

JNIVERSITY OF APPLIED SCIENCES

FH AACHEN

oxNl
Cal

In VL-e: model both computing tasks and human activity based processes, i
and model them from the perspective of an entire lifecycle. It tries to support
*Collaboration in different stages

«Information sharing

*Reuse of expenment
© FH AACHEN UNIVERSITY OF APPLIED SCIENCES 28, Februar 2011 | 3

Stepl: desthepZ: performing Step3: analyzing SUCCEsS
an experiment fhe experiment the experiment |
! results !
| Scientific Workflow Management !
i Systems i
| Process Flow | < :>l Process Flow
i Template : Taverna, Kepler, and Triana: : Template i
i ' model processes for computing tasks. ! E
i PFT in VLAMG PFT instances in VLAMG >
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Experiment Lifecycle

« Experiment Pipeline - a collaborative
planning and execution process that may
create a new experiment

Experiment
development

Get user feedback Release
and start a new developed
iteration exper/ment

User erlment Experiment
feedback ‘ 5 frecycl repository
Submit user Browse

feedback to repository and
developers choose experiment

Experiment
execution

Taken from Virolab Project
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Complex Scientific experiments model

(1)Problem (2) Experiment
investigation: Prototyping:

. Look for relevant problems e Design experiment workflows

. Browse available tools e Develop necessary components

. Define the goal -

. Decompose into steps / \

1L [ epmrores L L

\

(4) Results ) Experiment
Publication: | — Execution:
e Annotate data e Execute experiment processes
e Publish data e Control the execution
e Collect and analysis data
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Workflow

e A workflow is a model to represent a
reliably repeatable sequence of
operations/tasks by showing explicitly the
interdependencies among them.

Human transcriptome map

= SigWinPlotGrace =

= = LocalFileWriter

SigwinSelect

]
] n
| Rank L SWMedianProb ]

LocalFileReade

||
. Sample2Freq E | FDRThreshold W
|

= ColumnReader o

SigWin-Detector workflow has been developed in the VL-e project to detect ridges
in for instance a Gene Expression sequence or Human transcriptome map
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Workflow management system

w o r kfI o w 000 VL-e WMS: Welcome to the WS-VLAM Ct

..........

File View

management systemis g " "
a computer program that §
manages the execution of
a workflow on a set of

HE ]

¥ LocalfileMriter

vvvvvvvvvvvvvvvv

iiiiiiiiiiiiiii

llllllllllllll

EPR is set to:<Del dEPR xsi:type="ns1:EndpointReferenceT

- ype" xmins:xsi="|
s1:Addre: utedURI">https://146.50.22.71:8443 /wsrf/services /Del
s1:Refere 'ns 1:ReferenceProperties Type">

n s1:Deleg ns:ns1="http://www.globus.org/08/2004/delegationService">f21
/ns 1:Ref
5 1:Refe ters xsi:type="ns1:ReferenceParametersType"/>
/Delegated|

The user interface of the WS-VLAM a
workflow management system developed
in the VL-e project to execute application
workflow on geographically distributed
computing resources

Deployed as service on DAS3, and BigGrid Clusters VL-e project 2004-2009
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The Application Workflow ...

Developed in the context of the

Ridge-O-grammer Application use case L - |
by Micro-array department UvA A SN Ai

rrrrr

Human
transcriptome
map

DNA curvature
of the
Escherichia coli
chromosome

Temperature in
Amsterdam
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(1) Problem investigation

e Tools to improve re-
usability, and share

of expertise. These
¥ A\

tools should allow: /f?}

— Advanced search ) h
capabilities ﬁi}%’&iﬁf

e HAMMER: Hybrid-bAsed
Match-Maker for E-
Science Resources
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(1) Problem investigation

p -
¥ | Virtual Laboratory for eScience - O X

e Tools to improve re- E."e;i;w 0 )0 ajaale

o= [ Default module set

Of expertise. These ¢ [ Local maclule set
tools should allow:

Input parameters

Output parameters

— Advanced search
capabilities

1T
‘ Generate All File H Generate Config File

L R

Load new Web Senvice as YLE Module

o Web SerVICe HarveSter Load new Web Service as YLE Module
(RPC Style WSDL)

0.01 [0/ oMb
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(1) Problem investigation

Input \ﬂOutput - Connection
e CLAMP: Connecting o

LAnguage for Modules T
and Programs

. Workflow L |

e Tools to design new E— |
components. These | | |
. - Composite ~ Module Parameter

tools should allow: / | Module |
L DA R

- Speedup and simplify d - |
the design of the new t\ﬁ W T |
components - \ |

|

|

I

Figure B. Layers of worki
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(2) Experiment Prototyping
Grid Enabled workflow management system

i

: ml - VL-e WhS(Editing) (= B[]
e Tools to speedup and | ¥

simp|ify building (njs|aj]| ) e [2)eEEQE aa]a]e 30

A DENENTL =

prototypes. These el :

o~ [ Converters — : SigWinSS -
tools should allow: B

d o o
o= [ Connectors

[

H 1 1 edian "
- Combine existing 7 G0 stdngindows o
software components cQoemeic | B Swhedianprob B
o [ System_Inteqration-§¥
< i [ 1] -
- Seamless access to i sl PR
computational and storage remocton Nor Tovmodon
resources. [roumetsy

Host Name fs2.das3.scienc

vy S le2F
- ample2Freq *

Instance ID 47135558

< M [ [»

rank
Rank)

S E
(S

(Sg}fr_atz Opening file Delegation EPR is setto:<DelegatedEPR xsitype="
=ns1:Address xsiitype="ns1:AttrihutedURI"=https:iipc-viah19.sc

=ns1:ReferenceProperies xsitype="ns1:ReferenceProperties

nnnnn

ae [ Dl
I8.3701171875/11.33203125Mb
http:/ /staff.science.uva.nl/~gvlam/wsviam

Proxy Time Left : 11:56:20 |
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(2) Experiment Prototyping
Grid Enabled workflow management system

| ¥ Virtual Laboratory for eScience
File View

e For Application developers a|s[e][o]»[0] [a[a[a]e

[ VLEModlules
o~ [ Default module set

—  API for JAVA, C/C++, PYTHON, ||+ Sucrmse

9 [ Generic
- Data Streaming capabilities R
[ filewriter
e End-users (scientists) Workflow
Components palette “fileReZiEy

- Workflow monitoring P —

- Drag-and-drop composition Repostary N fieReader

~  Hierarchical workflow creation | s
- User in the loop

— Detach/re-attach capability ‘ iR fiﬁfr?#é?‘ream

Composition panel

Monitoring console
Property panel

|I].I].1 I9.I]95?I]3125f12.?7734375Mh

http:/ /staff.science.uva.nl/~gvlam/wsviam
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Workflow composition

. DistriomkiNwevkiiow
‘Management system

Workflow execution

________________________________________________________________________________________

Web Service Interface

) Workflow
Gr'_d J_| Engine J
Services

Web service

Grid Middleware:
Process & resource management

Web Service Interface

OGSA DAI

| |

Grid Middleware:
Data management

Network & storage Resources Network & Computing Resources

Data Management Stack : Process Management Stack

Bob Hertberger keynote talk at 2nd IEEE Conf on eScience & grid computing , Amsterdam 2006
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(2) Experiment Prototyping Semantic tools

e Tools to imp_r(_)ve sharing Workflow Layer ' Semantic Layer
and re-usability. These W L i
tools should allow: — I
-{ Composte - Module /1 Parameter |
. /| Module
- Annotate and publish | | 2
the designed experiment | / Yow |
prototype (V= m
e SAW: Semantic \.T _'l: |
Annotation for Workflow |
and workflow Input \ﬂOutput ﬂConnectmn | ,
components N | Runtime
¢ | | | [ogie;
IHJ Qutputs, Effects. Preconditons |

Figure B, Layers of workflow descriptions,

http:/ /staff.science.uva.nl/~gvlam/wsviam
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e Tools to improve sharing
and re-usability. These
tools should allow:

— Annotate and publish
the designed experiment
prototype

e HAMMER: Hybrid-bAsed
Match-Maker for E-
Science Resources

File Edit View History Bookmarks Tools Help

@ v c {al [ 5% | http:/ipc-vlab19.science.uva.nl:a081 fws- 7.7 ' /7

|2 Most Visited ’ Getting Started | | Latest Headlines

DESCRIPTION
overview

= |
HOW-T0s % WS-VLAM HAMMER
I

VWo-

Quick Description

his page provides an interface to a semantic workflow matchmaker, developed
within the YL-e project. The interface allows scientist to advertise and discover
workflow descriptions. In order to advertise, the scientist must create a OWL-S
Profile (version 1.1) of the workflow and, then, 'publish' it in the HAMMER repository

wo query funtionalities are available to discover resources from the repository, It
is possible to create simple keyword queries or, define an OWL-S Profile to describe
he capabilities expected in soughted resources. The discovery page submits the
request to matchmaker, which will attempt to locate the appropiate descriptions.

> Publishing Page

> Discovery Page

Copyright @ 2005-2008, UvA and Contributors, All rights reserved.

& Next 4 Previous & Highlight al [[] match case

X Find: | problem

Done

http://elab.science.uva;nl:8081/ws-hammer/
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(3) Experiment Execution Virtual resource
Browser

e Tools with intuitive
interface allowing end

users (Scientists): anquzintg thelt
7 @ experiment resulls

a2
L)

— Find results: access P;\GL%%@
resources to manipulate data %g/‘ {/
7 RN
- Re-start experiment and — 1
monitor its execution
Perform more = Z=
experiments
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vl-e &

(3) Experiment Execution VLE-WFBus

e Tools to improve

- -y performing
interoperability the
among various experiment

execution platforms.

— Recognize different
workflow descriptions.

- Coordinate the execution SR s
of workflows, and
monitor their execution.

1

)

\

1

)

)

1

- “

-

BEE Comm o e
ik
==l ‘_
_l_‘

e
s

e e
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(4) Results Publication

e Tools to improve
share of expertise.
These tools should

allow: @ "\

- Annotate and publish success E._,
data, workflows, etc

e HAMMER: Hybrid-bAsed publish
Match-Maker for E-Science
Resources (at the project
level)

e MyExperiment: (at the
community level)
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(4) Results Publication

experiment o
Home

e Workflow can be invoked form
other systems

o Workflow can be made available
to entire community (using Web
2.0 approach)

ssssss e

WS-VLAM composer

Human transcriptome map

[ — ————— ]
A
Y C—
{ Q N
Padk \
A AN
£ -8
Y

DNA curvature of the Escherichia Coli chromosome

Marcia A Inda, Marinus F van Batenburg, Marco Roos, Adam SZ Belloum,
Dmitry Vasunin, Adianto Wibisono, Antoine HC van Kampen and Timo M Breit
SigWin-detector: a Grid-enabled workflow for discovering enriched windows of
genomic features related to DNA sequences, BMC Research Notes 2008,
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Example of Comp

ex eSci

VLe Studio

¥ @ 3 R NDiK
o WS-VLAM composer WS- g@
. VBrowser e-Studio

° Semantic tools

SAW: Semantic Annotation for Workflow

CLAMP: Connecting LAnguage for Modules & Programs
HAMMER: Hybrid-bAsed MatchMaker for e-Science
Resources

J

Computing Nodes
. Workflow components
o Grid Middleware > GT4

Server host

WSRF Services
- WS-VLAM engine
- workflow component repository

ara: National Supe
computing center

Experimental
Enviropment
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Outline

VL-e project
Mission & Strategy
Infrastructure

Workflow an approach to model
experiments

Successful stories

Rollout

FoIIow—up “Information has become the fuel of our
knowledge society, and our ability to
digest, understand and share it will
determine scientific, economic and
social progress”
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sigWin detector

application that takes a sequence of numbers
and a series of window sizes as input and
detects all significant windows for each
window size using a moving median false
discovery rate (mmFDR) procedure.

A significant window is a window in the input
sequence for which the median value is
significantly higher than expected, if
assumed that the ordering of the numbers in
the input sequence is random.

Human transcriptome m

discovered RIDGE

[developed Micro-Array Dept-UvA]

The results of a SigWin-detector analysis are
summarized in a ﬂraph called SigWin-map. In
the special case that the input sequence Is a
trancriptome map, the significant windows are
called RIDGES and the output graph is called
a RIDGEOGRAM.

SigWin-detector runs under the WS-VLAM
workflow management system.

[sXeXe) VL-e WMS: Welcome to the WS-VLAM Composer ...
File View
I rFel[s[GEEA A [a[a[a[¢] (3]0

| Default module set

1
| modul % 3 soviiocace ]
dmodleset L i

wwwwwwwwwwwww
;;;;;;;;;;;;;;;

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

ns eType” xmins:xsi="]

+//146.50.2.71:8443 /wsrf/services /Del
Properties Jype">

:/ [woww.globus.org/ O/ 2004/ delegationService">f21

<ns1:ReferenceParameters x:
</DelegatedEPR>

Proxy Time Left : 11:59:22| [o/0mb

VLAM composer window

DNA curvature of
the Escherichia

Coli chromosome

Temperature in
Amsterdam

Ridgeogramer

Human transcriptome map

VL-e project 2008
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Affymetrix Permuta

tion-based Probe Level

Estimation

Goal: Because of its cost, microarray experiments are
frequently designed using a relatively small number of
biological or technical replicates. This can result in low
statistical power when the number of differentially
expressed genes is inferred.

This work investigates whether the statistical power of
Affymetrix experiments can be increased, without the
need to increase the number of hybridizations.

Permutation tests are

CIEIRA A RE N (ElI=N=]0N

[developed Micro-Array Dept-UvA]

Plan: In Affymetrix microarra}/s, specific genes and
transcripts are reported by different short oligonucleotide
sequences or probes. Gene expression is generally
estimated in a two-step procedure

The proposed approach skips certain steps and use the
individual probe values as input in a gene specific mixed
effect ANOVA model.

In this new approach, Probe appears as a factor nested
into the factor Chip.

[x=]

computationally intensive
(1000 Eermutations per
gene). For large experiments,
the in-built feature of running
R/MAANOVA in a single cluster

uuuuuuuu

B fiewriter

Step 1: Fit model

Group i:
Probe-sets
of size N,

Fitted
model for
Group i

’

=>

fitmaanova(group i)

may not be enough.

mmmmmmmmmm

fleReader

iooinRer
56

Step 2: Farm permutations (P jobs x M permutations
permutations)

‘‘‘‘‘‘‘‘‘ —

total number of

ﬂﬂﬂﬂﬂﬂﬂ

aaaaaaaa

[
mates grid pemut(group i, nperm) JJ @

4

Step 3: Coalesce F statistics

Total

b
i)

W o e
(i

m_tar il W
Jeman - - GriMatest-Coneat
fobs_ fie W

s

F statistics

Coalerse F statistics for Group i

i

vle

Provy Time Lot 114300

5
Bttio025 108503750

A.S.Z Belloum et al. "Collaborative e-Science experiments and scientific workflows”, accepted for

IEEE Internet Computing
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Hle View

B C:\myviam\workflows\matest-obs,wim. i - VL-o ViS(Editing)

HEEEIDEDIDEEE

¢ £ syster
¥ S oenerc

0 fartar

¢ CIRmasnova

5 anrc.

File View

Itegraton 3P25

g
[ mewrier-ur

¢ EIBlontomatcs-P1 5
[ oridwatest-Concat

[ raatest otz
[ oramatstperm

1B C:\myviam\workilows\matest-perm,_wim.xml - VL-& WIS Editing)

a|ala]2| (3]0

= o
B i)

§ -

 mewrite)

Problem investigation

Default parameters

— - — ~—
— -

Owner

Manova application

J | Literature: Multivariable ANalysis Of VAriance procedure

[ oetaut mocue set
3 Local mode set
7 3 System_nteqrtion P26
3 oeneric
D) feReaser
[ vz
D fewier
¢ C Biinformatcs-gP1 5

B C:nyviamworiflows\matest.concat_wimanl
File View

BB EEIDEIDIREEIEEY

VL-2 WS Editing)

i B )

& [a]a]a]e] [5]0]

Grdatest perm f.

A nlewriter

nlewiter |

4

[ Defautt mogule set
¢ 3 Local module set
9 £ 9ystem_integraton-5p25

BRI EOIREEE

Experiment Prototyping

Test data sets med.dat
_— & med.design
—
s
fonsnc — — —
,_ ™™ =~ -~
~

run: Manova-test
(Fit model)

|

R

data.Rdata?

* Matest.Rdata? __

* Matest.time?

¢ (3 Generic ' A v, ‘R:
- X )
[ eReacer % Gramatest Concat poof
[ fewteraur u
D v - B - ol
¢ CIBiinfomatos-591.5 fleReader B B rewiter oo =
+ £ Rmsanova
) orawasst-Concat
D erietestons
[0} GrioMatest-Perm Dl
o (3 ceneic = =
Parametr | Descripton |
Woaus | | Ouwpw |
HostNare fi2aesasoincemant || |<nst Retoencepraperos- u
i st
nstance 1D DeiegatsupR> L
. g1e st rsu
Thlenar) (file) Opening file =
abs fle R loo_fle
ile) (i)
opening e
openinatie S
il i Dol

Proxy Time Left: 11:49:00

B41140625/108593750b

Experiment Execution

N\

Permutations files™
fperm.Rdata

~

Manova result files |

~

run: Manova-Permutation

(Farmed permutation)

N
he |

Collect: Observations,
Annotations, provenance
information

A

a Voo

run: Manova-concatenation
(Coalesce F statistics)
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Use of Omnimatch for template matching of 3D

electron microscopy reconstructions
[Application developed UU/Leiden)

Goal. Omnimatch allows to locate specific Prototype: create a workflow which collects data file
templates in 3D electron microscopic stored on geographically distributed storage. Stage them
reconstructions (tomograms) of biological on the targeted computing resource. And execute the
samples. This is useful either to draw specific Omnimatch software. The output of the experiment is
structures (for examples tubules in a cell) in a stored on permanent storage systems specified by the
tomogram or to compute averages of these end-users. e
Sp e CI IC stru Ctures. [ NAMMER:Ansemmnc—busedworkﬂw‘wmu(ch—muker1D|scmfry‘litjjwcej\—Wmdnwshln(erneﬁExp!urer H@piﬂ cls[elz]| cfe| [s[e[a/aaln [a[a]a]e][a]o

=

Monitoring: The Omnimatch workflow can be remotely monitored at
both workflow level and component level. Workflow components
developed for this experiment are stored in a shared repository and can
be downloaded

Workflow components can be semantically annotated to enhance the
search phase

At run time workflow components are deployed on the target host and
executedtd input, std output, std error, and any graphical output can be
retrieved and displayed on the end-user

workflow composer

f7i7is7s/153.625M

>< Monitor Execution

<]

fileWriter:34805355 | fileWriter568127242 | mrc2em:1433996281 | mrc2em:1679248651 |
i 71

fileReader: 162320353 fileReader:315320908 1 27244018

Std Out | Std Err | Module status |

Default |  omnimatch:718320674 |  em2mrc303540420 |  em2mrc1432970530 |

JCN=Victor Guevara Masis

ar/7 1832067 4WABYUp/em_image
/71832067 4NZNwXS5 fem_image
320674ME4nOL/pst.em

r/7 1832067 4NcUMr/m,

147483648, -2147483648 , -2147483648 - dim FFT 128
ne of the dimensions! Choose smaller and restart!

Get Standard Error

Jhome2 fyguevara/ wsviamjvar/7 1822067 4TMgs87 foutput_file.ang : Cannot open file

(q

View Graphical Output

workflow monitoring interface
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wave propagation model applications

[Biomedical engineering Cardiovascular biomechanics group TUE]

Measurementis
I\DE'I DEtances

Input parameters Wave propagation model Output paramotors | Estimated parameters

= v - comesponding o the
m_%q: ——’C)—’ best fit

£ I final
¥ameter optimizatio
&2 = g(e) |

©
wave propagation model of User_tIntgL_ll:]face to ctc_>mbofssgwmo;rl{?lovgg(top;i;iulahuij:ﬂ)ﬂ,(:;SW
1 monitor the execution of the farmed workflows (to
blood flow in /arge vessels left), and monitor each run separately (bottom Ieftg

using an approximate velocity  data cow
profile function: , ,

a biomedical study for which
3000 runs were required to
perform a global sensitivity

analysis of a blood pressure
wave propagation in arteries

EGI/BigGrid technical forum 2010

C. Leguy, Bosboom, F.N.V.D Vosse, A.S.Z. Belloum, Query interface for the provenance data collected
A. Hoeks “Global sensitivity analysis of a wave from 3000 simulations of the “wave propagation

ropagation model for arm arteries”, to be published  model of blood flow in large vessels using an
ournal of Medical Engineering Physics approximate velocity profile function
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Blast Application

[Department of Clinical Epidemiology, Biostatistics and Bioinformatics, AMC ]

fileReader Ml B fileWriter

B SffT oF'I L | fileWriter

. tternM
attern!
1 p:
| | ..
fileReader M ] blast | fileWriter

fileReader M

The aim of the application is the alignment .
of DNA sequence data with a given
reference database. A workflow approach is
currently followed to run this application on
distributed computing resources.

For Each workflow run e ke

The provenance data is collected and stored Web Server et
following the XML-tracing system
User interface allows to reproduce events

that occurred at runtime (replay mode)

Independent

. nstarce framework
User Interface can be customized (User can
select the events to track)

User Interface show resource usage ’ = o e
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workflow integration in biology model tuning
[system biology group, CWI ]

The simulation implements a spatially

explicit, computational model of
the gut & its micro-biota.

Given the local environment of cells
and cell-specific metabolic
network, the growth and uptake
rates of metabolites are calculated
at each time-step for every cell
using a Flux Balance Analysis.

The approach

e The application is modeled as a

workflow in WS-VLAM to handle *

parameter sweep search using
bigGrid resources

e User is able to execute, monitor

and interact with on-going
experiment

)

Biology system simulator

Bio entity | |Bio entity K

N,/

Environment

with different parameters)” |

51753

0 02 04 06 08
Relative Chemotaxis at Cell Interfaces (X¢¢ /Xcm)

Bigri project 2011
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Dynamic network control in distributed
computing [SNE-UVA]

y s
i t
\ experimen ,m / \

WS-VLAM — workflow execution environment P - - .

coordinates the execution of distributed Apps : ridBroker NetOS 4 - Broker manages the computational
-CPU -Topology resources; _

1 - User deploys an experiment: application & \_-Storage -Bandwidth 5 - NetOS programs the networking

basic infrastructure requirements: \ 7 infraslruclure of distribuled syslem:

2 — WS-VLAM maps the experiment using
Actuator onto available distributed resources WS-VLAM
as detacted by Profiler; =) =3
3 - Control loops may occur in which WS- feny e
VLAM is a controller to adjust the resources _ACs |

such as to solve the applications demands L]

Each node:

« supports the applications running under
WS-VLAM supervision

« provides the application-specific network
services through application-components
ACs supported by network elements NEs.

N /

regardless ol lhe environmenl changes:

T
|

— |::::] 10.1.027 = | 000X ey
> g ! = Uandwects aynamice
Sron wiazw | I E | winie an
—1 =" e @_ ' ‘ . ' e ——
10.1.0.31 S .1.0.32
= §' DAS6 | bl —
AQT 10,1053 10.1.0.34 . |
DAs7? | ] = LR ] ass g .1
] = |E
NetOS control loops 2 il :
ey [T A
1010033 T 1010034 S 20| nfoy ATy [ 1 bt
= : }
I I | \
; > I H STE— 1| e———— I
10,100,030 =z 2 1010037 1> i LV O .ﬂ i =" ,an_. l 'L.”"' St
winnx | a S [0 | i L
a = 5 1o 415 =20 25 W0 I3 40
10.10.0.27 - 10,1102 e

SC 2009, Portland
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Smart Infrastructure for VLBI Software

WS-VLAM - workflow execution environment
coordinates the execution of distributed Apps

1 - User deploys an experiment: application & basic
infrastructure requirements;

2 - WS-VLAM maps the experiment using Actuator
onto available distributed resources as detected by
Profiler;

3 - WS-VLAM is a controller to adjust the resources

such as to solve the applications demands regardless

of the environment changes;

Correlation
[SNE-UVA]

WS-VLAM ’__O Scheduler |

-
-

-

| Actuator | | Profiler
-ﬁ- 4 - Broker manages the computational

resources;

5 - NetOS programs the networking

infrastructure of distributed system;

Y

expefiment

o

GridBroker
-CPU

-Storage

NetOS
-Topology

-Bandwidth

Each node: supports the applications
running under WS-VLAM supervision

Correlation nodes

SC 2010, New Orleans
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Smart Infrastructure for

VLBI Software

Correlation

Grid On-demand for workflow execution

[SNE-UVA]

TSM

Web Access

e Workflow execution on Grid
and Cloud resources

2119 GRAM

e Application urgent Schedulr
computing
e Runs simultaneously on
Grid on Demand
clusters (DAS-3, TNO oo

DHCP IP internal and External

Cloud, SARA Cloud,
Amazon EC2 Cloud)

Compute Node (on demand)
DHCP IP internal

WS-VLAM |

Globus Access ~ HTTP GET/POST

\Tps:llui.clwd.sara.nl

SARA Cloud Controller

Internal LAN .1
Start/Stop

ssh for config XMLRPC
Head Node
"""""" /‘/,’ NN
I ‘ I A [ |
S | ComputoNoce
\‘ ———————————
1
\
== m——f-- | \‘ po=t====== |
| Compute Node | | Compute Node |

______________________

______________________

Internal LAN

SC 2010, New Orleans
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List of applications developed using

WS-VLAM
° sigWi N detector [Dr. T. Briet Micro-Array Dept-UvA]
o Affymetrix Permutation [Dr. T. Briet Micro-Array Dept-UvA]
e Omnimatch [T.P van der Krif UU/Leiden]
e \wWave prOpagation [Dr. F.N van de Vosse , TUE ]
e Blast [Dr. S. Olabariga, AMC ]

e gut microbiota [Dr. F.J. Bruggeman, CWI]

e Smart Infrastructure [Prof . C. Delaat SNE-UvA]
e Dynamic network control [prof.c. Delaat SNE-uvA]

More applications www.science.uva.nl/~gvlam/wsvlam/Applications
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publications in international journals
and conference proceedings

Project level

e number of publications in int. journals and conference
proceedings (319)

e number of presentations at int. conferences is (294)
e The number of completed PhD theses (18).

Sub-program (Virt Lab integration & workflow)

e number of publications (34)
e demos: SC, EGEE, EGI, ICT delta.

http://www.vl-e.nl/frame_home.htm
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¥ BiG Grid

the dutch e-science grid

More than one organisation

']

I &

BiG Grid

the dutch e-science grid

National Grid Initiatives & European Grid Initiative

e At the national level a grid infrastructure is offered to national and international
users by the NGIs. BiG Grid is (de facto) the Dutch NGI.

e The 'European Grid Initiative' coordinates the efforts of the different NGIs and
ensures interoperability

e Circa 40 European NGIs, with links to South America and Taiwan
e Headquarter of EGI is at the Science Park in Amsterdam

Jan just Keijser “Production Grid” Mater course, UvA-MSc Grid computing, Amsterdam October 2010
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¥ BiG Grid

the dutch e-science grid

Nikhef (NDPF)

2500 processor cores
2000 TByte disk
' 160 Gbps network

SARA (GINA+LISA)

4800 processor cores
1800 TByte disk
2000 TByte tape

161 Gbps network

L
5 RUG-CIT (Grid)

%:

33 120 processor cores
33 8 800 GByte disk

> as D Gbps network

Jan just Keijser “Production Grid” Master course, UvA-MSc Grid computing, Amsterdam October 2010
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The follow-up project

COMMIT

Home
WHAT'S NEW
Projects ABOUT THE COMMIT PROGRAM
Mews Letter The COMMIT program brings together leading researchers in search engines, parallel
. . computing, databases, interaction in context, embedded systems and knowledge
Organization
technology.

Contact and Route

DOWNLOAD THE PLAN OF THE PROGRAM
The COMMIT program plan can be downloaded?hereé

OVER HET COMMIT PROGRAMMA
COMMIT is het enig resterende publiekprivate onderzoeksprogramma in de ICT.

Het is groot: er gaat in het totaal 100 M€ in om, waarvan 50 Miljoen subsidie. Er zijn 10
kennisinstellingen en 70 bedrijven bij betrokken. Voorbeelden van deze bedrijven zijn
Philips, TNO, Chess Engineering, Thales, ANP, Beeld en Geluid, en vele andere hightech
Midden- en Kleinbedrijven.

Doel wvan COMMIT is het verbreden en versterken van de Nederlandse
kennisinfrastructuur in de ICT en bedrijven beter geschikt maken voor de
internationale competitie door de beste wetenschappers te verbinden met het
hightech bedrijfsleven.

Er zijn 16 projecten, waarin 10 universiteiten, 5 technologische instituten, en ruim 80
Midden- en Kleinbedrijven en grote Nederlandse bedrijven participeren. Ongeveer 10%
van het onderzoeksbudget is gereserveerd voor toekomstige projecten die de
samenwerking tussen de huidige 16 projecten versterkt.

Het COMMIT programma richt zich op ICT doorbraken voor
maatschappelijkeconomische urgente kwestie in health & well-being, science, public
safety, en informatie bedrijven.
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The follow-up project

e A work package dedicated to study
Workflow Sharing and Reproducibility

e aims at developing methods enabling
workflow sharing and reproducibility of
results.

e To enable the sharing of workflows, and
make science reproducible, novel methods
are needed to enable semantic annotation of

workflows and collect provenance
information
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The follow-up project

e A work package dedicated to study Workflow
Process Modeling & Management

e investigate the challenging issues in modeling
and integrating workflow processes of
complex experiments such as:

— achieving reusability cross multiple workflow
management systems,
— provisioning both computing and network

resources required to sustain CPU and data
intensive applications workflows
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