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Those who own data own the future” 

   Yuval Noah Harari
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• Acquire understanding of the system as a whole by “ the analyses of individual 

phenomena and the integration of different, interdisciplinary sources of knowledge about a 
complex system”

Foster, I., Kesselman, C., Scaling system-level science: Scientific exploration and its implications. IEEE Computer 39 (11) 
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Questions to be “answered” in this talk …

• Why do we need more and more computing 
power?

– Does more CPUs imply faster execution time?
– Do you always need a super computer 
      to run programs faster?

• What is Big data?

– A Terabyte of Storage Space: How much is it?
– How much does it take to sort one Terabyte?
– How much does it take to move Terabyte/Exabyte over 

the internet?

• How can we build system beyond Supercomputer 
“Cloud system”?

• What is the connection between AI 
       and Bigdata?
• …

Source https://www.top500.org/statistics/perfdevel/ 

https://www.top500.org/statistics/perfdevel/


Big data Era

• “ We have to do better at producing tools to support the whole research 
cycle—from data capture and data curation to data analysis and data 
visualization. Today, the tools for capturing data both at the mega-scale 
and at the milli-scale are just dreadful. After you have captured the data, 
you need to curate it before you can start doing any kind of data analysis, 
and we lack good tools for both data curation and data analysis.”

• “Then comes the publication of the results of your research, and the 
published literature is just the tip of the data iceberg. By this I mean that 
people collect a lot of data and then reduce this down to some number of 
column inches in Science or Nature—or 10 pages if it is a computer 
science person writing. So what I mean by data iceberg is that there is a 
lot of data that is collected but not curated or published in any 
systematic way. “

Based on the transcript of a talk given by Jim Gray

to the NRC-CSTB1 in Mountain View, CA, on January 11, 2007

• Storage
• Processing 
• Movement 



Big Data

• YottaByte (YB) = 1024 Byte 

• ZetaByte (ZB) = 1021 Byte 

• ExaByte  (EB) = 1018 Byte 

• PetaByte (PB)  = 1015 Byte 

• TeraByte (TB) = 1012 Byte

• GigaByte (GB) = 109   Byte

• MegaByte (MB) = 106  Byte

• KiloByte (KB) = 103  Byte

• Byte = 8 bits

  

Note: Kilo is exactly 1024 ~ 1000

• 18 TB HDD/~600$ - Storage technology

• Storage
• Processing 
• Movement 

• 1+ ZB - Internet size in bytes

• Radio astronomy- SKA-Phase  3+ EFlops

R/W speed

capacity

•   1 TB HDD/~60$ - Storage technology



Big Data

• Google processes 20 PB a day

• Wayback Machine has 3 PB + 100 TB/month 

• Facebook has 2.5 PB of user data + 15 TB/day)

• eBay has 6.5 PB of user data + 50 TB/day 

• CERN’s Large Hydron Collider (LHC) generates 
15 PB/year 

  

Souce: https://aimblog.uoregon.edu/2014/07/08/a-terabyte-of-storage-space-how-much-is-too-much/ 

Note: 1 TB = 1,000 (103) gigabytes (GB) or 1,000,000 (106) 
megabytes (MB)

In Industry and science around 2009

• Storage
• Processing 
• Movement 

https://aimblog.uoregon.edu/2014/07/08/a-terabyte-of-storage-space-how-much-is-too-much/


A Terabyte of Storage Space: 
How Much …?

personal usage

➢  ~200,000 average songs, High-Quality Compressed Audio 
       (~17,000 hours of music)

➢  ~256 Standard DVD Movies 120 minutes long 
       (~500 hours of movies)

➢ ~310,000 
     Standard-Resolution 
     Photos

 

Souce: https://aimblog.uoregon.edu/2014/07/08/a-terabyte-of-storage-space-how-much-is-too-much/ 

Note: 1 TB = 1,000 (103) gigabytes (GB) or 1,000,000 (106) megabytes (MB)

• Storage
• Processing 
• Movement 

https://aimblog.uoregon.edu/2014/07/08/a-terabyte-of-storage-space-how-much-is-too-much/


How much take to move 18 TB over 
the internet ?

• moving 60 complete 
human genomes from 
Mountain View - Chicago.

– Approximately 18 TB 

• on 1G link. 

Credit: Robert Grossman University of Chicago Open Data Group, November 14, 2011

• Storage
• Processing 
• Movement 

https://delaat.net/sc/sc17/demo02/index.html 

https://delaat.net/sc/sc17/demo02/index.html


Has More Bandwidth Than the    
         Internet—and When That'll Change

• If you're looking to transfer hundreds of gigabytes of 
data, it's still—weirdly—faster to ship hard drives via 
FedEx than it is to transfer the files over the internet. 

Source: http://gizmodo.com/5981713/how-fedex-has-more-bandwidth-than-the-internetand-when-thatll-change 

“Cisco estimates that total internet traffic averages 167 terabits per second.
 
            has a fleet of 654 aircraft with a lift capacity of 26.5 million pounds daily. 
• A solid-state laptop drive weighs about 78 grams and can hold up to a terabyte. 
• FedEx is capable of transferring 150 exabytes of data per day, or 14 petabits per 

second—almost a hundred times the throughput of the internet in 2013.

• Storing
• Processing 
• Movement 

ByJamie Condliffe PublishedFebruary 5, 2013

http://gizmodo.com/5981713/how-fedex-has-more-bandwidth-than-the-internetand-when-thatll-change
https://gizmodo.com/author/jcondliffe


How can we move one exabyte 
over the internet?

Note: 1 exa-Byte =    1,000 (103) petabytes (PB)

          or   1,000,000 (106) terabytes (TB) 
          or   1,000,000, 000 (109) gigabytes (GB) 
          or   1,000,000, 000, 000 (1012) megabytes (MB) … 

• Storage
• Processing 
• Movement 

Source: https://aws.amazon.com/snowmobile/ 

it will take ~ 26 yearsOver 10Gbs line



Sorting 1 TB of DATA

• Estimate:

– read 100MB/s, write 100MB/s

– no disk seeks, instant sort

– 341 minutes → 5.6 hours

• The terabyte benchmark winner (2008):

– 209 seconds (3.48 minutes)

• November 2008 (*)

– 68 seconds 

15

http://sortbenchmark.org/ 

910 nodes x 
(4 dual-core 
processors, 4 
disks,ry)

(*)https://googleblog.blogspot.com/2008/11/sorting-1pb-with-mapreduce.html 

• Storage
• Processing 
• Movement 

http://sortbenchmark.org/
https://googleblog.blogspot.com/2008/11/sorting-1pb-with-mapreduce.html


Does more CPUs imply 
          faster execution times? 

• How CPU works http://www.youtube.com/watch?v=cNN_tTXABUA
• Richard Feynman Computer Heuristics Lecture http://www.youtube.com/watch?v=EKWGGDXe5MA  

• Storage
• Processing 
• Movement 

http://www.youtube.com/watch?v=cNN_tTXABUA
http://www.youtube.com/watch?v=EKWGGDXe5MA
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Using more CPUs imply 

          faster execution times! 

• Speedup 

– Superlinear

– Linear 

– Sublinear

– Other?

You have to learn Parallel 
programming (*) 

Credit: Jon Johansson Academic ICT Copyright © 2006 
University of Alberta

• Storage
• Processing 
• Movement 

Best

Worst

MPI, OpenMP, …

(*)Computer Science profile 



Do we need always need a Supercomputer to 
get some Speedup?



Do we need always a Super 
computer to get some Speedup?

• Storage
• Processing 
• Movement 

• Not necessary ➔ Do you have a Game computer? 

• Demo: Software the electrostatic properties of biological molecules
• Usage: drug discovery
• Calculation of the boundary value condition (quite slow).
• GPU : EVGA GeForce GTX 285 1GB(~ 400$) 
• Programming Language: OpenCL

https://tweakers.net/pricewatch/229468/evga-geforce-gtx-285-1gb.html


Distributed Computing on an Ensemble of Browsers, R. Cushing, G.a Putra, S. Koulouzis, A.S.Z 
Belloum, M.T. Bubak, C. de Laat  IEEE Internet Computing, 10.1109/MIC.2013.3, January 2013 

Do we need a Supercomputer or GPU 
to get some Speedup?

• Not necessary ➔ Poor man’s supercomputer



Why Use  supercomputers?

• To solve larger problems

• To use of non-local resources

• To save time and/or money

DreamWorks Presents the Power of Supercomputing 
http://www.youtube.com/watch?v=TGSRvV9u32M&feature=fvwp 

Human transcriptome  map

• Storing
• Processing 
• Movement 

http://www.youtube.com/watch?v=TGSRvV9u32M&feature=fvwp


Content

• Why we need Supercomputers ?
– Big Data 

• SuperComputers for everyone
– Cloud systems

• AI a different approach to  programming
– Supervised/Unsupervised/Reinforcement Learning
– Deep Learning 
– Limits and Challenges

• Examples
– AWS Amazon
– regional sea-level changes (caused by climate change)
– GÉANT Open Cloud eXchange (gOCX) 

Go to Cloud part

Go to Cloud part

Go to AI part

Go to AI part

Go to Example part

Go to Example 
part



The provisioning problem 
Capacity vs Demand

Time 

Users providers

Users providers

Users providers



Elastic approach to resource provisioning 

Vertical scaling / scale up horizontal scaling / scale out 

Time Months to years Clouds  ➔ Seconds to minutes 



Amazon Web Services: The Pioneer in Cloud 
Computing



Hardware platform (BIOS)

How can build such a system?

OS

applications

27



Virtualisation: Cloud Systems 

Hypervisor (I/O virtualisation)

Simple Virtualization model Cloud Services model

Hardware platform (BIOS)

Hypervisor (I/O virtualisation)

Host OS

CMS (OpenNebula, OpenStack)

28

Hardware platform (BIOS)

Operating systems

VM (Guest OS)

VM (Guest OS)
VM (Guest OS)

Applications

VM (Guest OS)

VM (Guest OS)
VM (Guest OS)

services



Cloud Systems
Closed source Open Source 



Cloud provider landscape

SaaS, PaaS, and 
IaaS



Content

• Why we need Supercomputers ?
– Big Data 

• SuperComputers for every one
– Cloud systems

• AI a different approach to  programming
– Supervised/Unsupervised/Reinforcement Learning
– Deep Learning 
– Limits and Challenges

• Examples
– AWS Amazon
– regional sea-level changes (caused by climate change)
– GÉANT Open Cloud eXchange (gOCX) 

Go to Cloud part

Go to Cloud part

Go to AI part

Go to AI part

Go to Example part

Go to Example 
part



Artificial Intelligence 

Source: https://sitn.hms.harvard.edu/flash/2017/history-artificial-intelligence/ 

History of A.I.: Artificial Intelligence (Infographic)
https://www.livescience.com/47544-history-of-a-i-artificial-intelligence-infographic.html 

https://www.livescience.com/47544-history-of-a-i-artificial-intelligence-infographic.html


AI / Machine Learning / Big Data ?

34

• “ML is a scientific discipline that deals with the construction and 
study of algorithms that can learn from data. Such Algorithms 
operate in 2 steps:

1. building a model based on the data

2. using the model make predictions and decision rather that following 
explicitly programmed instructions “ 

Training 



Is the data ready to be processed?

35

• Not always:
– Data not in the correct format: 

images, voice, text…

– Dealing with missing values

– Dealing with noise (errors) in the 
data values

• Pre-processing
– Feature Selection

– Feature engineering



Example of Data Set: Boston housing set …

36

Linear model are sensitive to different 
 scales in the data 

  ➔ Scale the data
 

Not all data is public
Data privacy and Security 
• Health data 
• Finance data 

1.Numeric Data:.
2.Text Data:.
3.Image Data:
4.Audio Data:.
5.Tabular Data:
6.Time Series Data:.
7.Graph Data: Graph



The Machine Learning WorkFlow

37

2. using the model make predictions and decisions rather that following explicitly 

programmed instructions “ 

Feature 
extraction 

Estimator
Train/fit 

Model
Score

Model

Evaluation
Feature 

extraction 

Training 
Data

Test
Data

1 2 3

4

1. building a model based on the data

Unsupervised supervised Reinforcement learning 

The types of Machine Learning

Model



How to split the input dataset into: training data 
and test data?  

Simple Answer ➔ There many ways
• Simple split (train, test) ➔ (default 75%, 25%) or any 

proportion

• Threefold split  (train, test, validate)

• Cross-validation: 
– Nested  cross-validation, Stratified cross-validation, TimeSeriesSplit

38Cross-validation

➢ Threefold split



Which ML Algorithms to use?

There are many Machine learning Algorithms (Models) with different: Model 
complexity, computational Complexity, memory usage, 

• Which one to use? ➔ depends on the application 
   

• Basic models
1. Nearest Neighbours, 
2. Nearest Centroid
3. Linear Classification and Regression
4. Logistic Regression

• Non-Linear models
6. Support Vector Machines and Kernels
7. Decision Trees
8. Random Forests
9. Gradient Boosting
10. Model Calibration

39



Nearest Neighbours
The algorithm

1neighbour             3 neighbours  The model

40

Complexity of the model



Accuracy of the model 

41

underfitting

Sweet spot

overfitting



Computational properties of the models

In the era of BigData the ML Model will likely work 
large data sets:

– What the computational complexity of the training?

– What is the computational complexity of the prediction?

– What the memory consumption?

42

model fit Memory Prediction

centroids O(n*p) O(n_classes * p) O(n_classes * p)

Neighbours Naïve
Kd_tree O(p*(n * log n)) O(n*p)

O(n*p)
O(n*P)
O(p*(n * log n))

n = n_samples                          p = n_features

• Some ChatGPT commentators have estimated that if ChatGPT was 

to be trained on a single NVIDIA Tesla V100 ‘Graphics Processing 

Unit’ (GPU) that it would take around 355 years to complete 

ChatGPT’s training on its training dataset. 

• However, OpenAI reportedly used 1,023 A100 GPUs to train 
ChatGPT, so it is possible that the training process was 

completed in as little as 34 days. (Source: Lambda Labs.)

• The costs of training ChatGPT is estimated to be just under $5 million 

dollars. (Source: Lambda Labs.)

https://lambdalabs.com/blog/demystifying-gpt-3
https://lambdalabs.com/blog/demystifying-gpt-3


Supervised learning

• Input data (training, test)  is labelled

– Predictor variables/features and a target variable

Iris Data Set

Predictor variables target variables 

• Aim: predict the target variable given the predictor variables   



Supervised Learning 

 Example Question Training Data

How much is a home worth? Previous home sales

Will a customer default on a loan? Previous loan that were 
paid/defaulted

How many customers will apply for a 
loan next month? 

Previous months of loans 
applications

Is this cancer Malignant? Previous Stats of benign /malignant 
cancers 



Unsupervised learning

• Data is not labeled

• Goal is to uncover hidden patterns in the data

• Example: grouping customers into distinct 
categories (Clustering)

Date Customer Account Auth Class Zip amount

Mon Bob 3421 Pin Clothes 46140 135

Tue Bob 3421 Sign Food 46140 401

Tue Alice 2456 Pin Food 12222 234

Wed Sally 6788 Pin Gas 26339 94

Wed Bob 3421 Pin tech 21350 2459

Wed Bob 3421 Pin gas 26339 83

thr Sally 6788 Sign food 46140 51

Anomaly detection 

similar

similar



Supervised Learning 

Example Question Training Data

Are certain customers similar? Customer profiles

Is a transaction Unusual? Previous transactions

Are certain products purchased 
together?

Example of previous purchases 



Reinforced learning

• Software agents interact with an environment 
– Learn how to optimize their behavior 

– Given a system of rewards and punishments

Example 
AlphaGo. First computer to defeat the world champion in Go



Deep Learning 

• Neuron Network multiple Layers 

– Neuron → Function that outputs a number (0-1)

Multilayer Perceptron 

28

28

784



• Neuron Network multiple Layers 
– Neuron → Function that outputs a number (0-1)

• Activation Function

• In/out  connection

Deep Learning 

For each neuron For all neurons in all layers

Note: Initial setting weights and Bias are random values (initial output is just a random output)
The network need to be trained  in other word find better values for the Weights and Bias 



• Neuron Network multiple Layers 
– Neuron → Function that outputs a number (0-1)

• Activation Function
• In/out  connection

– Cost Function
– Backpropagation 

Deep Learning 

Needed for the training of the network

28

28

784

Training will a lot of Data (numbers)

Calculate the average cost of 
all the training  data

Keep some data for the testing 
phase

MNIST database contains 
• 60,000 training images 
• 10,000 testing images



Recap

Multilayer Perceptron 

28

28

784

Second layer neurons output

Old technology 

3Blue1Brown series S3 • E1   But what is a neural network? | Chapter 1,2, Deep learning

https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi


Content

• Why we need Supercomputers ?
– Big Data 

• Supercomputers for every one
– Cloud systems

• AI a different approach to  programming
– Supervised/Unsupervised/Reinforcement Learning
– Deep Learning 
– Limits and Challenges

• Examples
– AWS Amazon
– regional sea-level changes (caused by climate change)
– GÉANT Open Cloud eXchange (gOCX) 



Amazon Simple Queue Service (SQS)

online photo processing service 

• Requirements
– Upload a few or hundreds of photos

– specify the tasks to be performed on the photos

– Processing might take a few second or several minutes 

?????



What can go wrong with online photo 
processing service?

• Photo Processing Server crashes 

– With SQS failure is transparent to the end user. 

– Users can continue to upload photos to the web site

– Web server continues to send messages to the SQS 
Request queue



What can go wrong with online photo 
processing service?

• Photo Processing Server cannot be restarted.

– SQS makes it possible to just drop in a 
replacement server. 



What can go wrong with online photo 
processing service?

• Photo Processing Server is overloaded

– A single SQS queue can be shared by multiple servers. 

– A server that is processing a message can prevent 
other servers from processing the same



A better design of the online photo processing 
service?

• If we know that some of the photo processing 
operations take significantly longer time than 
the rest, 

– you want to implement these longer-running 
operations in a separate, dedicated server. 











Oceanography in one Slide …







Interactive Networks: creation of the virtual 
network in which the video streams can be manipulated

Super Computing  2011, Seattle , WA 

Video available on youtube →https://www.youtube.com/watch?v=nGljMqqCUVA   

https://www.youtube.com/watch?v=nGljMqqCUVA
https://www.youtube.com/watch?v=nGljMqqCUVA


GÉANT Open Cloud eXchange (gOCX)  

Video available on YouTube → https://www.youtube.com/watch?v=q7IAAFUcTY0 

GÉANT tv, Augut  2014,

https://www.youtube.com/watch?v=q7IAAFUcTY0


Other demos around Data management 

• policy Auditing in Data Exchange Systems.

– https://dl4ld.nl/2021-02-10/ICT-demo-Xin.mp4 

• User Friendly Data Transfers with DTNs. 

– https://delaat.net/sc/sc19/demo02/movie-s.m4v

https://dl4ld.nl/2021-02-10/ICT-demo-Xin.mp4
https://delaat.net/sc/sc19/demo02/movie-s.m4v


MORE INFORMATION 
1. Email:       A.S.Z.Belloum@uva.nl 

2. Web page:   https://ivi.fnwi.uva.nl/sne/wsvlam2/ 

3. Demos:           https://youtube.com/playlist?list=PLCEhEFHyv3IjGJlIXfIV4OpB4uLH4lm7f 

mailto:A.S.Z.Belloum@uva.nl
https://ivi.fnwi.uva.nl/sne/wsvlam2/
https://youtube.com/playlist?list=PLCEhEFHyv3IjGJlIXfIV4OpB4uLH4lm7f
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