The history of AI

1940s-1 Foundations of Al
In the 1940s, the first artificial ﬁ
950 S neurons were conceptudalised. The

1950s introduced us to the Turing -
Test and the term “Artificial
Intelligence. p-3

Early Development

The 60s and 70s brought the birth
of ELIZA, simulating human
conversation, and Dendral, the first
expert system, showcasing the

Brief history of Al ol

Expert Systems

The 80s faced reduced Al funding
but saw the inaugural National
Conference on Al. The
backpropagation concept
rejuvenated neural networks

From its Foundation to

Emergence of ML

The 90s witnessed IBM's Deep Blue
defeating chess champion Garry

[ J
Kasparov and the inception of the
LOOM project, laying the foundations
for GenAl.

The Genesis of

Geoffrey Hinton propelled deep

“A generation which ignores history e 5 g o
has no past-and no future.” - Robert
. . Rise of Al
A Heinlein Mlalen i R

2010s marked major Al milestones,
including pioneering work in image
recognition and the birth of GANs in
2014, followed by OpenAl's founding in
2015.

GenAl Reaches
New Horizons

At the start of thi lecade, we've seen
significant strides in GenAl, notably
with OpenAl's GPT-3 and DALL-E. 2023
welcomed advanced tools like
ChatGPT-4 and Google’s Bard,
alongside Microsoft's Bing Al,
enhancing accessibility and reliability
of information.

https://events.vtools.ieee.org/m/428481



Al between Sci-Fic
& reality

“As soon as it works, no one calls it Al
anymore.” - John McCarthy

1980s
September 28, 1987
The TV series "Star
Trek: The Next
Generation"
introduces the
self-aware android
Lieutenant
Commander
Data.

June 29, 2001: Steven Spielberg releases
his version of a film - originally developed
by Stanley Kubrick - about a robot boy.

“A.L: Artificial

Intelligence

2010s

2011:1BM's Watson wins “Jeop-
ardy! beating former champions Brad
Rutter and Ken Jennings. (Credit: “Jeop-

1987-93: The second Winter of Al

May 11,1997:1BM's Deep Blue com-
puter beats reigning world chess cham-
pion Garry Kasparov. (Credit: Shutterstock)

2005: A Stanford vehicle wins the DARPA
grand challenge, driving
autonomously across the desert for 131
miles (211 kilometers)

2005: Inventor and
futurist Ray Kurzweil
predicts an event he
calls the Singular-
ity will occur around
2045, when the intelli
gence of artificial
minds exceeds that of
the human brain

RAY
KURZWEIL

October 14, 2011: Apple introduces
intelligent personal assistant Siri
the iPhone 4S.

June 2012: A Google Brain com-
puter cluster trains itself to
recognize a cat from millions

December 18, 2013: The movie "Her" (left), stars Joaquin
Phoenix as a man who falls in love with his artificially
intelligent computer operating system, voiced by

Scarlett Johansson

April 10, 2014: The film “Transcendence” (below) stars Johnny
Depp as an Al researcher whose mind is uploaded to a
computer and develops into a super-intelligence.

June 7, 2014: Chatbot Eugene Goostman is said to have

passed the Turing test in University of Reading
competition, launching controversy.

August, 2014: Researchers call for creation of a new
Turing test, to be decided at 2015 workshop.

Source: History of A.l.: Artificial Intelligence (Infographic)

Advances in artificial intelligence (Al) have given the world computers that can beat

people at chess and “Jeopardy!,” as well as drive cars and manage calendars. But despite

eradicate poverty and disease, while others warn it culd endanger

human survival.

» a 1950: Isaac Asimov

publishes the

. influential sci-fi story
¢ collection "I, Robot."
‘3 (Left: 2004 film version

of I, Robot”)

Summer of 1956: Dartmouth conference
launches the field of Al and coins the
term "artificial intelligence." (Right
room-filling IBM-702

computer, as used by first Al researchers)

1968: "2001: A Space Odyssey," the book
by Arthur C. Clarke and film by Stanley
Kubrick, features the sentient and deadly

computer HAL 9000.

1970s

1984:The first
"Terminator" film depicts
¥ anear-future world overtaken
by killing machines run by the
artificial intelligence Skynet.

1950: Alan

uring intro-

uces the

uring test in

his paper “Comput-

ng Machinery and
ntelligence(C it: National
Portrait Gallery, London)

1974-early 1980s: The first Winter of
Al a period of reduced funding and
lowered interest in the field as hype
turned to disappointment.

1978: The original
Battlestar Galactica
science fiction TV series
introduces warrior
robots called Cylons.



https://www.livescience.com/47544-history-of-a-i-artificial-intelligence-infographic.html

To “much” focus
teaching Al data

> -

pipeline , ! R

“Students in every major will need to know how Model Eeedback L
odel Feedpbac oop

to challenge or defend the appropriateness of a
given model for a given question.” - Chronicle of

Higher Ed
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Multiscale Networked Systems

The Multiscale Networked System (MNS) group researches the emerging architectures that can support the

operations of multiscale systems across the Future Internet.

x
&l

X

Data centric processing

Our research investigates an alternative to the current approach to model complex
scientific experi}nems as workflow of dependent tasks, in this approach scientific data is
< ' _interlinked though data processing transformations which can be discovered and used
; to create the data processing workflow and not the way around.

Learn more

netherlands

Technology Lead, Data
Processing

Dr. Adam Belloum

so far: ~150 projects

(on many different topics)

incl. SMART cities,
text analysis, crea-
tive technologies

incl. climate, ecolo-
gy, energy, logistics,
water management

incl. astronomy,
high-energy physics,
advanced materials

incl. bio-imaging,
next generation se-
quencing, molecules



Al is born Focus on speci intelligence Focus on specific problems

Dartmouth conference | Edward Feigenbaum
led by John McCarthy develops the first

. . coins the term H _ _ Expert System, i IBM's Watson Q&A machine wins Jeopardy! ® 5016
artificial intelligence giving rebirth to Al Apple integrates Siri, a personal voice Py AlphaGo
1956 H 1975 — 1982 ! assistant into the iPhone

defeats Lee Sedol
2O 2014

YouTube recognizes
cats from videos

L
|
1960 2020

1964 : : 1997
Eliza, the first chatbot IBM's Deep Blue defeats
is developed by Joseph = H Garry Kasparov, the world's
Weizenbaum at MIT H reigning chess champion

Al timeline
Deep learning e

Al Winter

Fathers ol Al

Deep Learning Timeline

from its inception to ChaGPT

Computing Deep

Machinery Backpropaga Boltzmann Restricted Boltzmann

and ADALINE tion Machine Boltzmann LSTMs Machines
Dark Era Intelligence Widrow & Werbos (and Neocogitron Hinton & Machine LeNet Hochreiter & Salakhutdinov GANs
Until 1940 Alan Turing Hoff more) Fukushima Sejnowski Smolensky Lecun Schmidhuber & Hinton Goodfellow

Neural Nets Perceptron XOR problem Self Hopfield Multilayer RNNs Bidirection| #Sropout Capsule
McCulloch & Rosenblatt Minsky & Organizing Network Perceptron Jordan RNN : inton Networks
Pitt Papert Map John Hopfield Rumelhart, Schuster & Sabour, Frosst,
Kohonen Hinton & Paliwal Hinton
Wwilliams . E

FLEX 8000
Made by Favio Vazquez Pragrammable Logic:
Device Family




e Computer programming
e Knowledge centric (human learning)
e Data centric (machine learning)
e Training (years vs Bytes)
e Big data
e Data movement
e Data processing
COnte nt e Data storage
o Artificial Intelligence terminology /landscape
e Al origins
o Al milestones (perceptron — DL)
Al between Hype/fiction/Reality
Deep Learning
Problem and Security (hallucination,
Ethics (Black box,



Understanding Al approach

How can we make a computer
do something useful?

(Answer)*
Traditional Answer
Data Approach Data
(programming)
A lot, a lot of

« Data=> BIG DATA
 computation power.= DATA CENTER

Two approaches to make a computer do
something useful (what is the best approach?)



The types of Machine Learning

(Answer)*

Data

Training (minimising error/ reward)
A lot, a lot of

and Data (labelled or not) + Data < BIG DATA
 computation power = DATA CENTER

1. Supervised

2. Unsupervised o Cosh

3. Reinforcement learning

supervised Unsupervised Reinforcement learning



Al / Machine Learning / Big Data ?

“Al” is a scientific discipline that

deals with the construction and —
study of algorithms that can _,-
. Such Algorithms

operate in 2 steps: LN Ruies
—

1. building based on the
existing data

2. using make
and
rather that following explicitly
programmed instructions

Model Feedback Loop



Data pre-processing

Is the data ready to be o T L e O R T e B
5'-’5_.:; = -“"', ;:{"‘;Js . 'l' i - _'_‘ = 45 ‘-_" ; 2 ‘
processed? PRSI ?
3

' Not always:

e Data not in the correct format:
Images, voice, text...

* Dealing with
* Dealing with (errors)inthe
datavalues

' Pre-processing

* Feature engineering
* Feature Selection



Model selection

The Al / Machine Learning WorkFlow

Training
Data
building based on the data
2. using make Test
and rather that following bata

explicitly programmed instructions “

Accuracy

underfitting

Linear models

Feature
extraction

Feature
extraction

Estimator
Train/fit

Model
Score

Evaluation

Training

Generalization

overfitting

non-linear models



Model training
(The Al / Machine Learning WorkFlow)

How to split the input
dataset intO: training data training set validation set test set

and test data? 7 7 /

Parameter selection Evaluation

Threefold split
Simple Answer =» There many ways

* Simple split (train, test) =» (default 75%,

25%) or any proportion
 Threefold split (train, test, validate) - | PR oo e ——. I
e Cross-validation: — ' o Tetdata

* Nested cross-validation, Stratified cross- 7777777777/ B

validation, TimeSeriesSplit d 1 __ Fo

Cross-validation



Algorithms (Models) with different. Model
complexity, computational Complexity,

The Machine Learning WorkFlow

There are many Machine learning

memory usage,

Which one to use? = depends on the application

Basic models

1.
2.
3.
4.

Nearest Neighbours,

Nearest Centroid

Linear Classification and Regression
Logistic Regression

Non-Linear models

6.
1.
8.
9.

10.

Support Vector Machines and Kernels
Decision Trees

Random Forests

Gradient Boosting

Model Calibration

model

centroids

Neighbours

learn

Original author(s) David Cournapeau

Initial release June 2007; 14 years ago Developer(s) Google Brain Team!']

Stable release  1.0.1("]/ 25 October 2021; Initial release November 9, 2015; 6 years ago

37 days ago Stable release 2.6.11%] # (1 November 2021;
30 days ago) / May 14, 2021; 6

Repository ¥ 8g0) g

Repository
Written in Python, Cython, C and C++
[21
QOperating system Linux, macOS, Windows
Type Library for machine learning
License New BSD License

Website scikit-learn.org 7

fit Memory
O(n*p) O(n_classes * p)
O(n*p
Kd_tree O(p*(n*logn)) | O(n*p

n=n_samples

p = n_features

APACHE &

SparK®

Original author(s) Matei Zaharia
Developer(s)
Initial release

Stable relea

Repository
Written in

Operating syste

Available in

Prediction

O(n_classes * p)

O(n*P)
O(p*(n * log n))



Summary of what Al users learns

The Al approach:
* rules are generated through
training
« Al is a black box
* Need a lot of Data “Big Data”

Pre-process the Data
« Feature engineering

Build a Model

« Select/train/validate/deploy a
model

HOW, 10 HS SN IDLANES an A
model

Not enough to reflect and solve the problem
when the Al model does not work

No intuition what does mean to

« Generating a dataset
« Store/move/process Big Data:

No intuition how basic mechanisms
behind the Al have been developed
over the years and what are problems

Backpropagation (chain rule)
Gradient (vanishing/exploding)
Word Embedding

Attention mechanisms

neural networks “Architectures”

Intuition is needed when the Al model does
not work



e Computer programming
e Knowledge centric (human learning)
COntent e Data centric (machine learning)
e Training (years vs Bytes)

“Those who own data own the future”

Yuval Noah Harari e Big data
e Data movement
Data storage has grown significantly, shifting markedly from analog to o Data p rOCeSSi n g

digital after 2000

e Data storage
o Artificial Intelligence terminology /landscape
e Al origins
o Al milestones (perceptron — DL)
Al between Hype/fiction/Reality
Deep Learning
Problem and Security (hallucination,
Ethics (Black box,




The MNIST dataset 4

50s 60s 70s 80s 90s 00s 10s 20s
- r r ®F |
Datasets in 90s Datasets in > 2010
. . NIST . . % kaggle.com Cax 4 R - &2
« Handwriting character recognition

Datasets

« What Accuracy number do you
trust?

 Need a baseline (calibrated ground

truth)

Tackle your next project
with Kaggle

ML pre

385K 1.2M

DATASETS NOTEBOOKS

O Datasets

385K high-quality public datasets. Everyth

Bif

] 1 Y ) 0 S O S = Y
Y ) 1 S 1 BN (V) N G )

O

i ) N (3 () Y [T N I S

LeCun, “The MNIST DATABASE”, http://yann.lecun.com/exdb/mnist/ .



http://yann.lecun.com/exdb/mnist/

capacity

R/W speed * Processing
* Movement

A Storage Capacity

YottaByte (YB) = 10%4Byte
ZetaByte (ZB) = 10%!Byte
ExaByte (EB) = 10!8Byte

PetaByte (PB) = 101°Byte

TeraByte (TB)| = 102 Byte

_ 1 TB HDD/~60$ - Storage technology
GigaByte (GB) = 10° Byte « 18 TB HDD/~600%$ - Storage technology

MegaByte (MB) = 10° Byte

e 1+ ZB- Internet size in bytes

_  Radio astronomy- SKA-Phase 3+ EFlops
KiloByte (KB) = 10° Byte

Byte = 8 bits Note: Kilo is exactly 1024 ~ 1000



A Terabyte of Storage : Processing
Space: How Many ...?7

personal usage

» ~200,000 average songs, High-Quality Compressed
Audio

(~17,000 hours of music)

CERVPCL . .
Be By - N& T » ~256 Standard DVD Movies 120 minutes long
(g Psee % 1&;4%‘5 :
(~500 hours of movies)
»~310,000
Standard-Resolution
Photos

Note: 1 TB = 1,000 (10°) gigabytes (GB) or 1,000,000 (108) megabytes (MB)


https://aimblog.uoregon.edu/2014/07/08/a-terabyte-of-storage-space-how-much-is-too-much/

Data collected / generated

In Industry and science around 2009

Google processes
Wayback Machine has 3

PB

Facebook has 2.5 PB of

data

eBay has 6.5 PB of user

daa

CERN'’s Large Hydron

Collider -

generates

Note: 1 TB = 1,000 (10°) gigabytes (GB) or 1,000,000 (10°)
megabytes (MB)

h

//aimbl

=20 PB a day
=100 TB/month
=>+15 TB/day
=50 TB/day

= 15 PBlyear

e Storage
* Processing
* Movement



https://aimblog.uoregon.edu/2014/07/08/a-terabyte-of-storage-space-how-much-is-too-much/

 Storage

Has More Bandwidth " Processing
Than the Internet—

Mestimates that total internet traffic averages

If you're looking to transfer

has a fleet of 654 aircraft with a lift capacity

of of . .
data, it's still—weirdly—faster of 26.5 million pounds daily.
to ship hard drives via FedEx  « A solid-state laptop drive weighs about 78 grams
than it is to transfer the files and can hold up to a terabyte.
over the internet. * FedEx is capable of transferring 150 exabytes of

data per day, or

PublishedFebruary


http://gizmodo.com/5981713/how-fedex-has-more-bandwidth-than-the-internetand-when-thatll-change
http://gizmodo.com/5981713/how-fedex-has-more-bandwidth-than-the-internetand-when-thatll-change
https://gizmodo.com/author/jcondliffe

How much Time does it
take to move TBs over the
Internet ?

moving human
genomes from Mountain
View - Chicago.

on

* Storage
* Processing

pa-wanl - Bits/sec - ge-0/0/2 CENIC Sunnyvale PoP CircuitID: CENIC-HPR-PALO1-S

700 M IJ’l' ;
600 M , k

500 M ”‘II‘.“”* fel, ,‘ - :.,t"'r"ﬁ'lﬁ"'"-Jr""'1 l|"]r'l'f‘f'w|r\|” A r - *-ﬂkﬁﬂ il " “ '* ||| Jr-‘ r'uJ“l_.\,.*_.-k‘
400 M Ay '
300 M
200 M
100 M

0

bits per second

Sat sun Mon

From 2011/04/01 00:00:00 To 2011/064/05 23:00:00

E Incoming Current: 856.07 Average: 494.30 k Maximum: 6.78 M
B Outbound Current: 2.14 k Average: 378.85 M Maximum: ?38 3 M

Amsterdam

Credit: Cees de Laat University of Amsterdam SNE Group, super Computing,

https://delaat.net/sc/sc17/demoQ2/index.html


https://delaat.net/sc/sc17/demo02/index.html

How much Time does it
take to move 1 exa-byte
over the internet ?

Note: 1 exa-Byte =

1,000 (103) petabytes
or 1,000,000 (10°) terabytes
or 1,000,000, 000 (10°) gigabytes
or 1,000,000, 000, 000 (101?)
megabytes

 Storage
* Processing
* Movement

Over line it will take ~

aWS Contact Sales Support English ¥ My Account ~ _

p—
Products Solutions Pricing Documentation Learn Partner Network AWS Marketplace Explore More Q

AWS Snowmobile

AWS Snowmobile [

4

B \ : |
 —

AWS Snowmobile — Move Exabytes of Data to the Cloud in Weeks | AWS News Blog (amazon.com) 2016



https://aws.amazon.com/blogs/aws/aws-snowmobile-move-exabytes-of-data-to-the-cloud-in-weeks/

 Storage

How much time does it take + Movement
to process 1 TB?

Estimate: T
read 100MB/s, write et S R AT o
1OOM B/S i g i s . o A ‘ Cluster Heat Map - 1003 Nodes
no disk seeks, instant sort

L 1]

SNSEANER SNSRI ERENENEERURANE
T LT Ly rrsrysmnar
NN NSNS NENRENE
T T T e e e g o
NN ENEEEENN NN NENNEANENNNANERNEANEER
NN NN NN RN RN RN
FERR R R R NE RN EEE NN IO
SEERENEE NN NN NN NN NN EEENER R
LT LT T L e e e et e
The terab te benchmark T e e e e e e e et et g
SENEEGNGENONEN NN NN AN ENOEREEREER
SNNONENNEENNNS NN NRENNERNEENEEREsnnEnnnnann Ddes X
- . BRSNS NN IR NN IS ENEENENENEEEEREER
Wlnner (2008) NGO R NN R AN AREONNARNNGNNNNESEANERNORED ll-COI‘e
" AN NNEEEARUENENENENEENANEEENEEREANRENNANENN
NSNS RN NN NN EEANANERNNEEE.
RN AN RSN AN NGNS NEE NS
SNEARANEENENGEEERENEERERENNNNOUEANUNARNERAEEE
T L LT LT e rerrrrs I
T LR T T e r Lt o
NN RN NN NSNS ENE NN ED
SENERENN NN NI NN NN ENENENSREENEER
INNENENEER

November 2008 ()



http://sortbenchmark.org/
https://googleblog.blogspot.com/2008/11/sorting-1pb-with-mapreduce.html

 Storage

Does more CPUs imply
faster execution times?

* Movement

* How CPU works http://www.youtube.com/watch?v=cNN_tTXABUA

* Richard Feynman Computer Heuristics Lecture http://www.youtube.com/watch?v=EKWGCGDXe5MA



http://www.youtube.com/watch?v=cNN_tTXABUA
http://www.youtube.com/watch?v=EKWGGDXe5MA

Using more CPUs
Imply faster execution
times!

* Speedup
Best ® Superlinear
* Linear

 Sublinear

e Other?
Worst

You must learn Parallel
programming )
Or

Using specialized Al libraries
like TensorFlow, PyTorch

“)"Computer Science profile

* Storage

e Movement

Speedup Curves

15 20 25 30 35

O
—
~
—
0
0p]
>
©
()]
)
O
7p]

10

Linear

Super-Linear

5

Sub-Linear

1 5 10 15 20 25 30 35
Number of CPUs

Credit: Jon Johansson Academic ICT Copyright © 2006
University of Alberta



Do we need always need a
Supercomputer to get some

 Storage

e Movement

Not necessary = Do you have a Game computer?

Demo: Software the electrostatic properties of biological molecules
Usage: drug discovery
Calculation of the boundary value condition (quite slow).

GPU : EVGA GeForce GTX 285 1GB(~ 4009%)
Programming Language: OpenCL



https://tweakers.net/pricewatch/229468/evga-geforce-gtx-285-1gb.html

e Computer programming
e Knowledge centric (human learning)
e Data centric (machine learning)
e Training (years vs Bytes)
e Big data
e Data movement
e Data processing

CO nte nt e Data storage

o Artificial Intelligence terminology /landscape
e Al origins
152 ayers ; o Al milestones (perceptron — DL)
& I I Al between Hype/fiction/Reality
o Deep Learning
. Problem and Security (hallucination,
woncss sncae %M E u '! .st" Ethics (Black box,




v The Birth of Artificial; intelligence v

S0s 60s 70s

80s 90s 00s 10s 20s

explore the potential of Synthetic Intelligence (the term Al hadn't been coined

for AVED-

creation of intelligent machines
that could reason, learn, and
communicate like humans

for Al research
e programming languages
« algorithms for intelligent machines
at universities and

research institutions, MIT, Carnegie Mellon,
and Stanford

1956 Dartmouth Conference:
The Founding Fathers of Al

Birth of Artificial Intelligence

Lisp
Computational
linguistic
cognitive
psychology

information
theory

pattern
recognition

theory for nested
rectangular arrays



Understanding Al Terminology landscape

ARTIFICIAL INTELLIGENCE MACHINE LEARNING DEEP LEARNING

Rule based systems

CNN G S Cognitive
: MLP aussian Process modelin
Machines GAN RBEN
Autoencoders RNN q Plannin
Linear Regression Random Forest g
Logistic regression Logics K-Mean Clustering
Search

Knowledge Representation and reasoning Propositional Calculus Algorithm



Understanding Al Terminology landscape

Hybrid Learning
Rule based and Others _— )
(CNN+LSTM) Cognlt_lve
Game Play modeling
Model_3
(AETSVID Plannin
g
Bi-LSTM
Search
MBS Algorithm

Fig.6 A taxonomy of DL techniques, broadly divided into three major categories (i) deep networks for supervised or discriminative learning,
(ii) deep networks for unsupervised or generative learning, and (ii) deep networks for hybrid learning and relevant others




Al timeline

Deep learning
from its inception to ChaGPT

Deep Learning:
- vanishing gradient

exploding gradient

%?_>

T' Forget T Input |

Tl gate i" gate

output layer

Input layer hidden layer

D een Feedforward MSE computed

Backpropagation (gradient is computed)

Computing Deep

Machinery Backpropagg Boltzmann Restricted Boltzmann

and ADALINE tion Machine Boltzmann LSTMs Machines
Dark Era Intelligence Widrow & Werbos (and || Neocogitron Hinton & Machine Hochreiter & Salakhutdinov] GANs
Until 1940 Alan Turing Hoff more) Fukushima Sejnowski Smolensky Schmidhubeff & Hinton Goodfellow

l )3
¢

Neural Nets Perceptron Self Hopfield Multilayer RNNs Bidirectional Deep Belief Dropout Capsule
McCulloch & Rosenblatt i Organizing | Network Perceptron Jordan RNN Networks -  Hinton Networks
Pitt Map John Hopfield] Rumelhart, Schuster & pretraining Sabour, Frosst,
Kohonen Hinton & Paliwal Hinton Hinton
Williams

Perceptron training loop

Weight update Error computation



‘ Fields that benefited from Al ‘
research

S0s 60s 70s 80s 90s 00s 10s 20s
- r r ¢ |

Progress in algorithms and computing power led to the development of more
sophisticated

Natural Langauge Processing. And. Computer Vision systems.

Hidden Markov Model onvolutional "'eural
etworks

probabilistic modeling of

accurate object recognition
natural language text

and image classification

Researchers began to use statistical methods to learn
patterns and features directly from data



Convolutional Neural Networks ‘

S0s 60s 70s 80s 90s 00s 10s 20s
£ r ¥ ' |

LeNet5 by LeCun1998

4
feature maps  feature maps
16@10x10 16@5x5

c, s, @ @
feature maps  feature maps
6@28x28 6@14x14

Input

allowed more accurate
recognition and image =l |

Local receptive Fields

Weight sharing
Subsampling el ;
Convolution layers I

LeCun, “Gradient-Based Learning Applied to Document Recognition”, In Proceedings of the IEEE, Vol. 86,
No. 11, pp. 2278-2324, November 1998 .



The CIFAR-10 /100 dataset W

S0s 60s 70s 80s 90s 00s 10s 20s
I D D Y e

CIFAR-10/100
(Canadian Institute for Advanced Research)

 The datasets curated to

aine 4 B - 5 0

Include a diverse range of awtomonie =2 5 0 N B ’iuﬁl:f&
object o S el WY ¥ B
: - B [ e U VR &
« categories commonly found ‘ vl JE‘!I!E@ &
. deer z,z;l!!l!"*hc ¥ ETRES
In everyday scenes, e Y e (ol
» making them challenging frog EEFQEJ#“‘I%&
yet realistic testbeds for e EEEOMEZEER
. e EEE e D e
assessing model ek T i = P
generalization and |
robustness

Alex Krizhevsky, Vinod Nair, and Geoffrey Hinton. CIFAR-10 and CIFAR-100 datasets (toronto.edu).



The ImageNet challenge ‘

S0s 60s 70s 80s 90s 00s 10s 20s
I D D T e

ImageNet challenge — 2010

known as the ImageNet Large CENET
. .. ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
Scale Visual Recognition

Challenge

The competition, held from 2010 to
2017, played a pivotal role in
advancing convolutional neural

networks
The evolution of the winning entries on the ImageNet Large
Scale Visual Recognition Challenge from 2010 to 2015. Since
Tfi ; 2012, CNNs have outperformed hand-crafted descriptors and
Im age Cl ass |f|.Cat|O n : : shallow networks by a large margin. Image re-printed with
Object detection/localisation permission
Olga Russakovsky, et al. “ImageNet Large Scale Visual Recognition Challenge, , International Journal of Computer

Visiondoi:10.1007/s11263-015-0816-v



Reinforcement learning

S0s 60s 70s 80s 90s 00s 10s 20s
I D D S S e e

Deep Q-learning
by Volodymyr Mnih 2013

Action
Combining RL with deep neural A
networks.

* Q-learning
« Agent and environement
» Value function prediction of the

expected cumulative future
rewards

 AlphaGo (2016): Deep RL defeating
human championsin Go.

Google DeepMind's Deep Q-learning playing
Atari Breakout!

Volodymyr Mnih et al, “Playing Atari with Deep Reinforcement Learning”, arXiv:1312.5602

Lt tin~lIA A Avr~n/1N AO0OCENIAar\N s 119 CRPNDOHNTND


https://doi.org/10.48550/arXiv.1312.56022013

The encoder-decoder architectures

S0s 60s 70s 80s 90s 00s 10s 20s

Beyond classification

For other applications we need to
transform the resulting features to the
needed output format.

¢ semantic segmentation

« natural language
processing ,

« speech recognition,
medical image analysis,
and autonomous vehicles

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. "U-Net: Convolutional Networks for Biomedical Image Segmentation." In
Medical Image Computing and Computer-Assisted Intervention (MICCAI), pp. 234-241. Springer, 2015.



A lot, a lot of

« Data = BIG DATA

* computation
power = DATA

Generative Al pr——

Data

CENTER
Generative Al IS a
type of artificial
Intelligence that can
create new data, like
text, Images, or even ’ @ ’
code based on what it
has learned Audio } Video  mage | Text
e comesion || e v camemnotes || e
Vocal Remover Restoration Creative materials Summarization

source: Cyril Hsu



Generative Adversarial Networks I

(GANS)
50s 60s 70s 80s 90s 00s 10s 20s
. 51 _____r ¥r ¥ B |
Goodfellow et al. New Hardware come to help
introduced a framework for training . GPUs Portrait de Edmond Belamy

generative models by

simultaneously training two
networks: has become standard practice in the

deep learning community for traininc®
and deploying neural networks

« TPUs (Tensor Processing Units),

a network and a
network, which i

compete against each other to 5 |

iImprove the generation of realistic \- e

data. G @ ‘

.. : : Generator | : .
— Training time increased Random noise 44wy | s 4
dramatically B~ e — G

N—
Generated faces

lan J. Goodfellow, et al. "Generative Adversarial Nets." In Proceedings of the 27th International Conference on Neural
Information Processing Systems (NeurlPS 2014), pp. 2672-2680.



LMs - Language Model

LM is a type of NNs trained to analyze and understand sequences of text. This allows the model to perform
various tasks related to language

Text prediction

Machine translation

Text summarization

Sentiment analysis

Words As Vectors

rejected

) Adﬁ&, Men, Women, happy ]
| grandparent sad ]
phild, girl, boy, upset N
cute ]
rejected
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Transformers -BERT ‘

80s 90s 00s 10s 20s

Transformers by Vaswani et al.

A transformer model -- a neural
network that learns context by
tracking relationships in sequential
data

. models
focuses on specific parts of input
features while performing a task

. model weighs the
Importance of different elements in
a sequence relative to each other.

Vaswani et al. “Attention is All You Need" 2017

WHAT DO YOU MEAN

f(MEAN)

YOU ARE MEAN MEAN ABSOLUTE ERROR

f(MEAN) f(MEAN)

AN /




S0s 60s 70s

Transformers by Vaswani et al.

A transformer model -- a neural
network that learns context by
tracking relationships in sequential
data

. models
focuses on specific parts of input
features while performing a task

. model weighs the
Importance of different elements in
a sequence relative to each other.

Vaswani et al. “Attention is All You Need" 2017

Transformers -BERT

80s 90s

00s 10s

With Attention

WHAT DO YOU MEAN
f(MEAN | WHAT, DO, YOU)

MEAN ABSOLUTE ERROR

YOU ARE MEAN

f(MEAN | YOU, ARE)

N\

Embedding Encoder

[0.1,-1.3, ..., 2.13]
[1.0, 2.6, ..., 5.15]
(3.0, 0.6, ..., 3.25]

$

20s

f(MEAN | WHAT, DO, YOU)
/

/



Attention Mechanism - explained
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Understanding Al approach

Large pre-trained

RNN/LSTM language models T5
RUIe based = Word2vec and Attention i i C iti
| ! 1
mechanism | BERT | ess Ognlt_lve
Game Playing | : L modeling
----- Gosem) n
: I Plannin
¢ ¢ ¢ oSt
2013 2014 2015 2017 2018 2019 2020 2022 g
Logistic regression Logics K-Mean Clustering
Search

Knowledge Representation and reasoning Propositional Calculus Algorithm



LLMs - (Large) Language Model -

* LM with vast amount of parameters (e.g., /) trained on
massive amounts of text data (570GB ~= 30k times of

Harry Potter series)
 Better performance / Versatility/ Adaptability

refers to the unexpected abilities that arise as
models grow In size and complexity

—a— LalMDA a— GPT-3 —4— Gopher d— Chinchilla —¢— Pal.M . = = Random

(A) Mod. arithmetic (B) IPA transliterate (C) Word unscramble (D) Persian QA
S0 a0 o)

Emergent Abilities of Large Language
MOdeIS N20 1022 1p24 1015 1020 1022 1p24

lh#+iner/lAavvsings v IAAEIDODONCD NT70009D




Unsupervised Pre-training

Correct output (label):

Input (features) a robot must obey

GPT-3

(under training)

Output (Pred

Output

[ softmax |

[ Fully-connected ]

[ LayerNorm ]

[ GPT Block #L ]

|
|
[ GPT Block #1 ]
i
[ Dropout ]
Positional 1
Encoding D

| Embedding |

Input

Block Output

i
\ [ LayerNorm ]

A
5P

[ Dropout J

[ Fully-connected ]

| E—

[ LayerMorm ]

I

(He——

[ Dropout ]

Multi-head
Attention
Module

Block Input




LLMs - GPT to ChatGPT

Foundation task-specific RLHF (Alignment)

Unsupervised Supervised Reward Modeling Reinforcement
Pre-training Fine-tuning Learning
X

afa afla

O

Wy

GPT ChatGPT



Emergence large language models
(LLMs)

S0s 60s 70s 80s 90s 00s 10s 20s
I S S S B B I

mOpen mClosed mAll

2018
Cimon - was the first robot sent into space to assist astronauts.
GPT - Open Al paving the way for subsequent LLMs.
Lovot - home mini-robot that could sense and affect mood
changes in humans.

]
wn

]
(=]

=
w

2019

Turing Natural Language Generation generative language
model

(17 billion parameters.)
Deep learning algorithm outperformed radiologists in detecting o

potential lung cancers - Google Al and Langone Medical Center's 2019

*Year in Progress

Number of the released models
=
o

2020
Al test to identify COVID-19 - The University of Oxford
GPT-3 LLM - Open Al released (175 billion parameters ) o=

Bl GPT-NeoX-208 (a1}

Omniverse - Nvidia announced a platform to create 3D models. Sremci) | §curme

00 OPT

AlphaFold - DeepMind's system won the Critical Assessment of : — T

Protein Structure Prediction protein-folding contest.
2021 P 2019 2020 2021 _
B = B

= Ju 1 (e i © chinchilla (var)
G PaLM (Ao
Q AlexaTM (aug)
© Gopher peq G u-PALM (0cy
ERNIE 3.0 Titan ) BLOOM (Now)

Source : A Comprehensive Overview of Large Language Models (arxiv.org) Z

& Bard (oe)

00 LLaMA (reb)

4 Xuan Yuan 2.0 (vay)
! MPT (un)

& CodeTs+

< StarCoder

00 LLaMA 2 ()

09 Code Liama (Ave)

% PanGu-X (Mar)
@ BloombergGPT

& crra

A\ Claude
G PaLM2 (may)
© Gemini (peq)




Generative Al

artificial intelligence that
can create new data, like
text, images, or even
code based on what it
has learned

Image

Concept Art
Editing Photos
Creative materials

source: Cyril Hsu



Generative Al

Generative Al Is a type of
artificial intelligence that
can create new data, like
text, images, or even
code based on what it
has learned

@ Prompt: A stylish woman walks down a Tokyo street filled with warm glowing neon and
animated city signage. She wears a black leather jacket, a long red dress, and black
boots, and carries a black purse...

Video

Movie trailers
Music videos
Restoration

source: Cyril Hsu



Generative Al

Generative Al Is a type of
artificial intelligence that
can create new data, like
text, images, or even
code based on what it
has learned

Text

Creative writing
Translation
Summarization

source: Cyril Hsu

LLMs learn the patterns and
styles of human language and
generate different creative text
formats, like poems, code,
scripts, or even news articles.
Given the info on MNS website,
“write a poem about MNS”

A hallucination occurs when LLMs
generate seemingly plausible but
incorrect

© ChatGPT

In the heart of Amsterdam's vibrant scene,
Where minds unite to chase the dream,
The MultiScale Networked Systems group reigns supreme,

Exploring realms where networks gleam.

With cloud systems and clusters as their muse,
They ponder, they innovate, they refuse to lose,
In search of efficiency, they boldly cruise,
Through waves of data, they chart new views.

Linked by fibers, a web of knowledge they weave,
Collaborators join, together they believe,
In shaping a future where solutions relieve,

Socletal burdens, as their goals they achieve.

In Systems & Networking, they take their stand,
With Data Science close at hand,

MNS, a beacon in the land,

Guiding us towards a brighter strand.



Generative Al

Generative Al Is a type of
artificial intelligence that
can create new data, like
text, images, or even
code based on what it
has learned

Audio

Text-to-speech
Music composition
Vocal Remover

- /

source: Cyril Hsu


http://drive.google.com/file/d/1sKlTM1PKk5KitSqhpb5IlQM4rV2r4dCn/view
http://drive.google.com/file/d/1AOUOz3xWQjdWqd9IPHhq2hrFoAw2Yeje/view

Future of LLMs

Terence Tao: ChatGPT will do human-level math research by 2026

Terence Chi-Shen Tao is an
Australian mathematician
who is a professor of
mathematics at the University
of California, Los Angeles
(UCLA), where he holds the

James and Carol Collins chair.

Tao won the Fields Medal in
2006 and won the Royal
Medal and Breakthrough
Prize in Mathematics in 2014,
andis a 2006 MacArthur
Fellow.

Elegant recursion for A301897

22 ()G

Y Terence Tao

@tao@mathstodon.xyz

As an experiment, | recently tried consulting #GPT4 on a question |
found on #MathOverflow prior to obtaining a solution. The
question is at mathoverflow.net/questions/449... and my
conversation with GPT-4 is at chat.openai.com/share/53aab67e... .
Based on past experience, | knew to not try to ask the #Al to
answer the question directly (as this would almost surely lead to
nonsense), but instead to have it play the role of a collaborator and
offer strategy suggestions. It did end up suggesting eight
approaches, one of which (generating functions) being the one that
was ultimately successful. In this particular case, | would probably



e Computer programming
e Knowledge centric (human learning)
CO ntent e Data centric (machine learning)
e Training (years vs Bytes)
e Big data
FINANCIAL TIMES B : soov e Data movemgnt
e Data processing

Elon Musk and other tech experts call for ‘pause’ on

advanced Al systems [ ] D ata S to rag e

More than 1,000 researchers and executives sign open letter to hal

o Artificial Intelligence terminology /landscape
e Al origins
e Al milestones (perceptron — DL)

Al between Hype/fiction/Reality

Deep Learning

Problem and Security (hallucination, ...)

Ethics (Black box)

Prompt Engineering




Threats (LLMs)

S0s 60s 70s 80s 90s 00s 10s 20s
- 1< ' ¥ ¥ ¥ ° /|

Step 1 The BUVEFSEW plams mdlrect pmmpts

Model Safety Prompt ‘ .
injection (direct/indirect) 2 Ao o
StEp 2: LLM retrieves the prnmptfrnm.a web resource
o m O d el p e rfo r m ta S kS “IAppllcatlun Integrated Poisoned

LLM web resource

outside its intended

1. PROMPT INJECTION g

3. RETRIEVE INFO
Attacks: Jailbreaking, Virtualization, Sidestepping, Multi-
prompt, Multi-language attack, Role Playing, Model Duping,

® 2. QUERY Q. CONSTRUCT
Obfuscation (Token Smuggling), Accidental Context Leakage, ) SYSTEM

@y 5 INIECTED RESULT PROMPT TO

Code Injection, Prompt Leaking/Extraction QUERY LLM




large language models (LLMs
Problems

50s 60s 70s 80s 90s 00s 10s 20s
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LLMS have are facing
problems

A case of ‘Al hallucination’ in the air

] August 07,2023 - & Public Law - © 4 min read

How can a few unreported court cases that no lawyer has ever heard of,
cause so much trouble and become so infamous?

L L]
- H a | | u C I n a tl O n S It started in May 2023 when a news story broke that a lawyer had used ChatGPT to write a legal

Case brief for a court case. While this may not look like an issue in itself, the problem arose when the
contents of the brief were examined by the opposing side.
 J
A brief summary of the facts
The matter pertains to the case Roberto Mata v Avianca Inc, which involves an Avianca flight
P (Colombian airline) from San Salvador, El Salvador, to New York, United States, on 27 August

2019. The claimant — Mr Roberto Mata — claimed that during the flight he was hit on the knee
by a serving cart and this caused serious injury. Thus, Mr Mata wanted to bring a claim for
damages under the Convention for the Unification of Certain Rules for International Carriage By
lontreal Convention of 1999). The Convention is an international treaty that governs
liability and compensation in cases of air travel-related accidents caused by airlines. It
establishes the liability of air carriers for death, injury, or delay of passengers, as well as loss,

damage or delay of baggage and cargo during international flights.

Avianca’s legal counsel asked the judge to toss out the case as the two-year statute of limitations
period had passed pursuant to Article 35 of the Montreal Convention. However, Mr Mata’s
H 1 t 1 t . . lawyers objected and submitted a brief that cited several court decisions to counter this
OW C a n We m I I ga e hallucination argument. ounter claim was that New York, where the case was being heard, has a three-
. . year statute of limitation period and that the bankruptcy of Avianca had paused the period.
H a ll u C I n a t I 0 n ’? While such arguments in civil proceedings are neither new nor controversial, the fact that the
® cited court decisions were nowhere to be found in the legal archives raised some eyebrows. Why
was this? It was because the lawyers relied on ChatGPT and it made the cases up. It was an

instance of ‘Al hallucination’.




large language models (LLMs)
Problems

50s 60s 70s 805 90s 00s 10s 205
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LLMS have are facing
Q: Ajuggler can juggle 16 balls. Half of the

problems balls are golf balls, and half of the golf balls
are blue. How many blue golf balls are
. . there?
Hallucinations A: The answer (arabic numerals) is

(Output) The answer is 8. (WRONG)

Note: cannot be reproduce with recent Al
How can we mitigate LLM chat tool

Hallucination?



large language models (LLMs)
Problems

50s 60s 70s 80s 90s 00s 10s 20s
I D D D S TS TS e

LLMS have are facing C o-pilot: Advanced Al models like
problems GPT-4 are designed to handle a

wide range of prompts, including

vague or misleading ones, without

hallucinating.

e ContextUnderstandings.

* Pattern Recognition.

* Probability-Based Generation

Hallucinations

It's always importantto use these

How can we mitigate models responsibly and to verify

Hallucination? the information they provide.



large language models (LLMs)
Problems

50s 60s 70s 80s 90s 00s 10s 20s
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ChatGPT 3.5
LLMS have are facing Q) You

b I Retrieval-
p I'O e m S Augmented Generation (RAG) pipelines for enhancing information retrieval

@ chatepT
As of my last knowledge update in January 2022, | don't have specific information on "Retrieval-

O u t O f d a t e Augmented Generation (RAG)" pipelines. However, | can provide a general understanding of the
terms and how they might be related in the context of enhancing information retrieval.

No sources

Retrieval:

* Retrieval refers to the process of obtaining information or data from a storage system. Inthe

context of information retrieval, it often involves searching for and retrieving relevant
documents, records, or data based on user queries.
Augmented Generation:
. * Augmented Generation usually implies enhancing or supplementing the generation process
H OW C a n S O lve th I S p ro b le m ? with additional information or context. This could involve incorporating external knowledge,
leveraging machine learning models, or using other technigques to improve the quality and

relevance of generated content.




Emergence large language models
LLMs

50s 60s 70s 80s 90s 00s 10s 20s
I S S B I S B

Co-pilot 3.5

Copilot
Retrieval-Augmented Generation (RAG) is a powerful framework that combines the strengths of information retrieval

LLMS have are facing e o

1. What is RAG?

Definition: RAG is a pipeline framework that retrieves information via an external discovery system, enhancing the

p r O b I e I I I S knowledge retrieval process for Large Language Models (LLMs).

Purpose: It bridges the gap between pure generation and factual accuracy by incorporating relevant external

knowledge into LLM responses.

2. Components of RAG:
Retrieval Phase:

° e = RAG starts with retrieving relevant context or information from external sources (e.g., databases, documents,
a u C I I I a I O | l S WebsIies)
= The retrieved context serves as grounding data for subsequent response generation.

Generation Phase:

u t O f d a t e = LLMs (such as GPT) use the retrieved context to formulate contextually relevant responses.

= The combination of retrieval and generation ensures more accurate and context-aware answers.
3. Challenges and Considerations:
O S O u r C e S Bias and Limitations: RAG faces challenges related to biases (position, verbosity, self-enhancement) and limited
reasoning ability.
Customization: Building an effective RAG pipeline requires customization based on specific use cases and
requirements.
Evaluation: Systematic evaluation is crucial to measure performance and guide development.

4. Benefits of RAG:

Scalability: RAG provides a scalable way to incorporate external knowledge without manual curation.

Explainability: RAG's transparent approach allows us to understand how responses are grounded in retrieved

[} []
Whatis the ditference
O Continuous Updates: RAG enables real-time knowledge updates and domain-specific integration.

In summary, RAG empowers Al systems to seamlessly integrate external knowledge, enhancing coherence and context in

text generation. It's a valuable tool for building robust language models that align with user expectations. ..

Learn more 1 [ medium.com 2 B glean.com 3 U ubiai.tools 4 X arxiv.org




RAG: Retrieval Augmented Generation

50s 60s 70s
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Retrieval Augmented
Generation (RAG)
empowers LLM models
with

« dynamic,

o external information
to enhance the
relevance of the
results

90s 00s 10s 20s

Knowledge

base # retrieve

relevant content

LLM

LLM

output
# User # Combine them .
with user prompt # give
prompt evidence

Current Trends-



RAG: Retrieval Augmented Generation

S0s 60s 70s 80s 90s 00s 10s 20s

ent Query Corporate Documents Query

Answer view

_ retrive top k
1 e

\ compare similarity

wh
. —_
) v}

Quary vecnor

i |
) r 2
embedding .

Llamalndex Sessions: Evaluating RAG with Llamalndex (McDermott)

Yixin Hu "Evaluation Pipeline of Query-Answer System Powered by GPT-3.5 and RAG Pipeline ", Sc thesis, Computer Science joint Program UvA-
VU, the Netherlands, July 2024


https://youtu.be/44h94AJgQoM?si=BGZCxYYV4le4dDmx

Data Security and privacy

S0s 60s 70s 80s 90s 00s 10s 20s
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Data anonymization. Is it enough?
Federated Learning Threat Model

Linkage attacks
[Hospital]
A priori knowledge attacks
[Research CenterL

Composition attacks (e.g., =N\
second release of k-anonymized ﬁ/ -
table)

[Glojal Model]

AttaAdvers

arial

[
aw
am e
@
amE e w
V awe "
#EE e
aw e
iw
. *
:!! — | v

[*] Narayanan, Arvind, and Vitaly Shmatikov. "How to break anonymity of the netflix prize dataset.” arXiv preprint cs/0610105 (2006).
[**] Moselle, Kenneth A., Stan Robertson, and Andriy Koval. " Real-World" De-ldentification of High-Dimensional Transactional Health Datasets." ITCH. 2019.



Federated Learning Threat Model

50s 60s 70s 80s 90s 00s 10s 20s
I D D DY DY DN DN e
Flip
Data anonymization. Is it enough? 1st
Answer

Linkage attacks truthfully

A priori knowledge attacks Flip

Composition attacks (e.g., 2nd

second release of k-

anonymized table) yes .
Output perturbation

. . Apply randomized response (M: Yes, .:

Regularization q No)

[*] Narayanan, Arvind, and Vitaly Shmatikov. "How to break anonymity of the netflix prize dataset.” arXiv preprint cs/0610105 (2006).
[**] Moselle, Kenneth A., Stan Robertson, and Andriy Koval. " Real-World" De-ldentification of High-Dimensional Transactional Health Datasets." ITCH. 2019.



Data Security and privacy

S0s 60s 70s 80s 90s 00s 10s 20s
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Privacy Preservation

Original
Photo

Definition: Providing record level
protection to every member of
the training set while gaining
useful insights about the

populations as a whole

Original  Traditional Adversarial Random DISCO

What is not private?
D]
Communication
Infrastructure

Machine learning model output

Singh, Abhishek, et al. "DISCO: Dynamic and Invariant Sensitive Channel
Obfuscation for deep neural networks." arXiv preprint arXiv:2012.11025 (2020)




Explainable Al
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Target Image Original Image Manipulated Image
=

Black-Box Model

il

Target Explanation Original Explanation Manipulated Explanation . : : Explanation

An example of an adversarial _
attack RISE algorithm

Willem van der Spek " Technical Challenges and Opportunities in Explainable Artificial Intelligence", Sc thesis, Computer Science joint
Program UvVA-VU, the Netherlands, September 2023.



Future of LLMs

* LLMs vs Agentic LLMs
» Traditional LLMs: Chatbots, text generation, language translation, creative writing,
@)AN
 Agentic LLMs: Access and process information from the real world through external
tools, and use this information to make decisions and complete tasks

« Stanford created a virtual world full of ChatGPT-powered people
» The simulation ran for 2 days and showed that LLM-powered bots interact in a
human-like way
* The bots planned a party, coordinated the event, and attended the party within the
simulation

11111111111

‘‘‘‘‘



e Computer programming
e Knowledge centric (human learning)

CO ntent e Data centric (machine learning)

e Training (years vs Bytes)

e Big data
ChatGPT experience may be able to get you that job. More than 90% of
potential employers are looking for workers who use the chatbot. ) D ata m Ove m e nt
= "‘Fh‘cl-:' hndmgls clome as workers flock to ChatGPT to make their jobs . ® D ata p rO CeSS i n g
easier. Many have used the chatbot to develop code, write marketing
copy, and generate lesson plans. Some companies are even looking to ® D ata StO rag e
gy et Mo e beckgoundforasmuch e e Artificial Intelligence terminology /landscape
e Al origins
e Al milestones (perceptron — DL)
e Al between Hype/fiction/Reality
e Deep Learning
e Problem and Security (hallucination, ...)
e Ethics (Black box)
e Prompt Engineering

Source: google trends



Prompt

One way interacting
with LLMs, its
simplicity with no
need to fine-tune the
model.

Prompt engineering
IS the practice of
developing and

optimizing prompts to

efficiently use language
models (LMs) for a
variety of applications



https://arxiv.org/pdf/2312.16171.pdf

Content
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= > For now
. i - Amorre discovvery

"the end of the presentation with th mention for now, implying tha..."

&' Designer Powered by DALL-E 3
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