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Motivation | objectives ]
. . L L * Investigations aimed at development of problem solving envir to facilitate p ing and execution
° ComP“f‘“g environments * Scientific applications of complex cross-disciplinary e-Science applications
— Distributed and heterogeneous — Collaborative

Providing support for collaborative aspects of research through dedicated tools for different groups of users:

— Resources shared between different — Used in dynamic scenarios administrators, experiment developers, scientist
organizations . — Compute- and data-intensive X pers, . _
— Resources may dynamically change — Multiscale, multiphysics + Development of methods and tools for sharing and reuse of applications components
- N"“Sl?gle r.mdd!ew?:e L — Various levels of coupling and composition types « Elaboration of a methodology of gathering and storing information about users’ experience by tracing their
-C ons in virtual lon — Legacy codes in many programming languages behavior

— Linking to publications

Understanding of mechanisms governing complex e-infrastructures for reliable execution of applications

Workflow sharing and reproducibility | Scientific data management ] Scientific data management |

a e Application: Scientific
Scalable Data Transfers ‘ Visualization & Visualization

for Web Services Pipelines [with SCS-UvA]

« Invocation are redirected to the t

ProxyWS which returns references
instead of large data sets.
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* Using WSProxy the data
« Transparent access to divers data is delivered directly to
recourses the consumer
\  No intermediate file are
( 4 generated
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N-th Grid site supporting HLA.

Application aware task scheduling

Completion time Completion time
with late binding. with early binding.

However operational and runtime dynamics have a
negative on reliability and efficiency
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Scripts vs workflow applications ] DataTrove: Executable e-Science Publications | applications _ o
« Anew method of collaborative application development
OalRepaciiory « Abstract layers to hide technological changes
Analysis of script applications Building workflows . e ‘;';:,';,’;;,,”;":" ﬁ% + Semantic description of applications and resources

oo « Integration of provenance recording and tracking
S « Deployment on available Grid systems, clusters, and single CEs

* Applications are developed in . |s based on data collected in
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