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The word robot was introduced in 1920
in a play by Karel Capek called R.U.R



The Robot

A robot is an artificial worker,
which can replace a human worker.




Industrial Robots

* Industrial robots have replaced many
human workers for tasks which are:

— high repetitive
— well structured
— I.e. factory jobs
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Presentation Notes�
There are two general categories of robots. One is industrial manipulators, or factory robots. This is the oldest form of robots, originating with the need to safely assemble nuclear materials. Industrial manipulators are not situated agents, rather, with only a few exceptions, they are automatons. They are designed for rapid, accurate repetitious movements. Everything in the industrial manipulator’s workspace is fixed and parts presented in the correct posture, eliminating the need for external sensing. As result of this highly-engineered workspace, the focus in industrial manipulator research has been on control theory and deep mathematical methods, in particularly how to specify the joint movement to get the fastest repeatable trajectory. Only recently have industrial manipulator researchers begun adding sensors to reduced the need for fixturing. In general, industrial manipulators are not situated agents since they do not sense or reason about the world, only perform pre-programmed actions. 



The second category is mobile robotics. The mobile robotics tradition stems from the space program, where the key issues are how to send robots which can operate in environments that can only be estimated and make decisions in real-time rather than wait for the time delay in communicating with humans on Earth. As a result, the focus has been on artificial intelligence approaches rather than control theory, though the operation of a mobile robot involves control theory.



The two approaches, industrial and mobile robots, are quite different. Industrial robots assume an engineered workplace while a mobile robot assumes that the even a well-modeled workplace may hold some surprises. Consider the problems explicitly modeling a living room in a house and then designing a robot that could cover all the floor space optimally. Such programming would have to be redone if the furniture changed, and the same device would not work in another house. By contrast, the Roomba mobile robot does not attempt to guarantee optimal coverage, only that the entire area will eventually be covered (using the AI principle of “satisficing”) and relies only on a fuzzy linguistic model of the world (“small room,” “medium room,” “large room”). As a result of the two divergent assumptions about the workplace, advances and successes in industrial manipulators generally has little impact on mobile robotics. 



Unfortunately, a mobile robot can be mobile without being autonomous or even automated. The challenges of dealing with an open world have often exceeded the current capabilities of AI methods. As a result, mobile robots such as the Packbot are teleoperated, where the human stays in control of the robot at all times. The teleoperator actively participates in the control. Teleoperation has significant disadvantages. First, the teleoperator is likely to make mistakes and have a relatively short attention span because of the lack of sensors, the general unnaturalness of controlling a robot with different eyes and a different shape leading to a lack of functional presence. Second, teleoperation often introduces time delays between when a command is given by the teleoperator, the command is executed, and the results are perceived. 



One approach to overcoming these disadvantages is to apply whatever technology is available. UAVs often fly using “fly by wire” since a human cannot physically respond and adjust control surfaces fast enough to keep the vehicle in flight. Instead, the human gives commands such as go up or bank left and the vehicle itself translates those commands into actual executable bits. “Fly by wire” control is engineered to a particular vehicle and is an example of the use of control theory in mobile robots. More advanced systems may automate more aspects, such as waypoint navigation. In UAVs, it is has been common practice to pre-program a drone to fly to different waypoints and return home. This type of pre-programming can be done using control theory where the UAV has access to GPS and air flow and pressure sensors to maintain speed and altitude, essentially the same as the auto-pilot in commercial airliners. What becomes harder and requires a human is to look for collisions and be on stand-by in case something goes wrong; these are the types of functions that AI attempts to address. 
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Al Robots

Al Robots are physically situated agents
with:
— Knowledge representation
— Learning
— Planning and problem solving
— Search and Inference
— Vision
— Understanding natural language
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Physical situated agent

actuators

An agent is anything that can be viewed
as perceiving its environment through sensors
and acting upon that environment through actuators?

T Russell & Norvig, ‘Artificial Intelligence — A modern approach’,
Prentice Hall, 2003
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The physical grounding hypothesis

"To build an intelligent system it is necessary
to have its representations grounded in the
physical world.’

l.e.:
‘The world is its own best model:

its always exactly up to date and
contains always every detail there is to know.’ T

T Rodney A. Brooks, ‘Elephants Don’t Play Chess’,
Robotics and Autonomous System 6 (1990).



Theory of multiple intelligences

* linguistic,

* logical-mathematical,
 spatial,

* bodily-kinesthetic,

e naturalistic,

* musical,

* |nterpersonal,

* intrapersonal. t

T Howard Gardner, ‘Multiple Intelligences’,
BasicBooks, New York (2006).



Anthropic principle

To replace a human worker,
a robot needs the equivalent of:

 Human knowledge
 Human rational
 Human perception
 Human actuators
 Human communication



Human actuators

T Asimo, Honda’s Humanoid robot, Commercial 2006



Robotics plays a central role in Al

Integration platform for many areas of Al
Benchmark platform for progress in Al
Embodiment is a prerequisite for intelligence
Future of Al is projected on robotics



Synergistic Intelligence
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T Hiroshi Ishiguro ‘2006-2056 Projects and Vision in Robotics’, 50 years Artificial
Intelligence Symposium, Bremen.



Developments humanoids go fast




Uncanny Valley [Mori et al. *97]

Familiarity Human

Uncanny valley

-
L

Toy robot

Similarity 100%
» Moving corpse



Cybernetics

« Can we use technology to ""6 .

upgrade humans? L o/

» Can we use organic brains i
in robots? 8




Introduction to

Al Robotics

State of the Art
T Summary of Leo Dorst’s course material belonging to Robin Murphy’s book
‘Introduction to Al Robotics’, MIT Press, 2000.



Robotic Paradigms

Model-Based Robotics

1976 — 1986 * Full model, no sensor data
* Focus on motion planning

Behavior-Based Robotics
1986 — 1996 = No model, entirely data-driven

* Focus on environment feedback

Probabilistic Robotics

1996 — 2006 * Uncertain model, noisy data
* Integration of data and model

T Sebastian Thrun ‘1996-2006 Autonomous Robots’, 50 years Artificial Intelligence
Symposium, Bremen.



Perception - Action Cycle

Perception

Model
of the world




Sense-Plan-Act

> Sense
“Translate” physical properties to electrical (digital)
signals.
Sensor: Input of the system

== Plan
Attempt to solve a problem (with a purpose)
Needs (complete) model of the world

> Act

“Translate” electrical (digital) signals to other physical
properties,

Actuator: Output of the system



Hierarchical approach

Sense [ " Plan " Act




Reactive Approach

Sense

Plan?

Act




Hybrid / deliberative approach

Plan

> Sense > Act

* Planning is making decisions autonomously!



Typical use of robots

'3D" Tasks

= Dirty

> Dull

> Dangerous
Unreachable by humans
> Surgery

> Underwater

> Mars

Do Things that Living Things Can't



Unmanned Vehicles

Unmanned Aerial Vehicles
> drones since Vietnam: Global Hawk, UCAV
> easy: nothing to hit
== hard: mission sensing, human-in-the-loop control

Unmanned Ground Vehicles
> since 1967
= easy: can always stop and think, a priori maps
= hard: perceiving, e.g., light vegetation vs. wall

Unmanned Underwater Vehicles
> ROVSs since 1960s
> easy: run tethers
> hard: platform operation in unfriendly environment



Remote Control

Remaote

> you control the robot

> you can view the robot and its relationship to the
environment

= operator isn't removed from scene, not very safe



Example: Bomb squad




Teleoperation

Remote

> you control the robot

= you can only view the environment through the robot's
eyes

= don't have to figure out Al
= Depending on display: Telepresence



Example: Micro Aerial Vehicle




semi-autonomy

i)
B

Local (human)

l Remote
i Sensa — At

= human is involved, but routine or "safe” portions of the
task are handled autonomously by the robot
> Shared Control/ Guarded Control
human initiates action, interacts with remote by adding perceptual inputs

or feedback, and interrupts execution as needed
robot may " protect” itself by not bumping into things

= Traded Control

human injtiates action, does not interact

> human doesn't have to do everything



Example: semi-autonomy
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Autonomy in Robotics

= lUse Robots
when humans cannot or do not want do do it

> In Teleoperations
humans do not act, but are needed all the time
cognitive fatigue, high comms bandwidth, long delays,
and many:one human to robot ratios

= Semi-autonomy
tries to reduce fatigue, bandwidth by delegating
portions of the task to robot
human only acts when needed



Behavior-based approach

Henavior-sased Robotics. Broo J86

T Sebastian Thrun ‘1996-2006 Autonomous Robots’, 50 years Artificial Intelligence
Symposium, Bremen.



Bio-inspired

Level 1: Level 2: Level 3:
What is the phenomena?  How is it represented? _ How is it implemented?
8-

I
l
l
I
I
l
l
I
l
l
l
l




Why look at biology?

> No world model (so no frame problem)
- "The world is its own best representation” [Gibson]

> Proof of principle
- It is possible

> Copying the "organization”

- Shows how it can be done




Ethology:
Coordination and Control of Behaviors

.pf:ré..i'f::ﬂ.. .
1973 Nobel Prize for Physiology or Medicine:

== Karl Von Frisch, Konrad Lorenz and Nikolaas Tinbergen




Behaviors

Types of behaviors

> Reflexive
stimulus-response, often abbreviated 5-R

> Reactive
learned or " muscle memory”

> Consclous
deliberately stringing together

Warning: In robotics "reactive behavior” often means purely
reflexive, and reactive behaviors are refered to as "skills”.



Example of reflexive behavior

> Arctic terns live in the Arctic (black, white, gray

environment, some grass) but adults have a red spot on
beak

> When hungry, baby pecks at parent’s beak, who
regurgitates food for baby to eat

> How does it know its parent?

It doesn't! It just goes for the
largest red spot in its field of
view (e.g., ethology student)

> Only red thing should be an
adult tern

- Closer = large red



Feeding behavior

RED (external)
HUNGRY (internal)

Do
N Something
Else
» FEEdiﬂg » PECK
RED . AT
Behavior RED




General principles

Ethology

>
>

>
>

All animals possess a set of behaviors

Releasers for these behaviors rely on both internal state
and external stimulus

Perception is filtered; perceive what is relevant to the task
Some behaviors and associated perception do not require
explicit knowledge representation

Robotics

C

vV V V

Individual robots must survive, not species
Must be able to predict emergent behaviors
Not clear how to learn quickly

Robots need more alternative perceptual schemas since
poorer understanding of the environment



Subsumption architecture
(Brooks 1986)




Subsumption philosophy

Modules should be grouped into layers of
competence

Modules in a higher lever can override or
subsume behaviors in the next lower level

Suppression: substitute input going to a

module
Inhibit: turn off output from a module

No internal state in the sense of a local,
persistent representation similar to a world
model.

Architecture should be taskable: accom-
plished by a higher level turning on/off lower
layers

—+  buwd iz
|

|
- ] T o
e %-:"‘ﬂ-. wandar f‘;li‘ )

|
e coliiem ——

TSR &CT
|EM3E |‘ '| AT |



707777

SO
2

>

Level O0: avoid collision

FEEL
™ FCORCE

force

polar
plot

| ©,| COLLIDE

RN
A AY

Frolll

hénding

07

heading  encoders

h 4

00000

/C'HWQHD

727




Level 1: wander
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Level 2: follow corridor
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The result: Finite State Automata
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FSM is a simplification of the world

1996-2006: The Age of Statistical Al

Massive

Computing

T Sebastian Thrun ‘1996-2006 Autonomous Robots’, 50 years Artificial Intelligence
Symposium, Bremen.



Searching for correlations in data

Robotics Data

World Wide Web Customer Data

Personal Health

T Sebastian Thrun ‘1996-2006 Autonomous Robots’, 50 years Artificial Intelligence
Symposium, Bremen.



Spatial Knowledge in Roboticst

* Localization (current location)
Where am I7?

* Mapping (past locations)
Where have | been?

* Exploration (future locations)

Where am | going?

T Robin R. Murphy, ‘Introduction to Al Robotics’, MIT Press, 2000



Probabilistic RoboticsT

SEBASTIAN THRUN
WOLFRAM BURGARD
DIETER FOX

Ts. Thrun, W. Burgard, D. Fox, ‘Probabilistic Robotics’, MIT Press, 2005



Conclusion

* Robotics plays a central role in Al
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The chess-playing Turk defeated Napoleon in 1769
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