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1 Summary

This research developed a system Sjeel 2.0 that can recognise the personal wishes
of the two favourite drinks of students: beer and coffee. It uses two different me-
dia types namely speech recognition and speaker identification. Using Google’s
API for speech recognition the difference between coffee and beer a result was
reached of only 3 mistakes in 199 samples. Using multiple features such as pitch,
MFCC and RMSE for speaker identification multiple algorithms with 10-fold
crossvalidation were applied. Naive Bayes, Decision Tree, Random Forest all
reached an accuracy around 70% while Gradient Boosted Trees after parameter
finetuning reached an accuracy of 81%. As expected, the level of noise does
influence the accuracy of the system. When recording the trainingsset in a
quiet environment, an accuracy of 95% was reached. This system could be used
in situations where speaking for a long time is an issue, such as with stutters
or emergency situations. Future work could focus on extending the number of
beverages and users. Also other media forms for speaker identification could be
added such as face recognition and user-dependent vocabulary.
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2 Introduction

’Goodmorning, a large cappuccino I assume?’, asks Sjeel. The woman of the
canteen of Science Park knows the preferences of her regular customers almost
flawless. How great would it be to copy the skills of Sjeel and use them in a
system? A system that can recognise the preferences of the users by analysing
their voices. And above that, can recognise the kind of beverage you want. To
achieve this, 2 different kinds of media are used: speech recognition and speaker
identification. This would not only save time, but is also a great solution for
people who have troubles with speech.
Imagine a residential care home with many people requiring help. How efficient
would it be that in case of emergency a person in help only has to say ’help’
and our system would know who it is. And above that, knows the medication
history and can therefore provide help more efficiently.
Another example is with people suffering from stuttering. Instead of saying:
I would like to have a cappuccino with almond milk and a dash of cacao, say:
Coffee please. This would save even more time then it would with regular
speakers. Secondly, it might decrease the social anxiety of speaking in a busy
queue under pressure.
Even though this system could be used very widely, there is decided to define the
two-folded problem as follows. First, the system recognises which beverage is
ordered by using speech recognition. Secondly, by using speaker identification,
the system analyses the personal preferences of this specific user. In this study
the number of users is equal to the number of groupmembers, so 5 in total.
For example if a user says: ’Beer please’, the system should know that the user
ordered the beverage beer. Secondly it should recognise that it was user 3 that
ordered the beer and would therefore know that it should be a Heineken. The
beverages coffee and beer are chosen because they are widely known as the most
popular student drinks.
The system is expected to prove the following hypothesis:

1. Distinct the word beer from coffee perfectly.

2. Distinct the man of the group from the 4 women perfectly.

3. Reach an accuracy of at least 80% for recognising the speaker in a noisy
environment.

4. Reach a higher accuracy for recognising the speaker in a quiet environ-
ment.

This research tends to bridge the semantic gap by giving meaning to the values
of audio signals. What to a computer just a collection of wavelengths is, is to
humans the difference between ’beer’ and ’coffee’ or between the voice of person
A and person B.

3 Theoretical Foundation

3.1 Phonetics

To understand the conversion from pure sound waveform to text and to the
speaker identity, it is necessary to have a better understanding of speech itself.
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In this section a short introduction in the field of phonetics is given. In a strict
sense, speech is produced by the vocal tract, which is a collaboration between the
lungs, larynx and oral cavities. The larynx contains the vocal cords, two small
pieces of tissue that vibrate when they are closed and air is pressed through.
But with this only the pitch of the voice can be altered. Different sounds can
be made by changing the shape of the oral cavities. For example, the difference
between an [i] in ‘keen’ and [o] in ‘hope’ can be explained by the change in the
location of the tongue, the height of the lower jawbone and the tension in the
lips. Also the difference between [m] and [n] in ‘man’ can be explained by the
difference in location of the tongue and lips. The difference in sound comes from
the resonance in the cavities.

This is of course also visible in the waveform of the sound, which is a com-
bination of the frequency of the vocal cords, and the frequency of resonances
in the several cavities. These frequencies are called formants, with the lowest
formant (formant 0, f0) as the frequency of the vocal cords. The next two for-
mants contain information about the resonance in the pharynx (cavity in the
throat) and mouth. These formants are easily changeable by moving the tongue
and jaw and thus contain the most information about what is said. The next
formant describes the resonance in the nasal cavity and is sometimes used to
identify nasal consonants (such as [m] and [n]). The fourth and fifth formant
contain speaker specific information, because this describes the resonance in
other cavities, which cannot be changed when speaking. Therefore the first,
second and third formant are the most useful in defining what is said and the
fundamental frequency (f0) and the fourth and fifth formant contain the most
useful information about who spoke.

3.2 Speech recognition

There is an overall agreement in the literature that Hidden Markov Models
(HMM) is the best approach for Automatic Speech Recognition (ASR) (Baker et
al., 2009). In almost all applications a HMM forms the basis of the system. The
models are trained for each word in a large dataset that contains labeled speech
data. When a new (non-labeled) input is given, the sentence is recognised by
the most likely model sequence (Foote, 1999). For large-vocabulary recognition
datasets a different approach is applied. Instead of making a HMM for every
of the thousands of words in the dataset, a much smaller number of sub-word
models are constructed that can be combined to form a word model. Since the
that will be build in this research only has to recognise two keywords, ”beer”
and ”coffee”, the first approach will probably be best for this problem.
Even though HHM is the standard method for building these kind of systems,
new research focusses on deep neural networks. Google has build a neural
network based keyword spotting system that is 45% more accurate than Hidden
Markov Models (Chen, Parada, & Heigold, 2014).

3.3 Speaker identification

As stated in the section about Phonetics, the most useful data in speech are the
fourth and fifth formants and the fundamental frequency. To be able to obtain
these data from the waveform sounds there needs to be done a feature extraction
(Kinnunen & Li, 2010). These features are typically the Mel Frequency Cepstral
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Coefficients for the previous 20-30 ms. However, it might be possible to use only
the pitch of the voices, because the choice is limited to 5 speakers (Weenink,
2017).

Mel Frequency Cepstral Coefficients (MFCC) are based on the nonlinear and
logarithmic perception of pitch in the human ear (Hasan, Jamil, Rahman, et al.,
2004). The frequencies on the Mel scale are below 1000 Hz linearly spaced, above
1000 Hz the frequencies are logarithmically spaced. This has an analogy with
the human ear, where the basilar membrane (located in the cochlea) vibrates at
specific points (depending on the frequency of the sound). The spacing of these
specific points is the same as the Mel Frequency Scale, which makes this Scale
very suitable for speaker identification.

Guassian mixture models are widely used in unsupervised speaker recogni-
tion systems (Reynolds, F., & Dunn, 2000). The task of such a system is to
determine by who a segment of speech was spoken. The system described by
(Reynolds et al., 2000) was the Gaussian Mixture Model-Universal Background
Model (GMM-UBM). This system is based on the optimal likelihood ratio test.
GMM-UBM uses Gaussian mixture models for likelihood functions. For the
representation of alternative speakers in a specific segment of speech a univer-
sal background model is used and Bayesian adaptation obtains a hypothesized
speaker model.

3.4 Speech recognition and speaker identification com-
bined

This research aims at simultaneously recognizing the person who is speaking
and what is being said. For the system to work it is therefore necessary that
the components mentioned above are combined. To this, though, there is little
research done. In 2010 a self-learning speech controlled system was presented
by Herbig, Gerl en Wolfgang. (Herbig, Gerl, & Wolfgang, 2010). Their research
tried to improve speech recognition by first identifying the person who is speak-
ing. Speaker identification with high accuracy was obtained by first retrieving
personal speech characteristics such as the Mel Frequency Cepstral Coefficient.
Speech recognition was improved by taking into account how the identified per-
son speaks. Knowing how this person pronounces specific words or formulates
sentences improves the recognition of what is being said.

This project will not focus on improving speech recognition, but uses the
identification of a speaker to fulfill his or her needs by knowing what his or her
preferences are.

4 Research Method

4.1 Data

Two datasets of both 200 audio files are created. One dataset was situated in
a noisy environment and the other in a quiet environment. For each dataset
all five users have recorded the dutch sentence ”Mag ik koffie?” (Can I have a
coffee?) and the sentence ”Mag ik een biertje?” (Can I have a beer?) 20 times.
A screencapture (Figure 5) of the created dataset can be found in Appendix A.
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4.2 Feature extraction

To create an application that is able to define the preferences of a specific user,
a Python program is created that can capture sound of the input using the
PyAudio toolkit (Pham, 2017). This toolkit can store an audio input into a
Waveform Audio File Format (WAV).
After the audio has been captured and stored, the program calls the SpeechRecog-
nition library (Zang, 2015), which makes use of the Google Speech Recognition
API in order to translate the audio into text. This library can be used for both
direct audio input and previously recorded audio. The approach that uses pre-
viously recorded audio will be applied in the training phase and the approach
using direct audio input will be applied in the test phase.
RMS Energy is a metric that measures the continuity of the audio signal level
(Weihs, Jannach, Vatolkin, & Rudolph, 2016). A piece of audio that contains
many portions of silence will have a large RMSE value whereas audio containing
continuous signals will have a small RMS Energy value. The RMS Energy can
be computed by taking the root-mean-square (RMS) energy of a signal (Weihs
et al., 2016). This project used the RMS Energy feature to trim the audio seg-
ments because in this way the silences can be cut off. This results in an audio
segment that only contains speech. The differences in RMS Energy between
segments of speech of different users will also help by the identification of a
speaker. This is because people tend to speak with different dynamics.

In order to identify the speaker, several timbre features will be extracted
from the audio files. These features are going to be the data for the classification
algorithm. In order to extract these features, the LibROSA package (McFee et
al., 2017) is employed. This package is commonly used for music and audio
analysis and music information retrieval, but is also for this research a helpful
tool, since it enables the extraction of a large number of features that can be used
for speaker identification. As mentioned before the interview with an expert in
the field of linguistics revealed that the most useful features for this research will
be pitch and the Mel-Frequency Cepstral Coefficients (Weenink, 2017). These
will be the features used for speaker identification.

4.3 Model training

The next step is training the algorithm used for identifying the speaker. Only
supervised learning algorithms will be tested and a comparison between these
algorithms will be made. The literature showed that Naive Bayes classification
is commonly used in this area of research (Reynolds et al., 2000). This algo-
rithm will therefore be applied in this study. Besides that, also a Decision Tree,
Random Forest and Gradient Boosted Trees algorithm will be tested.

The Naive Bayes algorithm is based on Bayes theorem. Here the assumption
of independence between every pair of features is made (Reynolds et al., 2000).

Decision Trees build a tree-like structure based on the characteristics of the
data. Every node is a feature and the branches are the different values that a
feature can have (Mitchell, 1997).

Random Forest learns multiple Decision Tree models simultaneously. The
output is the most frequent label of all the predicted values of the models.
Hereby the problem of overfitting that Decision Trees are prone to is solved

8



(Breiman, 2001).
Gradient Boosted Trees start with a pretty weak model and then tries to

enhance that. It calculates the error of the model and fits a new Decision tree to
the corresponding cost function. By adding this new model to the previous one,
the whole function gets more and more complex. This happens in an iterative
way in order to refine the model (Friedman, 2001).

4.4 Output: Sjeel in action

When both speech recognition and speaker identification have been executed,
the results will be combined to evaluate what the speaker wants. The prefer-
ences of a person are predetermined by a questionnaire for a set of situations.
The wish of the user will then be returned as a text message.
For this research the focus will solely be on detecting the preference for a bever-
age. This will be divided in two categories: beer and coffee. For both categories
the users will be given a choice between several brands or flavours. Table 1
shows the preferences of the different users. The system will first tell the user
that his/her preferred drink is on its way and will then show a photo of the user
with either a cup of coffee or a beer in his/her hand. Figure 1 shows an example
of the output.

User Coffee preference Beer preference
1 (Roos) Glutenfree coffee Glutenfree beer
2 (Karen) Latte macchiato with soy cream Alfa
3 (Sanne) Black Grolsch
4 (Job) Cappuccino Hertog Jan

5 (Suzanne) Flat white Duvel

Table 1: User preferences
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Figure 1: Ouput example

4.5 Evaluation

Evaluation of the algorithms will be done by calculating the percentage of the
correctly classified training examples. A 10-fold crossvalidation was applied to
obtain reliable results.

5 Results

First of all the MFCCs of the audio files have been calculated. Examples of
these MFCCs are in figure 2.
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Job and Bier Karen and Bier Roos and Bier

Sanne and Bier Suzanne and Bier Job and Koffie

Karen and Koffie Roos and Koffie Sanne and Koffie

Suzanne and Koffie

Figure 2: MFCCs of the speakers

Multiple learning algorithms have been used to obtain optimal results for
both the quiet and the noisy environment. As shown in Figure 3 Gradient
Boosting Tree yielded the best results in a noisy environment but Naive Bayes,
Decision Tree and Random Forest have been tested as well. For the quiet en-
vironment, Figure 4 shows that Naive Bayes and Random Forest both yielded
the same best result.
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Figure 3: Obtained accuracies (crossvalidation 10) noisy environment

Figure 4: Obtained accuracies (crossvalidation 10) quiet environment
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All tests made use of 10-fold-cross -validation. An accuracy of 80,5% was
obtained by using the GradientBoostingClassifier in Python. The corresponding
parameter values after optimalisation are shown in Table 2.

Parameter Value
n estimators 100
learning rate 0.5
max depth 1
random state 0

Table 2: Parameter values

6 Conclusion

In this paper a system was created that copied the skills of coffeelady Sjeel.
By using the media speech recognition and speaker identification a twofolded
problem was tackled. The system could both distinct between beverages as
between users. When looking back at the hypothesis the following conclusions
can be drawn.

1. Distinct the word beer from coffee perfectly. The system made only 3
mistakes in 199 descriptions, so this hypothesis was correct.

2. Distinct the man of the group from the 4 women perfectly. The system
made no mistakes by distinguishing user 4 from the other users, so this
hypothesis was correct.

3. Reach an accuracy of at least 80% for recognising the speaker in a noisy en-
vironment. The highest accuracy was reached after parameter finetuning
of the Gradient Boosted Trees algorithm namely 81%, so this hypothesis
is correct.

4. Reach a higher accuracy for recognising the speaker in a quiet environ-
ment. The highest accuracy was reached after parameter finetuning of
the Gaussian Naive Bayes algorithm namely 95%, so this hypothesis is
correct as well.

This research could in the future help people that struggle with speaking such
as people who stutter, suffer from anxiety in social situations and in case of
emergency where only a few words can be pronounced. Above that, it saves
time of explaining all the details of your personal order.

7 Discussion

Looking back there are a few critical points to be made about this research.
First of all the group of users was small (only 5), for a real-world system this
could be expanded for more users. The evaluation of how well the user was
identified can then have more meaning.
Secondly, the number of different beverages could be expanded as well. Above
drinks, other preferences could be added, such as medication or favorite songs.
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When looking at the speaker identification other media could have been used
as well. Visual recognition could have been an option as well. This could have
been done by recognising the faces of even lengths or postures of the users.
This research now chose to let the users speak the exact same words. Literature
shows that by using, for example, fillers, speaker identification can be improved.
Future work can therefore focus on enlarging the number of users, beverages (or
other preferences) and subjoin other user recognition techniques such as visual
techniques and user-dependent vocabulary.
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Appendix A

Figure 5: Screencapture of the dataset
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