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Abstract

It is widely accepted that the generation of force in human muscles originates from
motor unit (MU) activation. High-density surface electromyography (HD-sEMG)
is a non-invasive research technique capable of recording action potentials from
muscles activated by MUs. As MUs are the driving source of force, and this force
acts across joints to produce torque, predictions of joint torque can be made based
on MU activity. However, there remains much incongruity in the relationship
between MU activity and the resulting torque. This thesis investigates multiple
multilayer perceptron (MLP) architectures for their ability to predict torque with
the use of decomposed MU spike trains obtained with Fast-ICA, and further ex-
amines whether these models can be generalized and enhanced through transfer
learning. The results show that smaller models display improved generalizability,
and transfer learning reduces the need for subject-specific data and improves train-
ing time. Overall, the results demonstrate that torque can be accurately predicted
based on MU activity.
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Chapter 1: Introduction

Figure 1.1: By inter-
preting the multichannel
EMG signals transmitted
through the spinal cord to
the residual limb, mod-
els can estimate user in-
tent, enabling prosthetic
devices to adapt to user in-
put and movement intent.
Image obtained from [17].

In the United States, an estimated 2.3 million people are
currently living with limb loss, and this number is pro-
jected to increase by 145% by 2060 [37]. Despite the
growing need for medical solutions for this population,
the development of effective prosthetic devices that help
restore human function is hindered by our limited under-
standing of human-prosthesis interactions [39]. This lack
of insight restricts our ability to predict how individuals
adapt their movement when using prostheses.
To develop prosthetics that effectively restore func-
tion, a deeper understanding is required of how peo-
ple adjust their motor behavior in response to these
devices [26]. Research suggests that the effectiveness
of wearable technologies such as exoskeletons and neu-
romodulation devices, in assisting, restoring, and en-
hancing motor function, depends largely on their abil-
ity to interface with the central nervous system (CNS)
[33]. Humans who have experienced lower-limb loss
can be aided by a prosthetic leg, which helps re-
store functionality and adapt to novel situations by
interacting with residual neural systems (see Figure
1.1).

The CNS acts as the primary command center of the
human body, transmitting signals to the body parts via neural pathways. It con-
sists of the brain and spinal cord, which are connected to muscles through MUs
[42]. A MU links a motor neuron to a group of muscle fibers. When a MU fires,
the muscle fibers are activated, leading to muscle contraction that generates force
and joint torque [14].

The muscle fiber activations can be recorded through EMG, which is a tech-
nique that detects MU activity with the use of electrodes. EMG has various
forms, one of which is surface electromyography (sEMG), a non-invasive method
that records electrical activity from muscle fibers through the skin [44]. A lim-
itation of sEMG is that recording through the skin can distort the original MU
activity in the recorded data. Moreover, overlapping MU activity from multiple
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muscles aggregates in the recorded data, making it difficult to distinguish which
electrical activity corresponds to each MU [11, 10, 30].

To accurately identify MUs, the number of electrodes can be increased, creat-
ing HD-sEMG, which uses tens to hundreds of electrodes to monitor the activity of
multiple MUs simultaneously [42]. Using blind source separation techniques, these
recordings can then be decomposed to isolate the activity belonging to individual
MUs, facilitating the extraction of MU-specific signals [32]. These decomposed
signals can then be used to predict intended movements [42].

Machine learning algorithms excel at detecting complex patterns in data. Be-
cause no single MU-specific signal fully explains a movement, analyzing combina-
tions of MU-specific signals is necessary to infer intended movements. By applying
machine learning algorithms to decomposed MU signals, patterns can be identified
that facilitate the prediction of movements [27, 29].

Given that lower-limb amputations account for approximately 86% of all am-
putations globally [3], this thesis focuses on combining machine learning meth-
ods with decomposed MU activity recorded from subjects during leg-related tasks.
Torque output, measured using a dynamometer, serves as a target variable for pre-
diction based on decomposed HD-sEMG signals recorded from various leg muscles.

As data is limited in individual-specific clinical settings, there is a growing need
to create generalizable models that leverage data across patients [36]. This thesis,
therefore, also investigates the generalizability of these methods. Although consid-
erable research has focused on movement prediction using decomposed MU activ-
ity from HD-sEMG, most approaches remain task and individual-specific [29, 27].
Transfer learning enables more efficient training, reducing the need for individual-
specific data [34]. This enhances the applicability of neural-based prosthetics, as
the models controlling these devices can adapt to new users with less data.
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Chapter 2: Background
2.1 Biology

2.1.1 From brain to muscle

Figure 2.1: MU and mo-
tor neuron pool: (a) A MU
consists of an alpha motor
neuron and all the muscle
fibers it innervates. (b) A
motor neuron pool consists
of all the alpha motor neu-
rons that innervate one mus-
cle. Image taken from [6].

The human body has a hierarchical structure for con-
trolling muscles and generating movement. At the top
of the hierarchy is the primary motor cortex, located in
the brain. The brain sends signals through the spinal
cord, and together the brain and spinal cord form the
CNS. Signals sent through the CNS are connected to
the rest of the body, including the muscles, through the
peripheral nervous system (PNS). Together, the CNS
and PNS constitute the nervous system of the human
body.
A fundamental unit of the CNS is the neuron. The neu-
ron is in charge of generating and propagating electrical
impulses called action potentials (APs) throughout the
body. The type of neuron that sends signals to the mus-
cles is called a motor neuron. There are 2 main types of
motor neurons, the upper motor neuron and the lower
motor neuron. The upper motor neurons are located
in the brain and send signals to the lower motor neu-
rons located in the spinal cord. The pool of lower motor
neurons directly innervates the muscles, causing them
to contract, which leads to the generation of force and
movement. A structural representation of the nervous
system in relation to controlling muscles is illustrated
in Figure 2.1 [42].

2.1.2 Motor Units
A MU is a combination of a neural and a muscular element. The MU consists
of an alpha motor neuron, its axon, and all the muscle fibers it innervates via
neural connections formed by its axon branches. The MU cell is typically located
in the spinal cord. The MU sends signals to the muscles through its axon. The
axon branches out multiple times within the area of the muscle. When the axon
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enters the muscle, it branches out many more times, ultimately supplying 400 to
700 or more muscle fibers. The innervation ratio is the number of muscle fibers
divided by the number of alpha motor axons supplying it [13]. MUs differ in size
depending on the innervation ratio. Small motor neurons innervate fewer muscle
fibers and therefore produce a lower amount of force contributing to joint torque.
Consequently, large motor neurons innervate more muscle fibers and therefore pro-
duce more force and joint movement [42].

There are two categories of lower motor neurons, alpha and gamma motor
neurons. Alpha motor neurons control the extrafusal fibers, which are highly con-
tractile fibers that supply the muscle with its power. The gamma motor neurons
innervate intrafusal fibers; these fibers contract only slightly. When the CNS in-
structs a muscle to contract, it sends signals to both the alpha and gamma motor
neurons. This coordinated process is referred to as alpha-gamma co-activation
[45]. Since alpha motor neurons are primarily responsible for initiating muscle
contractions, we will focus exclusively on alpha motor neurons in this study.

The alpha motor neuron converts electrical signals into muscle contractions.
When an alpha motor neuron receives a signal, it generates an action potential.
This causes the muscle fibers to shorten, which contributes to the entirety of the
muscle contracting. A group of motor neurons supplying a single muscle is called
a motor neuron pool. Overall muscle contractions are generally determined by the
activation of the motor neuron pool. Within each pool, small MUs are recruited
first, followed by progressively to increase the force. There are many different
types of MUs with great differences in size (and so innervation ratio), mechanical
properties and modes of use [13].

2.1.3 Motor Unit Spike Train
Neurons transfer information via action potentials, which are brief depolarizations
traveling along the axon surface. Scientists believe that the neural code is em-
bedded in the timings of APs [42]. The firing of neurons can be represented as
a series of APs called spike trains. A spike in a spike train represents a neuron
firing, whereas the absence of a spike indicates the neuron is at rest [42].

A spike raster is a plot in which the firing times of individual neurons (or MUs)
are visualized. The junction between the alpha motor neuron and muscle fibers
can be viewed as a biological amplifier. When the alpha motor neuron fires, the
muscle fibers also fire, creating a motor unit AP (MUAP). This electrical activity
causes the muscle fibers to contract [5, 42]. A sequence of MUAPs is called a
motor unit spike train (MUST) [42].
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The signal strength of individual APs from alpha motor neurons is too weak to
be detected through sEMG. However, MUAPs have a much higher signal strength,
which makes them observable through sEMG [42].

The generation of force resulting from MUSTs depends on the number of ac-
tive MUs and the rate at which MUAPs occur, also known as rate coding. When
an alpha motor neuron fires, the muscle contracts. Multiple APs over time cause
the muscle to have a sustained contraction. The amount of force a muscle can
produce and the duration of its contraction vary between muscles. Under normal
physiological conditions and in a non-fatigued muscle state, the MU rate coding
is highly proportional to muscle force and joint torque output [42].

The amount of active MUs is also proportional to muscle force. When more
torque is required, more MUs are activated to produce more force. MU activa-
tion follows Henneman’s Size Principle [22]. This principle states that small MUs
produce less force than large MUs. Small MUs are more easily controllable by
the brain due to their small size, the geometry of their alpha motor neurons, and
the smaller number of muscle fibers they innervate. This explains why tasks that
require less force can be executed with higher precision [42].

2.1.4 MU recruitment and rate coding
The previous section explained that the output of torque depends on the num-
ber of active MUs and the rate at which motor neurons discharge APs [10]. The
behavior of MUs is relatively fixed; when more joint torque is exerted, additional
force is required, which leads to more MUs being activated (or recruited). This is
commonly known as orderly recruitment [10]. The first MU activated stays active
as long as the force does not decrease. The order of motor unit recruitment is that
smaller MUs with longer contraction times are recruited first, followed by grad-
ually larger MUs with greater force output and shorter contraction times. The
exerted torque is related to the continuous activation of MUs and the discharge
rate of APs from the motor neurons [10].

The sequential order of motor unit recruitment stems from the variance in
MU size, as smaller MUs have a lower current requirement to reach the voltage
threshold. The activation of smaller and larger MUs within a pool follows an ex-
ponential pattern, where most MUs are activated at low thresholds, while fewer
are recruited at increasingly higher activation thresholds. Moreover, the additional
force exerted by a muscle obtained from MU activation depends on the discharge
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rate of the motor neuron. The firing rate varies substantially across motor tasks.
The firing rate together with the activation of more MUs are strategically used by
the CNS to regulate and modulate force output and thus joint torque [10].

When muscles contract, they create force. This is caused by the muscles being
connected to bones via tendons. Muscle force is closely related to movement
through biomechanics. When muscles contract, they provide torque around the
joint between two bones. The torque applied to a muscle is dependent on the
neural drive and the stiffness of the muscle. Joint movements are dependent on a
combination of neural activations. In short, synchronized neural activations lead
to muscle contractions resulting in movement. If the neural drive can be extracted
from EMG, movements can be predicted for prosthetic control [42].

2.2 Signal Processing

Methods to assess muscle contraction play a crucial role in predicting movement
in the complex musculoskeletal system of the human body, as stated in previous
sections. Muscle excitation refers to the electrical signals given to the muscles,
causing them to activate, while muscle contraction involves the generation of force
by the muscles activated. A deep understanding of these processes is essential to
monitor and treat neuromuscular disorders, evaluate athletic performance, design
rehabilitation programs and understand the workings of human movement [10].

2.2.1 Electromyography
One widely used technique to measure and analyze electrical activity produced by
muscles during contraction is EMG [39, 20, 16]. With the use of electrodes, APs
from contracting muscles as well as muscles at rest can be recorded.
In surface EMG, electrodes are placed on the skin overlying the muscle of interest
with conductive paste. This allows for the non-invasive acquisition of recordings.
The skin tissue separating the muscle and the skin acts as a low-pass filter often
referred to as the volume conductor. This causes the signal to be adjusted in the
recordings (See Figure 2.2) [11, 10, 30].
Intramuscular EMG is an invasive method in which fine needle electrodes are
inserted into the muscle tissue for more in-depth recordings. There exist many
different recording methods for surface and intramuscular EMG. These techniques
can differ in the detection system, such as different electrodes, but also in the
number of electrodes. Multi-electrode EMG allows for simultaneous recording
over multiple locations, providing information about the anatomical location of
the MU territory.
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Figure 2.2: Comparison between surface EMG and intramuscular EMG. MUAPs are
more distinct when recorded with intramuscular EMG, while MUAPs are less distin-
guishable when recorded using surface EMG [15].

For the purpose of this thesis, the following Section will give an overview of the
generation of EMG signals. The sections following that will explain how these
signals are recorded and processed using decomposition [10].

2.2.2 EMG generation model
Multi-channel EMG signals, whether recorded invasively or non-invasively, share
the same EMG generation model and can be described as a mixture of spike trains
convolved with their corresponding MUAPs (see Figure 2.3). These MUAPs have
a finite duration and can therefore be modeled as a mixing process described as:

xi(k) =
n∑

j=1

L−1∑
l=0

hij(l) · sj(k − l) + ωi(k) (2.1)

Here, i = 1, ...,m denotes the EMG channel index, and k = 1, ..., D denotes the
discrete time samples, resulting in a total of D samples. The parameter L repre-
sents the duration of a MUAP in milliseconds, and n is the number of active MUs.
The term hij represents the MUAP waveform (or filter) for MU j as recorded on
channel i, and sj denotes the spike train of MU j. The term ωi(k) represents addi-
tive noise on channel i, which is assumed to be a stationary, zero-mean Gaussian
process [14, 23, 15].
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Figure 2.3: An overview of the generation and decomposition of surface EMG. Surface
electrodes record the summed MU signals, which consist of MUAPS convolved with spike
trains. Image obtained from [15].

The inner sum over l is the discrete convolution of sj with hij. In general [35]:

x(k) = (h ∗ s)(k) =
L−1∑
l=0

h(l) · s(k − l) (2.2)

Using this definition, the EMG generation model (see Equation 2.1) can be
rewritten more compactly as:

xi(k) =
n∑

j=1

(hij ∗ sj)(k) + ωi(k) (2.3)

Since multi-channel EMG signals are typically represented as a vector across
channels, the full model across all channels m can be expressed as:

x(k) =


∑n

j=1(h1j ∗ sj)(k) + ω1(k)
...∑n

j=1(hmj ∗ sj)(k) + ωm(k)

 (2.4)

An overview of this model can be found in Figure 2.4.
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The MUAP filters in matrix H act as the impulse responses that characterize
how the spike trains s are transformed into the observed signals. This convolutive
mixture of finite impulse response filters can be reformulated as a linear and in-
stantaneous mixture by extending the source vectors to include the original sources
and their delayed versions:

sj(k) = [sj(k), sj(k − 1), . . . , sj(k − L−R + 1)] j = 1 . . . , n (2.5)

where L is the duration of an impulse response and R is the extension factor.
Similarly, the observations and the noise are extended likewise [32, 14, 42, 28]:

xi(k) = [xi(k), xi(k − 1), . . . , xi(k −R)] i = 1 . . . ,m (2.6)

ωi(k) = [ωi(k), ωi(k − 1), . . . , ωi(k −R)] i = 1 . . . ,m (2.7)

The extension allows us to express the convolutive mixture as a linear instanta-
neous model. By applying the extension, the number of extracted sources increases
through decomposition up to an extension factor of 16 [42]. Therefore, we can de-
fine the extended model linear and instantaneous mixture of an extended vector
of sources [32, 14, 42, 28]:

x(k) = Hs(k) + ω(k) (2.8)

with

s(k) = [s1(k), s2(k), . . . , sn(k)]
T

x(k) = [x1(k), x2(k), . . . , xm(k)]
T

ω(k) = [ω1(k), ω2(k), . . . , ωm(k)]
T

H =

h11 · · · h1n
... . . . ...

hm1 · · · hmn



hij =


hij(0) · · · hij(L− 1) 0 · · · 0

0
. . . . . . . . . . . . ...

... . . . . . . . . . . . . 0
0 · · · 0 hij(0) · · · hij(L− 1)


where each hij is a Toeplitz-like convolutional matrix [32, 14, 42, 28].
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Figure 2.4: Representation of the EMG generation model: Matrix X represent the
surface EMG recordings, matrix H contains the MUAP waveforms, matrix S contains
the spike trains, and matrix ω contains the noise.

2.2.3 Decomposition
Because Equation 2.8 reformulates the original convolutional model (see Equation
2.2) as an extended linear instantaneous model, the spike-train matrix s can be
estimated from the observations under the assumption that the sources are inde-
pendent and non-Gaussian. This can be done using blind source separation, where
"Blind" refers to there being no a priori knowledge about, and few assumptions
regarding, the mixing matrix and the sources [42].

In order for the model to be invertible, the number of observations needs to
be equal to or greater than the number of MUs, resulting in an overdetermined
mixing matrix H. The observations (EMG channels) m and the sources (active
MUs) n are extended, resulting in the extended model condition [42]:

m ·R ≥ n · (L+R) (2.9)

HD EMG is used to greatly increase the number of observations. In practice, how-
ever, the number of MUs often exceeds to number of observations. The overdeter-
mined condition still holds when assuming only a subset of the total active MUs
are identified, and the remaining MUs contribute to the noise of the model. While
the problem is not truly overdetermined, by increasing the number of observations,
a greater subset of sources can be identified, resulting in a smaller noise contribu-
tion [42].

Classical decomposition methods for HD-sEMG signals rely on the uniqueness
of MUAP waveforms to successfully separate sources [42]. However, the volume
conduction effect of the skin (see Section 2.2.1) significantly reduces the bandwidth
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and distinctiveness of MUAPs, increasing the risk of waveform similarity and mis-
classification [15]. While increasing the number of recording channels mitigates
this risk, localizing individual MUAP waveforms remains a challenging task [42].

Blind source separation techniques such as independent component analysis
(ICA) enable the direct extraction of MU spike trains from the recorded signals
without the need for explicit localization of individual MUAP waveforms. By
extending and whitening the observed EMG signals, ICA models the signals as
linear mixtures of MU source signals, simplifying the problem to estimating the
unmixing matrix that recovers these sources (see Equation 2.10) [42, 32]. This
approach leverages the statistical independence of MU spike trains, bypassing the
need for MUAP waveform decomposition, and making it well suited for surface
EMG signals affected by volume conduction and waveform overlap [42, 32].

2.2.4 Blind source separation
Independent component analysis is a BSS technique used to solve the inverse of
equation 2.8. The ICA model is a generative model, meaning that the observations
are linear mixture of the sources:

x(k) = As(k) (2.10)

where A is an unknown m × n mixing matrix, x(k) are the observations and
s(k) are the sources. Note that Equation 2.8 looks almost identical to Equation
2.10, where the observations x correspond to x, the sources s correspond to s, and
the mixing matrix A corresponds to H, with the noise term removed [14, 42].

The first step in the BSS pipeline is to decorrelate the extended observations
by applying spatial whitening to the extended observations x, resulting in the ex-
tended whitened observations z(k) (for details on whitening, see [28]) [32, 14, 42,
15].

ICA then aims to extract the sources from the extended whitened observations
z, while blind to both the extended sources s and the mixing matrix A. This is
done by solving the inverse of Equation 2.10:

ŝ(k) = Wz(k) (2.11)

where ŝ is an estimation of the extended sources, and W is the estimated unmixing
matrix such that W ≈ A−1 [14, 42]. The matrix W consists of separation vectors
wi, such that W = [w1, ...wn]

T
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Fast-ICA

The separation vector wi can be obtained iteratively with numerical minimization
of a predefined cost function g(s). Since each source (motor unit spike train) is
assumed to be independent, the separation vector wi is used to form a linear combi-
nation of the whitened observations z, such that the resulting extended estimated
source ŝi is as statistically independent as possible. The cost functions g(s) are
all measures of non-Gaussianity, for example when g(s) = log(cosh(s)) or g(s) =
exp(−s2

2
). The separation vector is updated by the following iteration: [15]

wi(t) = E[z · g(wi(t− 1)T · z)]− A · wi(t− 1),

with A = E[g′(wi(t− 1)T z)]
(2.12)

where E denotes expectation, g(x) is the first derivative of a general contrast func-
tion G(x) chosen to maximize source sparsity, t is the iteration index, and z are the
whitened extended observations. This is also referred to as the fixed-point algo-
rithm, which is used to find the separation vector wi for the i-th source [14, 15, 32].

The EMG signals acquired are decomposed into MU spike trains using the
Fast-ICA algorithm (see Algorithm 8.1), which is widely used in this domain [20,
39, 16, 11, 14]. The algorithm iteratively finds the unmixing matrix W , whose
rows are the separation vectors wi, to extract the estimated extended sources ŝ
from the extended, whitened observation z (see equation 2.11) [43].

The quantity |wi(t)
Twi(t − 1) − 1| measures the alignment between the sepa-

ration vector wi(t) and wi(t− 1). Let c = wi(t)
Twi(t− 1) denote the dot product

between the current and previous separation vectors. Then, the quantity |c − 1|
quantifies the deviation from perfect alignment. The variable TOLx sets the max-
imum allowed deviation, ensuring that the change in the angle between wi(t) and
wi(t− 1) remains within acceptable bounds [14, 32].

The fixed-point algorithm calculates the separation vector wi with the use of
the cost functions g(x). The cost functions are all measures of non-Gaussianity.
Therefore, wi is adjusted each iteration to become as non-Gaussian as possible.
This ensures that the sources si are statistically independent, as the sources are
assumed to be independent [14, 32].

The obtained separation vector is orthogonalized to ensure that each extracted
vector points in a new direction, which prevents duplicate vectors wi. The vectors
are then normalized to unit length, so the similarity measurement depends only
on the angle between the separation vectors wi(t) and wi(t − 1) [14]. Once the
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algorithm has loops from 1 to M , a total of M candidate separation vectors are
computed. However, only those candidate vectors whose extracted sources pass
a similarity check (e.g., SIL > 0.9) are accepted as unique motor unit estimates.
Therefore, the final unmixing matrix W consists of the n ≤ M accepted separation
vectors W = [wi...wn]

T

2.3 Machine learning

2.3.1 Regression
In machine learning there are three types of pattern recognition problems: unsuper-
vised learning, reinforcement learning, and supervised learning. In unsupervised
learning, input vectors x are available without corresponding target values. The
goal of unsupervised learning is to discover groups of similar examples in the data.
Reinforcement learning is concerned with finding the appropriate action in a given
situation in order to maximize reward. In supervised learning, the training data
consists of input vectors along with their corresponding target values [9].

Cases in which the aim is to assign input vectors to a finite set of output cat-
egories are called classification problems. If the output consists of one or more
continuous variables, then the task is called regression. The simplest form of a
regression task is linear regression, in which models represent linear functions of
adjustable parameters [9].

In linear regression, the training dataset consists of observations xn and the
target values yn, where n = 1, ..., N and N denotes the total number of data points.
The goal is to construct a function f(x), typically consisting of a combination of
linear functions that accurately predicts the target values y [9].

2.3.2 Neural Networks
An artificial neural network (NN) is a computational model with processing units
that is able to take a set of inputs and produce a single or multiple outputs. There
are numerous processing units within an NN. The architecture of the NN deter-
mines how the processing units within the network are connected. Therefore, a
NN can be viewed as a processor that is composed of several micro-processors.
Various types of architectures define different NNs [21].
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To describe an architecture, neural networks are divided into layers. The man-
ner in which the processing units are connected throughout the layers determines
the NN. The most common type of NN in modern machine learning is the fully con-
nected feedforward (FF) architecture, with convolutional kernels commonly used
in other layers [41]. In the fully connected FF architecture, the processing units
in each layer are connected to all the processing units in the following layer. The
FF NN is commonly defined as data flowing through the network in one direction
(see figure 2.5) [21].

Figure 2.5: Illustration of the FF NN and the linear activation function, Images taken
from [7, 21]

The connection between the FF NN layers apply weights to the input of the
layer. The value resulting from applying the weight to the input is then used
as input to the activation function of the next layer. A commonly used activa-
tion function for the FF NN is the linear activation function. The linear activation
function makes the NN easy to optimize with gradient-based methods by but lacks
nonlinearity [21].

The final layer of the NN is called the output layer. The NN trains on data,
adjusting its weights. The behavior of the layers between the input and output
layer is not specified. The learning algorithm must decide how to use those layers
to produce a desired output. As the training data does not show the desired out-
put for each of these layers, they are called hidden layers [21].

Multi-Layer Perceptron

A type of NN that is based on the perceptron [38], which had a major influence in
the field of machine learning, is called the Multi-Layer Perceptron (MLP). As with
the FF NN, the MLP can also be described according to its layers, the connections
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between the layers, and the activation functions. The activation function’s main
role is to bottleneck the output or introduce non-linearity. There are multiple
choices of activation functions, but the most common ones are the sigmoid or hy-
perbolic tangent. The main difference between these two is the output range. The
hyperbolic tangent has an output range of -1 to 1, while the sigmoid has an output
range of 0 to 1, with y = 0.5 at x = 0. The MLP uses the hyperbolic tangent
activation function (see Figure 2.6), whose effects become more apparent as more
layers are introduced [7].

Figure 2.6: Representation of the Perceptron and the hyperbolic tangent activation
function, Images taken from [7]

The usefulness of the MLP arises when multiple layers are introduced, as this
enables the MLP to solve problems that are not linearly separable. The combina-
tion of the simple architecture and a powerful backpropagation algorithm makes
the MLP relatively easy to train, as the number of weights to optimize remains
manageable in smaller networks. The main limitation of the MLP is its simple,
fully connected design. Because it does not use convolutional or other specialized
layers to exploit local patterns, the number of parameters grows rapidly as more
layers are added. This leads to inefficient training and a higher risk of overfitting,
especially on complex, high-dimensional data [7, 21].

Despite its simplistic design, the MLP is still a widely used NN which had a
major influence in the field of machine learning. It has many applications, making
it the preferred model for contemporary implementations, such as decision making
in convolutional NNs [7].
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Generalization

Once a model is trained and able to predict the correct category or numerical value,
it can be tested on data it has not seen during training to evaluate its predictive
performance. The ability to correctly categorize or predict new values based on
unseen examples is known as generalization, which is a fundamental concept in
pattern recognition. Since the training data represents only a small portion of
all possible input values a model might encounter, the model must generalize its
learned patterns to novel situations when deployed in the real world [9].

Transfer learning plays a crucial role in improving model generalization. It
refers to the practice of reusing the weights of one model in another to make ac-
curate predictions. An example of this is using the weights from a pretrained
DenseNet, which has been trained on millions of images. By leveraging these pre-
trained parameters, transfer learning reduces the computational time and mitigates
data scarcity, enabling models to efficiently apply prior knowledge to a variety of
problems [25, 49].

Since NNs are often trained to solve highly specific tasks, transfer learning
helps extend their applicability to a broader set of problems and enables them
to solve tasks more efficiently [49]. Recent developments in foundation models
further address this limitation by combining multiple specialized systems. For
example, multimodal systems leverage information from a large language model
to enhance the prediction accuracy of a visual model, resulting in improved overall
performance [1].
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Chapter 3: Related Works
The control of wearable robotics is a challenging task due to the highly dynamic
and unpredictable nature of human movement. Current devices often address this
using sensors in a reactive manner, using sensors to detect and respond to motion
as it occurs. While this approach might suffice in the repetitive context of clinical
trials, it falls short for real-world environments, where systems must adapt to user
intent to handle unexpected challenges. A promising solution is proactive control,
which focuses on extracting movement intent before the motion takes place [28].

HD-sEMG is a technique that enables intent extraction before movement, and
it is a non-invasive, relatively easy-to-acquire method for indirectly measuring
overall MN activity [29, 33]. However, developing models that can generalize to
new, unseen data remains a significant challenge, since the clinical training data
used to train these models represent only a small fraction of real-world conditions
[28].

In gesture recognition tasks, CNNs have been used to predict hand gestures
by converting electrode readings into 8 by 16 pixel images derived from a 16 by 8
electrode grid. Depending on the sampling rate (2048 HZ for example), sequential
images are generated and classified using majority voting over a sliding window
[18]. to better respect temporal nature of EMG data, 1D CNNs have also been
proposed [27]. Another variant combines spectrograms with principal component
analysis (PCA) for dimensionality reduction and feeds the reduced representations
into a CNN to make predictions with majority voting [50].

However, Deep models such as CNNs are prone to overfitting, particularly when
trained on limited, subject-specific data [21]. Their output space is typically re-
stricted to discrete classes, since most of these models rely on classification, which
limits adaptability to novel situations.

To make predictions beyond discrete classes, blind source separation (BSS)
can decompose high-density electromyography (HD-EMG) signals into individual
MU signals. The decomposed MU activity provides valuable insights into muscle
function mechanisms and contributes to mobility restoration and rehabilitation
strategies for individuals with motor impairments [14]. Using BSS, dimensionality
reduction can effectively be performed with linear discriminant analysis (LDA),
which has also been combined with a support vector machine, reaching up to 99%
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accuracy on a 4-class problem [2]. LDA is recognized for improving classification
performance by incorporating class information [51]. Although this approach ef-
fectively boosts class-based classification, it limits generalizability, as the output
is restricted to the predefined classes, overlooking movements that do not belong
to any specified category [16, 20].

To address the limitations of a class-based output space, this thesis approaches
the problem as a regression task. This allows the model to predict continuous
values instead of discrete labels, enabling generalization beyond a fixed set of pre-
defined classes. In addition to tackling the limitations of class-based classification,
this thesis also addresses the challenge of subject-specific data by using an MLP
to enhance generalization to novel scenarios for the following reasons:

- Prior work has shown that an MLP can achieve high accuracy on multiclass
problems. For example, it has reached up to 82% accuracy on a 12-class
problem [18], demonstrating its ability to learn complex decision boundaries,
which is promising for regression tasks that require predicting continuous
values.

- Deep neural networks such as CNNs are prone to overfitting on the small
subject-specific datasets [21]. In contrast, the simpler architecture of the
MLP allows for accurate prediction with a relatively small number of param-
eters. This improves training efficiency and reduces the risk of overfitting,
enhancing the model’s ability to generalize to unseen scenarios.

- MLPs output continuous values, unlike LDA and SVM, which depend on
discrete class labels [2]. This enables adaptation to scenarios that are not
class-specific, expanding the model’s predictive range beyond predefined cat-
egories.

- The simple architecture of the MLP is more interpretable due to its straight-
forward design. Therefore, its structure can be easily modified to assess the
influence of architectural changes on generalizability.
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Chapter 4: Method
This thesis proposes a framework that comprises three components. The first
component uses a dataset of torque measurements from three healthy subjects,
performing dorsiflexion (lifting a pedal upward with the foot) and plantarflexion
(pressing a pedal downward) movements. The dynamometer measurements are
low-pass filtered at 2 Hz using a zero-phase, second-order Butterworth filter. To
remove the offset caused by the weight of the subject’s leg, the amplitude offset is
calculated and subtracted from the filtered measurements [39].

The second component consists of preprocessing the HD-sEMG recordings.
The HD-sEMG signals, recorded from multiple electrode grids placed over various
muscles, are first high-pass filtered at 30 Hz using a zero-phase, second-order But-
terworth filter. These muscle-specific signals are then decomposed into individual
MUs. Each muscle yields multiple MU spike trains, which are summed to create
muscle-specific feature functions [39].

The third component uses the muscle-specific feature functions as input fea-
tures, with the torque measurements serving as labels. A Multi-layer perceptron
is then trained to predict torque from these features (see Figure 4.1). To assess
the model’s robustness and generalizability, various training/test sets across sub-
jects and tasks, as well as various MLP architectures, are evaluated. time series
cross-validation is employed to ensure reliable performance [14].

4.1 Data Collection

Experiments were conducted in accordance with the Declaration of Helsinki [39].
The University Medical Center Göttingen Ethical Committee approved all experi-
mental procedures (Ethikkommission der Universitätsmedizin Göttingen, approval
number 01/10/12). Four healthy men (age: 30 ± 1.9 years, weight: 68.3 ± 1.3
kg; height: 184 ± 2.1 cm) volunteered for this investigation after providing signed
informed consent [47, 39]. For this thesis, data from only three of these subjects
were used. Data from one subject were excluded due to a task mismatch.

Ankle angular moments and positions were measured using a dynamometer
(M3, Biodex, Medical Systems Inc., Shirley, NY, USA). These recordings were
synchronized and sampled at 2048 Hz with a 256-channel EMG acquisition system
(EMG-USB2, OT Bioelettronica, Torino, Italy). Two 32-channel grids (a grid
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Figure 4.1: By recording moments with a dynamometer and collecting high-density
EMG data, a model can be trained to predict torque from spike trains obtained through
EMG decomposition. Image obtained from [39].

consisting of 32 electrodes) and three 64-channel grids (with 10-mm inter-sensor
distance) were used. The HD-sEMG data were measured from the right lower leg
muscles. The 64-channel grids were placed on the tibialis anterior (TA), soleus
(SOL), and gastrocnemius medialis (GM) muscles. The 32-channel grids were
placed on the gastrocnemius lateralis (GL) and the peroneus group, which is split
up into peroneus longus (PL) (during plantar flexion) and peroneus tertius (PT)
(during dorsiflexion) (see Figure 4.2). Prior to the electrode placement, the skin
was shaved and lightly abraded. The grids were applied on the skin surface using
conductive paste and 1-mm-thick double adhesive foam with holes corresponding
to each sensing site [20, 39].

4.2 Experimental Protocol

The subjects were asked to perform a series of isometric plantarflexion and dor-
siflexion contractions, which entailed moving the ankle from rest to maximum
voluntary contraction (MVC) in either dorsiflexion or plantarflexion (see Figure
4.1). The protocol included four target levels at predefined percentages (30%, 50%,
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Figure 4.2: A visualization of where the high-density EMG grid electrodes were placed.
The soleus and gastrocnemius muscle recording sites are located on the back of the right
lower leg. The tibialis anterior and peroneus muscle recording sites are located on the
front of the right lower leg. Image obtained from [39].

70%, and 90%) of MVC.

For each level, the task consisted of four repetitions. Each repetition comprised
four sequential phases, including a 2-second phase transitioning from resting to
dorsiflexion MVC, a 2-second phase transitioning from dorsiflexion MVC to rest-
ing condition, and two equivalent phases of plantarflexion MVC. The tasks were
designed such that the slopes of the ramps varied across MVC targets; the higher
the moment target, the steeper the slope [20, 39].

4.3 Data Prepossessing

The data used in this thesis consist of HD-sEMG recordings, denoted by xp,q,o,t,i(k),
collected from three subjects (p ∈ {1, 2, 3}), each performing either dorsiflexion or
plantarflexion movement type (o ∈ {Dorsi,Plantar}) at different contraction levels
(30%, 50%, 70%, and 90% of MVC (t ∈ {30%, 50%, 70%, 90%}). During each task,
HD-sEMG signals were recorded from six muscles (q ∈ {TA, SOL, GM, GL, PL, PT}),
each equipped with a muscle-specific electrode grid of varying size.

This leads to the following EMG generation model (see Section 2.2.2 for de-
tails):

xp,q,o,t,i(k) =

Lp,q,o,t∑
l=0

np,q,o,t∑
j=1

hp,q,o,t,i,j(l)sp,q,o,t,j(k − l) + ωp,q,o,t,i(k) (4.1)
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where p is the subject index, q is the muscle, o is the movement type (dorsiflex-
ion/plantarflexion), t is the task (MVC level), i ∈ {1, . . . ,mq} indexes the EMG
channels for the electrode grid placed on muscle q, Lp,q,o,t is the duration of the
MUAP waveform, np,q,o,t is the number of MUs, hp,q,o,t,i,j is the MUAP waveform
from MU j at channel i, sp,q,o,t,j is the spike train of MU j, ωp,q,o,t,i(k) is the addi-
tive noise and k ∈ {1, . . . , Dp,o,t} represents the sample index.

During each task, the subject was instructed to push down or pull up a pedal
using the right leg. The torque data obtained from the dynamometer is expressed
as:

yp,o,t(k) = torquep,o,t(k) (4.2)

where yp,o,t(k) is the torque measurement at time sample k for subject p, perform-
ing movement type o at MVC level t.

As a prepossessing step, the raw HD-sEMG signals xp,q,o,t(k), are high-pass
filtered to yield the filtered signals x̃p,q,o,t(k): [20].

x̃p,q,o,t,i(k) = HPF30Hz(xp,q,o,t,i(k)) (4.3)

where HPF30Hz(.) denotes a high-pass filter with 30 Hz cut-off frequency. This
is implemented using a second-order Butterworth filter combined with the filtfilt
function from the SciPy library in Python [46]. This filtering is applied to elimi-
nate movement artifacts [39].

The recorded moments are initially expressed in millivolts (mV; 1 mV = 10−3V).
To convert these to torque in Newton-meters (Nm), the device manual is consulted,
which specifies a scale factor of 9.76 mV per foot-pound (ft-lb) [8]. Since 1 ft-lb =
1.355 Nm, this gives

1.355Nm
9.76 mV

= 0.139 Nm per mV

yNm
p,o,t(k) = 0.139 · yp,o,t(k) (4.4)

where yp,o,t(k) is the raw dynamometer moment in mV, and yNm
p,o,t(k) is the con-

verted moment in Nm.

The signal is then low-pass filtered:

ỹNm
p,o,t(k) = LPF2Hz(y

Nm
p,o,t(k)) (4.5)

where LPF2Hz(.) denotes a low-pass filter with 2 Hz cut-off frequency,
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Moments are then averaged over a 5-s time window during which the subjects
exert no torque. This average is used to remove the torque offset from the recorded
moments caused by the weight of the subject’s leg [39].

ỹoffset
p,o,t (k) = ỹp,o,t(k)− offset(ỹNm

p,o,t(k)) (4.6)

where offset(.) refers to the average signal over a 5-second window during which
the subjects exert no torque.

As stated in Section 2.2.3, this thesis focuses on estimating source spike trains
without explicitly estimating individual MUAPs. This simplification is possible
because the model is transformed into a linear instantaneous form, enabling the
Fast-ICA algorithm to directly extract the estimated source spike trains from the
observations by estimating the unmixing matrix.

4.4 Decomposition

The Fast-ICA algorithm (see Section 2.2.4) is used to estimate the MU sources
ŝp,q,o,t(k). For this to be possible, the observations are extended to transform the
original convolutive model (see Equation 4.1) into a linear instantaneous model.
For this thesis, an extension factor of 16 is used, as the number of extracted sources
has been reported to increase with the extension factor up to 16 [42].

x̃p,q,o,t,i(k) = [x̃p,q,o,t,i(k), x̃p,q,o,t,i(k − 1), . . . , x̃p,q,o,t,i(k −R)] (4.7)

x̃p,q,o,t(k) = [x̃p,q,o,t,1(k), x̃p,q,o,t,2(k), . . . , x̃p,q,o,t,mq
(k)] (4.8)

where R is the extension factor. This results in the following system:

x̃p,q,o,t(k) = Ap,q,o,tsp,q,o,t(k) (4.9)

where A is an unknown mixing matrix and sp,q,o,t(k) are the extended source vec-
tors.

By whitening the extended observations x̃p,q,o,t(k), we obtain x̃whitened
p,q,o,t (k), which

is subsequently used to estimate the unmixing matrix Wp,q,o,t using the Fast-ICA
algorithm Wp,q,o,t such that Wp,q,o,t ≈ A−1

p,q,o,t

ŝp,q,o,t(k) = Wp,q,o,tx̃
whitened
p,q,o,t (k) (4.10)

where ŝp,q,o,t(k) are the estimated extended sources and has dimensions np,q,o,t× 1.
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To obtain the estimated sources, the duplicates in the estimated extended
sources are removed using k-means clustering and peak detection (for a detailed
explanation of this process, see [28]), resulting in the estimated sources ŝp,q,o,t(k)
[20].

4.5 Prediction

After decomposition, the estimated sources ŝp,q,o,t are used to predict torque using
an MLP. However, since the number of estimated sources can vary per muscle, the
sources are aggregated per muscle:

ŝp,q,o,t(k) =

np,q,o,t∑
j=1

ŝp,q,o,t,j(k) (4.11)

Here, np,q,o,t denotes the number of estimated sources for muscle q in trial t of
subject p performing movement type o. This summation produces a single source
signal per muscle, ŝp,q,o,t(k), resulting in a feature vector of size 6 corresponding to
the six recorded muscles ŝp,o,t(k), allowing for consistent input to the MLP model.

Next, the summed sources per muscle are transformed into muscle-specific fea-
ture functions by applying a twitch contraction model, which predicts torque based
on spike trains:

fp,q,o,t(k) =

(
2 · exp

−T
tpeak

)
· fp,q,o,t(k − 1)−

(
exp

(−2·T )
tpeak

)
· fp,q,o,t(k − 2)

+
(Apeak · T 2)

tpeak
· exp1− T

tpeak ·ŝp,q,o,t(k − 1)

(4.12)

where Apeak is the peak, and tpeak is the time to peak (or contraction time)
of the twitch. fp,q,o,t(k) models the torque generated by the summed spike trains
ŝp,q,o,t(k) for subject p performing movement type o at MVC level t [12, 20]. This
results in a muscle-specific feature function. For this thesis, values 0.1 were used
for both Apeak and tpeak, aligning with previous research on twitch functions [20].

In the recorded data, four % MVC tasks are performed. These tasks are per-
formed in either dorsiflexion or plantarflexion, resulting in eight recordings for each
subject. With the use of an MLP, the muscle-specific feature functions are used
to predict the offset-corrected torque values ỹoffset

p,q,o,t(k):
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ỹoffset
p,o,t (k) ≈ MLP(fp,o,t(k)), where fp,o,t(k) =


fp,TA,o,t(k)
fp,SOL,o,t(k)
fp,GM,o,t(k)
fp,GL,o,t(k)
fp,PL,o,t(k)
fp,PT,o,t(k)

 (4.13)

Different MLP architectures are tested with 3, 5, and 9 layers, each containing
8, 16, or 32 nodes, as these configurations have been shown to yield the highest
accuracy in previous studies [53, 4]. Because deeper models carry a higher risk of
overfitting the training data [21], they are also evaluated for their generalizability
by testing them on different subjects performing the same task as the training
subjects. Aligning with previous research on this subject, a learning rate of 0.0009
was chosen, and the number of epochs was set to 500 [52].

Time series cross-validation is used to evaluate the model’s ability to predict
torque while fully respecting the temporal order of the data, thereby preventing
unrealistic data leakage that would occur if future observations were used to pre-
dict the past. To avoid such leakage across training and test sets, for each subject
p, movement type o, and MVC level t, the continuous signal is divided into four
discrete blocks corresponding to individual contractions. For each fold, the model
is trained on all blocks up to a certain block, and tested on the subsequent block,
resulting in three folds: Fold 1 trains on block 1 and tests on block 2, Fold 2 trains
on blocks 1 and 2 and tests on block 3, and Fold 3 trains on blocks 1 to 3 and
tests on block 4. This ensures that information from future contractions does not
appear in the training data [48, 24].

To test the generalizability of the model across subjects, the model is trained on
data from a subject p performing movement type o at MVC level t, and tested on
data from another subject performing the same movement type at the same MVC
level. To further investigate transfer learning, the performance of a baseline MLP
is compared to that of a pretrained MLP. The pretrained model is first trained on
data from subject p performing movement type o at MVC level t, and both the
pretrained and baseline models are then evaluated on data from another subject
performing the same movement type and task. To determine whether training
time is improved, the number of epochs needed to reach a certain loss threshold is
evaluated for both models. Additionally, to assess whether the pretrained model
requires less training data than the baseline model, its loss is evaluated using
smaller portions of training data compared to the baseline.
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Chapter 5: Results
The first step was to obtain the raw EMG recordings and torque recordings, yield-
ing xp,q,o,t,i(k) and yp,o,t(k) (see Figure 8.1). The raw EMG recordings were then
preprocessed and decomposed into spike trains ŝp,q,o,t(k). Table 8.1 summarizes
the average number of motor units decomposed for each muscle for each subject.
Since the number of decomposed MUs varied across tasks, the spike trains were
summed per muscle to maintain a consistent number of input features for the MLP.
These summed spike trains were used to derive muscle-specific feature functions
fp,q,o,t(k), as shown in Figure 8.2.
Meanwhile, the torque recordings were filtered and corrected for offset, resulting
in ỹoffset

p,o,t , as depicted in Figure 8.3. The dataset was then split into blocks for time
series cross-validation, and the torque was predicted based on the muscle-specific
feature functions, as illustrated in Figure 8.4.

Different MLP architectures were tested, and model performance was evaluated
using the f1,Dorsi,30%(k) features and corresponding labels ỹoffset

1,Dorsi,30%(k) through 3-
fold time series cross-validation. Table 8.2 shows that mean squared error generally
decreases as layer width increases, while the number of hidden layers has little effect
on the loss.
Notably, the 9-layer architecture with a width of 8 produced substantially higher
errors than other configurations. This is likely due to the limited layer width com-
bined with a low learning rate (0.0009), which might have caused the model to
converge to a local minimum rather than fully optimizing the loss function. These
results highlight the importance of selecting appropriate learning rates, as lower
learning rates can lead to stable performance but also increase the risk of getting
stuck in local minima [21].

The different MLP architectures were also tested for generalizability. The
model was trained using data from subject 1, performing a dorsiflexion movement
at 30% MVC, and tested on data from subject 3 performing the same movement
type and task.
In contrast to the results in Table 8.2, Table 8.3 reveals an increasing mean squared
error as the number of hidden layers and model depth increase. The smaller MLP
model with 3 hidden layers and a width of 8 performed significantly better at
generalizing to another subject than the larger model with 5 hidden layers and a
width of 32. This suggests that smaller models generalize better, possibly because
larger models have more parameters, which can lead to overfitting on the training
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data and consequently worse generalization [21].

The MLP architecture, consisting of 5 hidden layers with 32 nodes per layer,
was used to evaluate performance across MVC tasks, as this model performed
best among the tested configurations shown in Table 8.2. The model was trained
and evaluated using 3-fold time series cross-validation on data from subject 2
performing plantarflexion movements.
Table 8.4 shows that the mean squared error increases as the MVC level rises. This
result can be explained by the principle of orderly recruitment, whereby smaller
motor units, which generate less force, are recruited first [22]. As torque increases,
larger MUs are progressively recruited, resulting in signal overlap with smaller
MUs. This increased complexity in HD-sEMG signals at higher MVC levels makes
them more difficult to decompose [11, 10, 30], potentially leading to less accurate
MU extraction and reduced predictive performance.

The same 5-hidden-layer, 32-nodes-per-layer MLP architecture was also used to
evaluate the performance of a pretrained MLP against that of the baseline model.
The pretrained model was trained on data from subject 1 performing a plantarflex-
ion movement at 90% MVC, and both the baseline and pretrained models were
evaluated on data from subject 2 performing the same task and movement type.
Figure 8.5 shows that the pretrained model reached the same level of mean squared
error in fewer epochs than the baseline model. This suggests that the computa-
tional cost for training to reach the same mean squared error is reduced through
transfer learning between subjects performing similar tasks. Moreover. Table 8.5
shows that a pretrained model trained on one block of data performs comparably
to the baseline model trained on three blocks of data. This indicates that trans-
fer learning across subjects performing similar tasks reduces the amount of data
required to achieve the same level of performance.
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Chapter 6: Discussion
Because each trial yields a different number of decomposed motor units per muscle
(see Table 8.1), training an MLP directly on individual spike trains and reusing
the learned weights across trials was not feasible. To address this, spike trains were
summed per muscle, resulting in a fixed number of input features across trials and
subjects, which improved generalizability.
However, summing spike trains discards information about individual motor unit
activity, potentially reducing the model’s ability to capture important distinguish-
ing information. Future studies could explore fitting separate models to each
muscle recording site and combining them in a multimodal system. Multimodal
systems can leverage information from multiple specialized systems, resulting in
improved overall performance [1].

According to Henneman’s Size Principle [22], larger motor units produce larger
MUAPs than smaller motor units. Fast-ICA is known to be biased towards larger
MUAPs [28]. This might have caused the decomposition algorithm to overlook
smaller MUs. Future studies could employ a more advanced decomposition algo-
rithm as proposed in Glaser and Holobar [2019] [19], which is better suited for
decomposing smaller MUs. This may lead to more accurate spike train decompo-
sition and, in turn, improved prediction performance.

Since HD-sEMG is constrained by the volume conductor effect [15], it cannot
capture alpha motor neuron signals, as their action potentials are too weak to be
detected at the surface [42]. Invasive EMG, in contrast, offers higher selectivity,
enabling more reliable decomposition of individual motor units [31]. Incorporating
invasive EMG in future studies could result in more accurate MU decomposition
and, consequently, improved torque prediction.

One of the findings suggests that smaller models exhibit improved generaliz-
ability, as indicated by a lower mean squared error when evaluated across two
different subjects performing the same task. While this outcome may hold in con-
trolled, repetitive clinical settings, it may not extend to more variable or dissimilar
movements. Further research could explore transfer learning across subjects per-
forming different tasks to assess the model’s robustness under broader conditions.

Normalization is a critical step in machine learning to ensure reliable model
performance [9]. However, it must be applied properly to preserve data diversity

28



and prevent data leakage. To achieve this, the training and test sets must be kept
separate and normalized independently, ensuring no information leaks between
them [40].
When the training set consists of one subject and the test set of another, nor-
malization can be challenging because each set contains important distinguishing
characteristics that can be lost if normalization is not performed carefully. Typi-
cally, normalization is applied when input features or labels vary greatly in scale
[9].
However, in this thesis, since the muscle-specific feature functions were already
within a comparable range (approximately 2 to 7) (see Figure 8.4), normalization
was omitted to reduce the risk of data leakage and loss of critical information.
This choice might have impacted model performance.
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Chapter 7: Conclusion
The Fast-ICA algorithm effectively decomposed motor unit spike trains, enabling
the training of a model that learns patterns related to torque production. The
results show that smaller MLP architectures perform better at capturing patterns
that can be used for generalization to similar tasks performed by different subjects.
The findings also indicate that transfer learning can reduce training time and
maintain performance with less data. This addresses the challenge of limited
data in subject-specific settings and suggests that EMG-driven prosthetics could
benefit from shared learned parameters across users. Overall, this approach enables
accurate torque prediction by interfacing with the nervous system, supporting the
development of leg prostheses that adapt to user intent.
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Chapter 8: Appendix

Algorithm 8.1 Fast-ICA algorithm [32]
Subtract the mean from the observations X
Whiten X
Initialize the matrix B to empty matrix
g(x) = x3

g′(x) = 3x2

1: procedure Fast ICA(X,M,L)
2: for i = 1, 2, ...,M do
3: Initialize the vector wi(0) and wi(−1)
4: while |wi(t)

Twi(t− 1)− 1| < TOLx do
5: Fixed-Point Algorithm:

wi(t) = E[z · g(wi(t− 1)T · z)]− A · wi(t− 1)

with A = E[g′(wi(t− 1)T z)]

6: Orthogonalization:

wi(t) = wi(t)−BBTwi(t)

7: Normalization:
wi(t) =

wi(t)

||wi(t)||
8: end while
9: if SIL > 0.9 then

10: Accept the source estimate
11: Add wi to the matrix B
12: end if
13: end for
14: end procedure
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(a) (b)

Figure 8.1: Raw EMG (a) and torque (b) recordings from subject 1 performing four
repeated dorsiflexion movements at 30% MVC, recorded from the first electrode over the
tibialis anterior muscle.

(a) (b)

Figure 8.2: Spike trains (sources) (a) and muscle-specific feature function (b) obtained
from the tibialis anterior muscle of subject 1 during four repeated dorsiflexion movement
at 30% MVC.
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(a) (b)

Figure 8.3: The "Offset Window Calculation" in (a) Displays the 5-second window
which is used to calculate offset(ỹ1,Dorsi,30%(k) (see Equations 4.6). This offset is used
to center the torque around zero (b). From subject 1 during four repeated dorsiflexion
movements at 30% MVC.

(a) (b)

Figure 8.4: (a) Muscle-specific feature functions and the four blocks data are split
into, each corresponding to individual contractions, for time-series cross-validation. (b)
Visualization of the test set performance in the final fold, where the model is trained on
data from blocks 1-3, and tested on block 4. The plot shows predicted torque alongside
true torque of subject 1 during a dorsiflexion movement at 30% MVC.
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Subject TA SOL PT PL GM GL
Subject 1 14.9 ± 3.2 19.9 ± 3.7 1.2 ± 1.6 3.1 ± 2.7 6.8 ± 3.3 4.2 ± 3.2
Subject 2 15.8 ± 4.4 9.6 ± 2.7 0.1 ± 0.4 6.9 ± 3.6 12.9 ± 6.7 5.1 ± 2.1
Subject 3 20.5 ± 2.0 24.8 ± 2.7 0.4 ± 0.5 5.9 ± 1.4 9.0 ± 4.8 7.8 ± 3.9

Table 8.1: Average number of motor units decomposed (± standard deviation) per
muscle and per subject, averaged over all tasks and movement types.

Hidden Layers Width 8 Width 16 Width 32
3 0.81 0.76 0.74
5 0.80 0.81 0.70
9 7.12 0.84 0.77

Table 8.2: Average 3-fold time series cross-validation loss (mean squared error) for
MLP architectures trained and tested on subject 1, performing a dorsiflexion movement
at 30% MVC. The architectures used a consistent number of nodes per hidden layer;
for example, an MLP with 5 hidden layers and width 8 corresponds to the structure
MLP6×8×8×8×8×8×1.

Hidden Layers Width 8 Width 16 Width 32
3 1.18 2.13 8.36
5 2.47 2.66 31.40
9 5.46 6.09 25.81

Table 8.3: Mean squared error for MLP architectures trained on subject 1 and tested
on subject 3, both performing the same dorsiflexion movement at 30% MVC. The archi-
tectures used a consistent number of nodes per hidden layer; for example, an MLP with
5 hidden layers and width 8 corresponds to the structure MLP6×8×8×8×8×8×1.

Tasks Plantarflexion
30% MVC 0.30
50% MVC 1.61
70% MVC 2.33
90% MVC 5.06

Table 8.4: Average 3-fold time series cross-validation loss (mean squared error) on data
from subject 2 performing plantarflexion at 30%, 50%, 70%, and 90% MVC. The MLP
architecture consisted of 5 hidden layers and 32 nodes per layer.
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Training Blocks Pretrained Test Block MSE
Block 1 No Block 4 8.67
Block 1 Yes Block 4 5.94
Blocks 1-3 No Block 4 5.74
Blocks 1-3 Yes Block 4 6.17

Table 8.5: Mean squared error obtained using a baseline and a pretrained MLP. The
pretrained model was first trained on data from subject 1 performing a plantarflexion
movement at 90% MVC. Both the pretrained and baseline models were then trained on
data from subject 2, performing the same plantarflexion movement at 90% MVC. Both
models used an architecture with 5 hidden layers and 32 nodes per layer.

(a) (b)

Figure 8.5: Data from subject 2 performing a plantarflexion movement at 90% MVC.
(a) Overview of the blocks used for evaluating transfer learning, showing the offset-
corrected torque from subject 2. (b) Mean squared error loss over training epochs com-
paring the baseline and pretrained MLP models on data of subject 2. The pretrained
MLP was first trained on data from subject 1 performing a plantarflexion movement at
90% MVC. Both the pretrained and baseline models were then trained on data from
subject 2, performing the same plantarflexion movement at 90% MVC. Both models
used an architecture with 5 hidden layers and 32 nodes per layer.
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