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Abstract. Quadruped robots offer a promising alternative to wheeled
robots due to their ability to navigate diverse terrains and overcome var-
ious obstacles. However, the control problem for legged robots is chal-
lenging as it requires precise control of actuators and good coordination
between all four legs. With the advent of machine learning, learning-
based methods have shown promising results in both simulation and real-
world robots. This work investigates the application of learning-based
methods, specifically the Soft Actor-Critic (SAC) and Augmented Ran-
dom Search (ARS) algorithms, for gait modulation. The SpotMicroAI
and mini-Pupper-2 robots are used as a case study to demonstrate the
generalizability of the reinforcement learning algorithms. Afterward, the
learned policies of the SpotMicroAI are applied to a physical robot to
inspect the sim-to-real gap. Our results show that both SAC and ARS
can effectively be used to learn legged locomotion that provides a robust
and versatile solution for navigating diverse terrains.
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1 Introduction

Legged robotics have the ability to walk through rough terrain, due to their
small selection of contact points [5]. However, locomotion for legged robots is a
challenging control problem as it requires precise control of actuators combined
with good coordination between all four legs. With the recent advancements in
machine learning, learning-based methods have shown promising results in both
simulation and real-world robots [18,15,7].

Until recent years, research on learning-based methods for locomotion has
mostly been limited to simulation [10]. One of the primary reasons is the high
cost and complexity associated with real-world electronics. Training on real-
world robotics is also significantly slower, since they need to be manually reset
whenever the robot falls over, whereas simulations can reset automatically [14].
Additionally, the discrepancies between the simulated environment and the real
world hinder the transfer of learned behavior, in a problem known as the sim-to-
real gap [9]. For instance, real-world physics are comprised of complex interac-
tions between objects such as friction, collisions, deformations, and contact forces
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making them hard to simulate accurately. Secondly, actuator dynamics are also
difficult to model due to latency in the physical response, and non-linear behav-
ior meaning their responses are not proportional to the applied input. Lastly, the
performance of actuators can change over time due to wear. Therefore, to bridge
the gap between simulation and reality, researchers often use robot platforms
equipped with state-of-the-art actuators and sensors. Typical examples of such
high-end platforms include the ANYmal robot by ANYbotics (Fig. 1a) and the
Spot robot by Boston Dynamics (Fig.1b).

(a) ANYmal (b) Spot

Fig. 1: Two examples of robots with state-of-the-art actuators and sensors.

These high-end robots tend to be expensive, limiting access primarily to well-
funded research groups. Therefore, recent developments have introduced more
accessible platforms, such as the Stanford Pupper robot released by Stanford
in 2021 [16] as seen in Fig. 2a. This low-cost open-source platform is designed
to reduce complexity and cost, thereby improving the accessibility of robotics
research. Importantly, recent work [20] has demonstrated that learning-based
models can be robust enough to apply to hobby robotics. By randomizing the
dynamics of the robot and the environment in simulation, their approach named
D2-GMBC bridged the sim-to-real gap on a variation of the open-source robotics
project SpotMicroAI 4, as seen in Fig. 2c. However, their Reinforcement Learn-
ing (RL) algorithm, called Augmented Random Search (ARS), consists of only a
single-layer Neural Network. To investigate how the D2-GMBC framework bene-
fits more complex RL algorithms, we apply it using the Soft Actor-Critic (SAC)
algorithm and use the mini-Pupper and SpotMicroAI as research platforms in
this study.

The primary contribution of this paper is to demonstrate the versatility of
the D2-GMBC learning approach to other Reinforcement Learning algorithms.
Moreover, we highlight some of the limitations of the original setup such as
the ARS learning scheme and the reward function. The main findings from our
experiments are:

– In the simulation, the SAC agent demonstrated competitive performance
and improved learning capabilities when deployed on the Pupper platform.

4 https://spotmicroai.readthedocs.io/en/latest/
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