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Abstract

Recent technological developments in molecular biology have made it possi-ble to measure the expression level of thousands of genes simultaneously.These measurements provide a \snapshot" of what is happening at thelevel of genes within a cell. The massive amount of these datasets makeautomated analysis nessecary. It is becoming evident that statistical andcomputational issues will largely determine what scienti�c questions can beanswered.This thesis deals with the application of a probabilistic framework calledlearning Bayesian networks for the analysis of gene expression datasets.Bayesian networks have already proven to be useful in this �eld. Our ap-proach shows the usability of implementations of standard learning Bayesiannetwork algorithms to analyze microarray data. We use gene expressionmeasurements made on patients with mutiple myeloma and breast cancer.Our setup results in answers about the kind of biological informationthat can be found with such experiments, and which algorithms should beused to learn Bayesian networks. We will show that Bayesian networks canachieve good classi�cation accuracies and can �nd interesting subsets of dis-ease related genes. Problems we encountered are the di�culties to �nd onenetwork that best represents the data, estimating the classi�cation accura-cies and �nding optimal settings of the parameters used by the algorithms.
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Chapter 1

Introduction

1.1 Motivation
Ever since the discovery of the cell, the study of the function, components,and interaction of cells has been a major part of biology. Genes are amongthe most important components of a cell, and the last few years a revolu-tion has taken place in monitoring the behavior of genes in a cell. Tradi-tional time-consuming experiments are automated in miniature experimentscarried out by robots. Thanks to these so-called \high-throughput exper-iments" experimental scientists can perform thousands of experiments atonce or at an unprecedented rate. For example, a molecular biologist canmeasure the expression of all the known genes in yeast (several thousand)simultaneously by using the microarray technique. Massive amounts of dataare available.The experimental scientists have to analyze the experimental data. Amolecular biologist may ask which genes are important for certain cell func-tions and in what way the genes are related to each other. These kinds ofquestions require a lot more than statistical tests like a t-test, for exam-ple [Gla01]. The development of statistical and computational proceduresto address the scienti�c questions asked by these experimenters is develop-ing rapidly. Also it is becoming evident that statistical and computationalissues will as much as experimental methods or technologies determine whatscienti�c questions can be answered and what breakthroughs will be made.This thesis applies a probabilistic framework called learning Bayesian
networks for the analysis of DNA microarray data. Bayesian networks havebeen developed within arti�cial intelligence to construct expert systems.In the 1980s Pearl [Pea88] showed that with Bayesian networks, expertscan construct networks which are able to give advice, by reasoning withprobabilities, on the basis of observations from the real world. In that timethe networks were constructed by experts.Techniques to automatically learn Bayesian networks from a dataset

1



1.2 Biological introduction 2

have improved enormously over the past decade. Learning Bayesian net-works have been applied in all di�erent kinds of �elds including weatherforecasting, image processing, and medical systems [Neo04]. Learning net-works with microarray data have several potential advantages for the analy-sis of experimental results, including a graphical representation of the result.Some studies have already proven that robust and interesting networks canbe learned from microarray datasets [FLNP00,DWFS99].Section 1.2 provides a short introduction into the biological backgroundof microarrays. In Section 1.3 the analysis of microarrays is shortly discussedand in Section 1.4 the layout of this thesis is presented.
1.2 Biological introduction
Basic knowledge about biology is needed to understand the methods usedand the context of this thesis. As some of the readers might lack biologicalbackground we decided to explain biological terms and background in thischapter. Terms like genes and DNA are explained in Section 1.2.1 and thesubsequent section describes the DNA microarray techniques.
1.2.1 Central dogma
In 1953 Watson and Crick [WC53] discovered the structure of DNA (de-oxyribonucleic acid). Human DNA is a double-stranded helix of nucleotidesequences which carries the genetic information. Each strand is constructedby 4 nucleotides; A (adenine) ,C (cytosine),T (thymine) and G (guanine).The two strands are connected by hydrogen bonds between A and T, andbetween C and G (these pairings are called complementarities; A is thecomplement of T).Only a few years later Crick introduced a model of protein synthesis[Cri58]. The model is known as the central dogma of molecular biology. Themodel is not fully accepted, and had to be updated with reverse transcriptasein 1970, but gives a basic idea about the information ow in a cell, see Figure1.1. In the DNA sequences all the information is stored to construct proteinsthat carry out most cell functions. RNA is a single strand of nucleotides,just like DNA, only T is substituted by nucleotide U (uracil), and U and Aare each others complement.The complete DNA sequence of an organism is called the genome ofthat organism. In molecular terms, a gene is a portion of DNA sequencethat codes for a functional protein or RNA. A large proportion of DNAin the human genome does not encode for any protein or RNA; the genesmake up merely 3% of our genome. Biologists believe the other part, whichthey sometimes call \junk DNA", could be a result of evolution or serve asa reservoir for making new genes. The function of this junk DNA is notknown yet.
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Figure 1.1: Central dogma of molecular biology.

Though no two humans have the same set of genes (except for identicaltwins), experts estimate that about 99:9% of any one person's genes areexactly the same as any one other person's DNA. In April 2003 the humangenome project �nished the identi�cation of almost all the common DNAsequences in our entire genome1. The next job is to annotate this map byallocating the position of all our genes and understanding their role andfunction. Humans are thought to have at least 20; 000 genes.Nearly every cell in a multi-cellular organism contains its complete genome.However, the expression (activity) of genes in cells with di�erent functionswithin a multi-cellular organism is normally not the same. The functionand di�erentiation of a cell could be explained by the expression levels ofthe genes. The expression level of a gene in a cell at a certain point in timeis the amount of transcribed RNA encoded by the gene at that timepoint.Monitoring the expression levels of all the genes in the genome of an organ-ism is exactly what microarrays can do. Microarrays measure the amountof RNA in a sample and therefore we have an indication of the amount ofthe corresponding protein in the sample, see Figure 1.1.
1.2.2 Microarray technology
While it is very hard to detect the quantities of proteins in a cell, methodsfor detecting RNA can take advantage of the sequence complementarity ofRNA or DNA. This means that if DNA or RNA occurs as a single strand ofa certain sequence it really likes to pair with another single strand DNA orRNA of complementary sequence. A single strand of DNA with the sequenceACTTACG likes to pair with a strand of exact complementary sequence,thus TGAATGC. This pairing of two complementary single strands of DNAor RNA is called hybridization.

1Further information on the human genome project can be found on the NHGRI website,
http://www.nhgri.nih.gov.
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Essentially, a microarray is a carefully constructed set of the comple-ments of known gene sequences arrayed on a special impermeable rigid sur-face (glass for example). A sample of unknown RNA sequences is pouredover the surface to pair with the known sequences. If a RNA sequence haspaired with its complement on the glass this is measured by special scanningtechniques. Using a rigid surface has many practical advantages, such as thehelp of robots to create the arrays on microscopic scales.
Oligonucleotide versus spotted arrays Two basic methods to cre-ate microarrays are widely used; spotted arrays and oligonucleotide ar-rays [LDB+96]. In the spotted arrays a large number of DNA strands, com-plementary to known mRNA2 sequences, are prepared from cDNA librariesand spotted onto a glass slide by a robot. Because the DNA is complemen-tary to the mRNA, it is called cDNA. In this type of experiment cDNA canvary in length from 100 to 1; 000 bases. Each spot on the slide containsseveral copies of a particular cDNA probe.The key di�erence in the oligonucleotide arrays is that the probes areconstructed nucleotide by nucleotide using photolithography or inkjet tech-nologies. In hundreds of thousands of positions on the glass array, probes oflength 20 or more are synthesized. For most genes, a probe containing 20nucleotides can be created which is unique for that gene. Usually a set ofprobes is synthesized for each gene.
Single channel versus two channel arrays To estimate the expressionof a gene in a sample two methods can be used. In the single channel methodwe elute only one sample over the array. RNA of the sample is colored andwill hybridize to it's complement on the array. The expression rate of eachgene is measured by scanning the intensity of the color on the array.By eluting two samples over the same array, one sample is colored redand the other green, we can estimate the relative expression rate for eachgene. On one array we can measure the expression of a healthy sampleversus a tumour sample for example.The resulting arrays can be viewed in Figure 1.2. It's not clear yet whichmethod is best and to what extend experiments from di�erent platforms arecomparable.
1.3 Analyzing microarray data and using Bayesian

networks
Turning scans into expression values The scans of a microarray haveto be transformed into values representing the gene expression rates in or-

2RNA that codes for proteins is also referred to as messenger RNA, or mRNA.
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Figure 1.2: Two microarray techniques: On the left side a segment of a two
cannel cDNA chip is shown and on the right side a single channel oligonu-
cleotide chip (both taken from yeast cells).

der to make quantitative analysis possible. The scans usually contain a lotof noise and specialized image processing methods are used to reduce this.Background estimation and �nding the optimal spot regions are a few ex-amples. The resulting intensity values are transformed into well distributedgene expression values, by logarithmic (log2) transformation for example,making statistical analysis easier. At last, the data has to be normalizedto correct for systematical di�erences between the conditions in which themicroarrays are hybridized3. The result is a data matrix representing the(relative) gene expression values.
Machine learning challenges Analysts of microarray data make use ofstatistics, pattern recognition and machine learning techniques to extractinteresting and relevant biological information. The information that canbe found depends on the techniques that are used and on the experimentalsetup of the microarray experiment. Hierarchical clustering techniques, forexample, can �nd groups of genes or persons that have similar expressionpatterns. Genes that show similar expression patterns are believed to be re-lated in biological function. The biological functions, and how the functionsare interrelated, are described in so-called biological pathways. Discoveringthe structure of these pathways is one of the ultimate goals in molecular bi-ology. Gene network learning algorithms can discover relationships betweengenes and provide information on possible pathways.The challenge for researchers in arti�cial intelligence in analyzing mi-croarray experiments is the fact that the number of samples is usually afew dozen while the dimensionality, the number of genes whose expressionis measured, is very large, usually several thousand. The low number ofsamples is mainly caused by the high costs of microarray experiments and

3A lot of conditions inuence the results. Even the amount of ozon in the laboratorium
inuences the results (because the behaviour of the uorescence depends on it)!
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the di�culty of acquiring samples, in case of tumours for example. An-other challenge, and problem, are the unstable conditions in which probesare labelled and arrays are hybridized. The data contains a lot of noise.In order to let a computer 'learn' or extract meaningful information fromsuch a noisy, high dimensional, dataset a lot of samples are needed. Butthat is just what is missing. Basically, the problem is that the dataset doesnot reveal the 'real' world extensive enough and the danger of biased, dataspeci�c, results increase.Several studies have proven in an empirical way that interesting infor-mation can be found by using machine learning techniques [Val02]. Someof these methods reduce the dimensionality of the data by selecting relevantgenes, based on mathematical criteria. They make the assumption that inthe context of an experimental setup, only some mechanisms (and genes) are(in)active in the sample. A lot of genes behave independently from the ex-perimental setup and are therefore less interesting. If in an experiment twotypes of cancer are compared, correlation measures (or PCA) can be usedto �nd genes associated to each cancer type. Machine learning techniquescan be used to learn how to distinguish these cancer types and diagnose newpatients.
Bayesian networks All kinds of machine learning techniques have beenused and each one has its own advantages and aws. In this thesis wewill use techniques to learn Bayesian networks. One of the advantages oflearning Bayesian networks is they have well understood statistical founda-tions. Clear methodologies are incorporated enabling it to learn from thenoisy conditions of gene-expression data. A second advantage of Bayesiannetworks is the appealing graphical representation of the result.Analyzing microarray data with learning Bayesian networks can poten-tially give several kinds of biologically interesting results:
� classi�cation of samples into biological classes,
� �nd disease related genes,
� show gene to gene relations,
� general overview of relations and processes in which genes are involved.
In short: \a Bayesian network represents the joint probability distribu-tions of a set of variables and captures the dependencies and conditionalindependencies between variables in a graphical manner" [FLNP00].With gene expression data, modeling of dependencies and conditionalindependencies between variables (genes) can be done as follows. Supposewe have gene A, B and C. Let's say gene B is up regulated by A and Cis up regulated by B. We can represent these relationships in a Bayesiannetwork where A is the parent of B and B is the parent of C :
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A! B ! C:
We say that B is dependent on A.Suppose we measure that B is highly expressed. We can reason with thenetwork that C is more probable to be highly expressed as well. Our networkis also designed such that knowing that A is highly expressed doesn't matteranymore for the probability that C is highly expressed if B is given. In thiscase C is conditionally independent of A given the expression value of B.Algorithms have been designed to automatically construct a Bayesiannetwork that represents dependencies and (conditional) independencies withina dataset. These algorithms are known as Bayesian network learners.
1.4 Goals and thesis overview
In this thesis we use learning Bayesian network algorithms to analyze mi-croarray data. In most of the existing projects applying Bayesian networklearners to microarray data, large groups of people from very di�erent sci-ence �elds are working together to obtain interesting networks. The methodsused are complex, specialized and therefore not usable on a wide-scale formicroarray analysts and research groups. Though several implementationsof standard learning Bayesian network algorithms are publicly available, no-body, as far as we know, has fully explored using these methods for theanalysis of microarray data.We will explore the possibilities of applying well-known, and relativelyeasy to use, implementations of learning Bayesian networks to the �eld of mi-croarrays. Learning Bayesian network algorithms implemented in BayeswareDiscoverer [Ram99] and the BNsoft package made by Cheng [CBL97a] shallbe used. These algorithms are subdivided in classi�cation network learnersand general network learners.Of course, a complete answer is not realizable within our time-scope. Wehave focussed on a selection of features of the algorithms | such as classi�ca-tion, gene selection and discretization | and used them to analyze publiclyavailable and as large as possible cancer microarray datasets. A breast can-cer dataset [VDH+02] and a multiple myeloma dataset [PCW+02] will beused. The multiple myeloma set was already used to learn a special typeof Bayesian networks, but we will extend this experiment. For both exper-iments we try to obtain interesting networks, small subsets of interestinggenes and high classifcation accuracies.
Overview First of all, in Chapter 2, a selection of publications related toour study is discussed. An overview of machine learning techniques usedfor microarray data analysis is followed by the discussion of methods usedto construct networks from microarray data. The last part of Chapter 2
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presents a collection of publications on learning Bayesian networks (LBN)applied to the analysis of microarray data.The third chapter is used to explain the LBN techniques and Bayesiantheory in general. Examples of Bayesian networks are given to explain theconcept of Bayesian networks. In Section 3.3 the algorithms used in thisthesis are discussed in detail.The microarray datasets used to learn networks are described in thefourth chapter as well as the biological questions that we hope to answer.In that chapter we will also discuss the pre-processing techniques which areused to select a subset of genes and to discretize the data.The 5th chapter presents and analyzes the resulting networks and clas-si�cation accuracies. In the last chapter the conclusions of the results areformulated as well as some ideas for future research.



Chapter 2

Scienti�c background

The analysis of gene expression data obtained in microarray experiments hasbeen of great interest in the research areas of pattern recognition, machinelearning and statistics. Researchers all over the world are attracted to theproblem of discovering biologically interesting information in the expressiondata of so many genes.As mentioned in Section 1.3 the main problem | a problem for ev-ery analysis method in the microarray world | is the ratio between theenormous amount of genes measured per sample and the small number ofavailable samples. All kinds of data mining and machine learning methodshave been applied and extended for the purpose of analyzing microarraydata.In this chapter the methods and results of several AI techniques in mi-croarray context are discussed. The biological information found by thesemethods is di�erent for each method. Section 2.2 deals with learning genenetworks from microarray data. Section 2.3 analyzes the few studies pub-lished about learning Bayesian networks in a microarray environment. First,we discuss standard machine learning terms and algorithms.
2.1 Machine learning methods to analyze microar-

ray data
Before we go on we will distinguish the machine learning methods used bythe biological information they can �nd. First of all we have classi�cationtechniques that �nd potentially interesting genes related to a certain classand use the expression patterns of these genes to classify new arrays. Suchtechniques are called supervised learning because information on the biologi-cal class of the sample is given to the learning method. Not surprisingly, theother methods are called unsupervised learning. These methods can clustergenes or persons that have similar expression patterns.

9
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Before the data is given to us, AI-scientists, a lot of work and manip-ulation of the data has already been done. Image analysis and data pre-processing steps to transform the microarray scans into a clean normalizedset, representing the expression levels of the individual genes, will not bediscussed here. However, a large part of the current microarray research isinvolved in these processes and are therefore worth mentioning.
2.1.1 Supervised classi�cation methods
Suppose we have a typical microarray experiment in which the expressionpro�les of 20; 000 genes from 50 prostate cancer patients and 50 healthy per-sons is measured. Genes related to prostate cancer are hoped to be found,and classi�cation techniques are used to try to predict that a patient suf-fers from prostate cancer. Classi�cation methods are used to distinguishbetween disease subtypes but also for treatment response and disease prog-nosis [SBC+02].To check if a sample taken from a patient displays healthy or prostatecancer patterns we could use techniques as (k-) nearest-neighbour, voting,decision trees, support vector machines (SVM), neural networks and a lotmore. Central problems of classi�cation methods in microarray context arethe reduction of the dimensionality of the problem space (reduction of thenumber of genes), coping with missing data and estimating the classi�cationaccuracies. These issues are discussed next, and in the latter part of thissection several examples of supervised learning methods are given.
Central problems In machine learning and pattern recognition we oftenrepresent the gene expression measurements made in an experiment as a
m dimensional space (genes) with n data points (samples) in it. In theprostate cancer case we get m = 20; 000 and n = 100. Using gene selectionmethods we can reduce the dimensionality m of the so-called problem space,which is necessary, for computational reasons, for some of the supervisedand unsupervised learning methods.Most gene selection methods, in the supervised case, are based on sta-tistical measurements to �nd the genes that di�er most between, as in ourexample, the prostate cancer and healthy samples. The n-fold approach isa popular method to tackle this problem. In the n-fold method genes areselected that di�er in their mean value between classes at least n times.Variations of this method are also often used, see [SKR03]. In [DFS00]genes are selected by the ratio of their between-class to within-class sums ofsquares. Golub et al. [GST+99], and many others, select informative genesby the correlation of their expression pattern with the class distinction. Apre-set threshold, based on the signi�cance of the correlation, is used to �ndthe potentially interesting genes. Other methods to select genes that are dif-ferentially expressed across the di�erent classes can be found in [SBC+02],
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but the authors mention that a search for better ways of measuring di�er-ences in the expression of a given gene in two tissues is far from completeexploration.The problem of missing data in gene expression measurements can besolved by using nearest neighbour or expectation maximization (EM) tech-niques (also used for cluster techniques). Troyanskaya et al. [TCS+01] con-clude that the nearest neighbour technique can compute robust and accurateestimates of the missing value of a gene.The issue not discussed so far is, once we have chosen and learned aclassi�er, how the performance of a classi�er can be estimated. If we learna classi�er we usually test it on samples the algorithm hasn't seen before.Basically, the gene expression dataset is divided into a test set and a train-ing set. A classi�er is constructed on the basis of the training set. Thisclassi�er is then used to classify the samples in the test set. The percentageof correctly classi�ed test samples is an estimation of the true classi�cationaccuracy of the constructed classi�er. The test set should be independentfrom the training data and may not be used in the learning procedure.Because the number of samples is usually very low in the microarrayworld, leave-one-out cross-validation is popular. In this method a classi�eris repeatedly constructed on, for our example, 100 � 1 = 99 samples andtested on the sample left over. The mean error (equal to the percentageof misclassi�ed samples) is the estimation of the true error of the classi�erlearned on 100 samples. The variation leave-N -out is also often used andseems more reliable [Val02].Some of the machine learning methods create classi�ers that seem to be\over�tted" to the training data and have a very poor classi�cation perfor-mance on the test data [BSB+03]. This means that the underlying structureof the data is poorly modelled but only the speci�c characteristics of thetraining set are learned. Complex models tend to perfectly classify trainingdata while making a lot of errors on the test set. The challenge for machinelearning techniques is to generalize the training data such that unseen datacan be classi�ed correctly.
Examples of supervised machine learning algorithms Now we have,after treatment with the methods discussed above, a complete data matrixwith a reduced dimension p (p < m). With this dataset we can use super-vised classi�cation techniques. A short description of some of the algorithmswill give an idea about the current situation of research.The nearest neighbour techniques use distance measures to �nd a sample(with a known class) that is closest to the, unknown, sample in the problemspace. The unknown sample inherits the class of its nearest neighbour. In
k-nearest neighbour the unknown class of the new sample is predicted bythe most common class among its k nearest neighbours. Nearest neighbour
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techniques are popular and suited for classi�cation of microarrays becausethey are easy to implement and understand, and the method seems to beable to compete in performance with other, advanced methods such as neuralnetworks and SVM [BSB+03].Because nearest neighbour techniques calculate distances between twopoints in space, the choice of the distance measure has signi�cant conse-quences for the nearest neighbour that is found. Special scaling of the axesand trying several kind of distance measures (such as the Euclidian andManhattan distances) give di�erent results [Qua01]. Many other supervisedand unsupervised methods also require the speci�cation of some distancemeasure.Another relatively simple approach is to use a voting algorithm. Eachgene votes for a certain class and the class that receives the majority voteis selected as being the class of the unknown sample. For example, if agene is highly expressed within prostate samples and has a low expressionin healthy patients, then the gene will vote for prostate cancer if the gene hasa high expression in an unknown sample. Golub et al. [GST+99] and Page
et al. [PCW+02] use slightly adjusted voting algorithms that can predict thestate of patients with high accuracy, ranging from 90% to 100%.Studies on using support vector machines (SVM) to classify the classof a sample based on its gene expression pattern report promising results.SVMs solve the problem by mapping the gene-expression patterns in theproblem space non-linearly into a higher-dimensional space, in which kernelfunctions are used to measure distance such that the data can be separatedinto two classes by a hyperplane with optimal margins [Qua01]. Non-linearrobust classi�ers can be learned with high predictive accuracies. A seriousdrawback is that the choice of kernel function a�ects the learned hyperplaneand classi�cation accuracies [SBC+02].Comparative studies of machine learning methods to classify biologicalsamples on basis of their gene expression pattern show no real winner, see[Val02], [PCW+02] and [BSB+03]. Some prefer SVM for its robustness,while others prefer nearest neighbour for its easy interpretation.
2.1.2 Unsupervised cluster methods
Reasons why a medicine does not work can be that a disease is subdividedinto several, unknown, classes with di�erent types of behavior. Expressionpatterns of genes have proven to reveal subtypes of diseases [SEBB98].An example of such an experiment is that researchers take 100 prostatecancer samples and look for subsets (clusters) of genes that exhibit similarexpression patterns across samples. A cluster of similar genes can repre-sent biologically related genes |which may therefore be functionally re-lated [SEBB98]| and can reveal biologically related samples. Clusteringtechniques are used to �nd clusters of genes or samples that show similar-



2.1 Machine learning methods to analyze microarray data 13

ity in their expression pattern. Time-course experiments, where expressionpro�les of an organism are measured at several points in time, are also ana-lyzed with clustering methods to �nd genes with similar expression patternsover time. A collection of hierarchical clustering methods, k-means cluster-ing and self-organizing maps [Val02] are often used in these experimentalscenarios.
K-means clustering divides the data points into k clusters. The clustersare created by moving a data point from one cluster to the other with thepurpose of minimizing the within class distances and maximizing the betweenclass distances. An obvious disadvantage is that the number of clusters mustbe speci�ed in advance while usually this is not known. Another di�cultyis to visualize and interpret the resulting clusters, as this is dependent onthe number of clusters [TSM+99].Hierarchical clustering resolves the problem of interpreting the clustersbecause the clusters can easily be visualized. In contrast to K-means clus-tering, hierarchical clusters can show how the clusters are related with eachother and how the clusters are build. See Figure 2.1 for an example of thevisual advantage. By calculating the similarity between each cluster, theclusters that are most similar are merged. The algorithm starts with singlegenes as a cluster and ends with one cluster; a hierarchy of clusters is cre-ated1. A demonstration of the possibilities of hierarchical clustering is givenin [SEBB98]. The problems, however, are the choice of a similarity measureand the meaning of a cluster at each level in the dendrogram [Qua01].Finally we mention a popular clustering method called the self-organizingmap (SOM) [Koh95]. The method is somewhat complex with respect tothe other methods, so we shall not go into detail. A variety of studies,including [GST+99] and [TSM+99], have found interesting yeast cell cycleclusters and disease subtypes respectively.With SOMs, k-means clustering and hierarchical clustering the problemis to make a choice on the number and size of the clusters in the problemspace. Although some people have tried to tackle the problem no conclu-sive solution has been proposed. D'Heaseleer et al [DWFS99] state that\Each clustering method imposes some underlying structure on the dataand therefore no objective score of a cluster can be given without mention-ing this assumption". The visual results of a cluster can be misleading ifthe underlying structure is not taken into account. We must also note that,especially with the noisy microarrays, the resulting clusters might look to-tally di�erent when the expression data is slightly modi�ed. The robustnessof the resulting clusters are important when the clusters are analyzed.As knowledge about the function of genes grows the integration of this

1Other algorithms for hierarchical clustering exist. The divisive method for hierarchical
clustering works the other way around and starts with all the genes and then splits it into
clusters which do not look alike.
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Figure 2.1: Clustered display of data from time course of serum stimu-
lation of primary human �broblasts. Experimental details are described
in [SEBB98]. Note that similar expression pro�les are grouped together.
The height of the branches in the dendrogram represent the similarity be-
tween clusters (short disctance means very similar). The genes in the sub-
cluster annotated by A are also biologically related because they are involved
in cholesterol synthesis. Cluster B contains cell cycle genes and E wound
healing genes.

knowledge with cluster visualization becomes important. Partially super-vised methods, with a priori knowledge about the function of genes inte-grated with the clustering method, are recommended by Quackenbush et
al. [Qua01]. We could, for example, start with clusters of genes which areknown to be related in a certain process and then check the similarity of theexpression of this process with other processes.
2.2 Gene networks
The ultimate goal microarray researchers have in mind is to decipher theprecise connections of the genetic network: for each gene, they want to knowwhich other genes and functions it inuences, and in what way. The prob-lem is how to infer gene networks from the small gene-expression datasets.Clustering techniques already show some information about the regulationof groups of genes but novel functional relations of genes between, and withinthese groups are hard to discover.Because of computational reasons and the small availability of samples,simpli�cations and assumptions must be made to infer networks of generelations from our microarray datasets. The resulting networks can reectonly a subset of types of (mathematical) relationships and model only a partof the genome.The choice of model, and simpli�cation of biological processes, is bestillustrated by comparing the random Boolean network of Kau�man [Kau93]against the biochemically realistic network constructed by Arkin and Adams[MA97]. The random Boolean network, in which genes can be either ON or
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OFF, can represent some biologically interesting gene interactions such asself-organization. Such networks are mathematically well formulated, andallow examination of thousands of genes. In a realistic approach, where genesare continuous and full biochemical interactions with stochastic kinetics2can be modelled, only a few genes are allowed in the model because ofcomputational limitations. The relationships in the resulting networks canbe very complex and hard to analyze.A method to infer (or learn) gene networks from microarray data (of-ten referred to as reverse engineering) worth mentioning uses di�erentialequations. Mjolness [MSR91] showed di�erential equations able to simulatedevelopmental processes in the fruit y. In di�erential expressions, the ex-pression of a gene is calculated by the sum of weighted expression levels ofother genes. To �nd the best weight parameters optimization procedures areused, such as least squares. A small known part of the gene network of a ratis reconstructed from gene expression data in [WH00]. The determinationof the parameters, using genetic algorithms, show great accuracy. Usuallya set of di�erential expressions is used, motivated by biological processes.Due to the complexity of these functions, a lot of parameters have to beestimated and only a small part (6 genes for example) can be modelled.To infer a network from a microarray dataset a choice has to be madeon which type of, mathematical, model should be inferred and what kind ofexperimental setup should be used. Any attempt at predictive data analysisand model building critically depends on the scope and quality of the inputdata [DLS00]. We can use time-course experiments, comparative experi-ments and gene-knockout experiments. Time-course experiments generallycontain less information than measurements under dissimilar environmen-tal conditions, but can reveal information on the dynamics of a process.In gene-knockout datasets a gene is externally put to sleep in each experi-ment. E�ects of this sleeping gene on gene expression can be identi�ed andmodelled [Wag02].If we want to put more genes in the inferred networks more networksare theoretically possible and more parameters have to be learned or esti-mated. In consequence we need more data as evidence to estimate all theseparameters and �nd the optimal network [Dut99]. Narrowing the range ofpossible models by extra constraints and simplifying the networks can makethe search for the model faster. Using clustering techniques to �nd subsetof genes is a possibility to narrow down the search space. In [DLS00], esti-mates on the amount of data needed to construct Boolean and continuousnetworks are made. The authors stress that comparing data from di�erentexperiments should be made possible. In this respect standardization of
2The time intervals in genetic processes can vary widely across otherwise identical cells, as
a result of stochastic processes. Mechanisms as the need of collision between reagents to
start a process explain this stochasticity. Therefore the inclusion of stochasticity seems to
be necessary.
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microarray experimentation is important3.A balance between the mathematical complexity of a network, the amountgenes in the network and the data available is needed in order to infer ameaningful network. For now, gene networks constructed from microarraydata mainly lead to hypothetical relationships interesting for further research.
2.3 Learning Bayesian networks
In the previous sections we have discussed techniques that enable us toanswer the following biological questions:
� Which speci�c genes are related to the class of a sample?
� Can we diagnose a new sample on the basis of its gene expressionpattern?
� Are there groups of functionally related genes?
� Can we construct a network that represents the relationships betweengenes from microarray data?

Learning Bayesian networks (LBN) could have been placed in each sectionbecause variants exist to answer these questions. Classi�cation networkscan be used to answer the �rst two questions and general Bayesian networkscan help to �nd answers to the last two questions.Not so many studies have been published yet on Bayesian networks toanalyze microarray data, but the number of studies is growing rapidly. In the�rst part of this section we discuss studies on Bayesian network classi�ers.These networks are especially learned to predict the value of a certain vari-able, such as the disease-state variable, and are usually supervised. The sec-ond part presents studies on unsupervised learning Bayesian networks thatreveal functionally related groups of genes and how genes interact withinthese groups.Several LBN concepts might still be abracadabra. A more detaileddiscussion on LBN follows in the next chapter. A short description of aBayesian network, as given in Section 1.3, might be helpful to understandsome of the terms.
2.3.1 Bayesian network classi�ers
To learn a Bayesian network classi�er (BNC), the pre-processed gene ex-pression dataset, including information about the class of samples, is givenand a network that can predict the class of a new sample is the result. This

3The issue of standardization is recognized by the introduction of a standard microarray
object model and data-format, MAGE-OM and MAGE-ML.
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classi�er has the advantage of giving a graphical representation of the resultand potentially providing insights into the disease by showing relationshipsbetween genes.As with other network reconstruction techniques, the number of genes(nodes) in the network can't be very large. The total number of theoret-ically possible networks increases super exponentially with the number ofnodes in the network [Neo04]. Searching for the best network is a di�culttask. Learning BNC methods can already reduce the search space becausethey only need to consider genes that are related to the resulting class of asample. Even with this reduction of the number of possible networks, thenumber of genes can't be very large and ranges roughly between 10 anda 1000. Supervised gene selection methods, discussed in Section 2.1.1, areoften used to achieve the reduction from the thousands of genes measuredin a microarray experiment to the maximum of genes allowed by the BNClearner.Zhang et al. [ZH03] learn BNCs with a selection of 50 and 30 genes.Before the gene expression data was given to the BNC learning algorithmthe continuous dataset needed to be discretized because of the nature of theirBNC learners (probability tables are used). Discretization methods basedon mean or information values assign bins to the, originally, continuous data.Of course discretization implies loss of information, and this is a drawbackof BNCs.The results obtained in [ZH03] are good. A comparison was made be-tween other state-of-the-art techniques; the Bayesian classi�ers could achievecompetitive prediction accuracy. The leukemia set4, the same as in [GST+99],and a colon cancer set5 were used. Classi�cation accuracies, in the leave-one-out cross-validation was 97.22% for the leukemia set and 85.48% forthe Colon cancer set. The authors constructed a variation on the BNClearning algorithm to make the classi�er more robust. Instead of a singlebest network they used an ensemble of networks. Ensembles consisting of5, 7, 10, 15 and 20 networks were constructed from the cancer datasets andthe best ensemble was selected. The authors mention that, besides a highclassi�cation accuracy, the resulting networks also generated relationships,potentially interesting for further research.Helman et al. [HVAW02] propose a Bayesian network classi�cation method-ology for microarrays. They propose to select a variable number of plausiblenetworks and try to blend them in such a way that classi�cation accuracyis optimized. Special methods to search through the networks, select genesand to select and blend the resulting networks are implemented. Theirmethodologies were tested on the same leukemia and colon cancer datasets
4The leukemia set consisted of 72 samples; 25 acute myeloid leukemia and 47 acute lym-
phoblastic leukemia samples, see http://www.genome.wi.mit.edu/MPR5The colon cancer consisted out of 62 colon tissues; 22 healthy and 40 tumor tissues, see
http://microarray.Princeton.edu/oncology/a�ydata
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as mentioned before. In contrast with the previous study, Helman subdi-vided the dataset into a training (about 70%) and test set. The authorstested with di�erent sets of networks and with di�erent type of gene se-lection methods. The best performing networks occur when gene selectionis based on the informative power of a single gene and a large number ofnetworks (about 300) are merged. The authors selected the best classi�ersbased on leave-one-out cross validation error on the training set. The coloncancer test set was classi�ed with 92% accuracy (training set had 84%), andthe accuracy on the leukemia set was 95% on both the test and trainingset. One important conclusion is that the networks have generalized verywell; test results are as good as the results on the training data. The au-thors do not go into details of the structure of the constructed networks andconcentrate solely on the classi�cation performance of the BNC algorithms.We conclude that BNC learners show some promising results. However,the methods developed in these studies are not publicly available in an easyto use program. In chapter 4 another article on Bayesian network classi�ersis discussed and will be partially reproduced to get a better understandingof the possibilities of standard BNC learners.
2.3.2 General Bayesian networks
In the microarray world the best-known study on using Bayesian networksto analyze microarray data is done by Friedman et al. [FLNP00]. His groupconstructed a network that shows interactions between genes and groups ofgenes. The yeast cell cycle dataset created by Spellman et al. [SSM+98] wasused to learn a network. The dataset had measured the expression of 6177genes during its cell cycle at di�erent points in time. One of the advantagesof using Bayesian networks to reconstruct networks from microarray data,according to Friedman et al., is that they are able to describe complexstochastic processes and provide clear methodology for learning from (noisy)observations.In learning general Bayesian networks (GBN), in contrast to BNCs, everyrelationship between two variables (genes) is relevant. The total possiblenetworks is immensely large for a relatively small set of genes, see Section3.2. Friedman et al. managed to learn a network from the expression pro�leof 800 genes (out of the 6177 originally measured). These 800 genes wereselected by unsupervised clustering, done by Spellman et al. in [SSM+98].The Bayesian network learning method is described below.Two-hundred Bayesian networks are learned and only two features ofeach gene in each network are stored for the �nal network. Each network islearned on a slightly pertubated dataset by a special LBN algorithm theycall the Sparse Candidate Algorithm (SCA). The set of possible parent rela-tions (candidates) for a node are preselected by SCA on the basis of simplestatistics, such that the search space of all possible networks is reduced. For



2.4 Concluding remarks 19

each gene in each learned network the set of genes on which the expressionlevel of the gene directly depends is selected as the �rst feature. The sec-ond feature concerns some type of relationships, where intermediate genesrelate two genes. Both relationships are stored for the �nal network. This�nal network can have relationships between genes in which the direction ofthe relation is undecided, because not enough data supports either direction.The level of con�dence in a feature is decisive for the resulting �nal network.With the Bayesian method, Friedman et al. obtained gene clusters re-sembling the clusters found by Spellman et al. using hierarchical clustering.But Friedman et al. were able to reveal more features in and structure ofthe dataset6. Several dominant genes were found: genes that have a lot ofdirect relationships within a gene cluster. A large part of the gene pairs thathad a high-con�dence relationship were believed to be biologically relatedin function, based on literature.A few other articles propose to integrate prior knowledge into the Bayesiannetworks (about experimental conditions or gene function) or to use dynamicBayesian networks to analyze time-course data [OPG02]. The possibilityof integrating non-expression knowledge is an advantage of the Bayesianapproach. Experts could make an a priori Bayesian model of a certainprocess [TDO+03] and update this network with experimental microarraydata; patient data (as age and gender) could be included as well. DynamicBayesian networks have the advantage of being able to model feedback loopsbecause a gene is modelled separately at each time point. Remember thata Bayesian network is by de�nition an acyclic graph. Di�culties on thecomplexity of learning dynamic Bayesian network (DBN) algorithms andscarcity of time-course data in each time point make DBN not very usefulyet.
2.4 Concluding remarks
We have seen results obtained by learning Bayesian network methods are tobe taken seriously, with respect to other analysis methods. Many microarrayanalysts are not aware of the capabilities of LBNs for several reasons. Firstof all the standard analysis tools (commercial and non commercial) have notincluded the LBN algorithms; they focus on clustering techniques, statisticalhypothesis testing and gene ontology integration. The second reason isthe biological background of most of the analysts. They lack time andknowledge to learn, implement or apply the specialized methods proposedin the literature on LBNs for microarray data. This thesis will thereforeuse relatively simple, accessible, and publicly available implementations ofLBNs to explore their usability for microarray analysis.

6The resulting, quite complex, network can be viewed on http://www.cs.huiji.ac.il/�nirf/
GeneExpression/top800.
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Chapter 3

Learning Bayesian networks

Nearly 250 years ago, in 1764, Thomas Bayes wrote a theorem about chanceand probability. In arti�cial intelligence, Bayesian thinking has played animportant role in modelling, learning and reasoning with uncertainties.Next we discuss Bayesian calculus and Bayesian networks [Pea88] ingeneral. In Section 3.2 several issues about learning a Bayesian network arediscussed and the last section presents the algorithms used in this thesis.
3.1 Bayesian networks
Basic concepts in Bayesian theory must be explained before we move on toBayesian networks. Although there are several ways to explain Bayesiancalculus we will focus on the concepts of (in)dependence and conditional(in)dependence throughout this section and chapter.
Conditional probabilities Conditional probability is formally notatedas: p(AjB) = x. In words this means that given the event B, - and supposedthat everything else known is irrelevant - the probability of event A is equalto x. An event could be a variable (gene) taking on a certain value (highexpression). The remaining part of this chapter only deals with variablesinstead of events.Two variables X and Y are independent if p(XjY ) = p(X) for all valuesof X and Y , otherwise they are dependent. This means that the probabilitydistribution of X is not dependent on Y . In a probability distribution thechances of X taking on a certain value are given. Imagine that the distri-bution of gene X is :2 for high expression and :8 for low expression. If gene
X and gene Y act independently, then for all values of Y the probabilitydistribution of X will stay the same.If X is dependent on Y (p(XjY ) 6= P (X)), the probability distributionof X is di�erent for each value in Y . Suppose we found that the expressionof gene X is up regulated by the expression of gene Y . So our belief that

21
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gene X has an high expression depends on the expression of gene Y . If wemeasure an high expression rate for Y , we believe that X is probably highlyexpressed as well. In this case X is dependent on Y .
Conditional independence describes situations in which variables X and

Z are independent given the value of variable Y . Conditional independenceholds when for all values ofX, Y and Z we have: p(XjY ) = p(XjY;Z). Let'sextend our previous example with gene Z which up regulates gene Y butdoes not regulate X directly. Suppose it's given that Y is highly expressedin a sample. We have the distribution for the probabilities of the values in
X given Y . If this distribution of X doesn't change when we come to knowthe value of Z, we say X and Z are independent given the value of variable
Y . But we can also reason that if we don't know Y but do know that Z ishighly expressed, the probability distribution of Y changes (Z up regulates
Y , so Y is more probable to be highly expressed)). In turn, because X is upregulated by Y , the distribution of X also changes. So X is dependent on
Z and at the same time conditionally independent of Z when the value of
Y is given. Conditional independence is an important principle in Bayesiannetworks, because knowing the conditional independencies in a dataset cangreatly reduce the complexity of networks.At last we have conditional dependence which describes dependence be-tween X and Z given Y (formally we have p(XjY ) 6= p(XjY;Z) for all orsome values of X, Y and Z). Correlation measures, often used in bioinfor-matics, between two variables can imply dependence, although correlationis not a necessary condition [FLNP00].
Bayesian networks Now we move on to Bayesian networks and see howthey can reason with the concepts stated above. Bayesian networks aregraph-based models of joint multivariate probability distributions that cap-ture properties of conditional independence between variables [Jen96]. Theyare also used to reason with probabilities. A Bayesian network consists ofthe following
� A set of variables (nodes).
� A set of directed edges between variables representing dependenciesbetween variables. A variable (node) X is called a parent of Y if thereis a directed edge going from X to Y . These directed edges must form,together with the variables, a directed acyclic graph (no directed pathfrom a variable that leads to itself).
� To each variable X with parents Y1; :::; Yn there is attached a condi-tional probability distribution p(XjY1; :::; Yn). If a variable X has noparents, the probability distribution p(X) is attached.
We can view the lack of representing cycles as a restriction, especiallyin our biological domain where feedback cycles are thought to happen. For
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time course microarray experiments dynamic Bayesian networks could be asolution because a network can be made for each time point. The directededges between the variables in a network can sometimes be seen as causalinuences [SGS93], but causality in Bayesian networks (BNs) is still underdiscussion and not generally accepted.BNs can cope with variables that have continuous values but we usemethods that can only cope with discrete data. When BNs contain dis-crete variables, conditional probability tables (CPT) are used instead ofconditional probability distributions (CPD). The main motivation for usingdiscrete values is that incorporating continuous data in methods to learnBayesian networks is still somewhat di�cult and can lead to biased learningmethods [FLNP00]. Discretization of continuous (gene expression) data isreasonably unbiased. Also, most of the standard Bayesian network learnerscan not use continuous data.A simple example of a Bayesian network is given below. This exampleillustrates how Bayesian networks capture conditional independencies andhow we can reason with the networks.
Example 1 Suppose we have three genes X, Y and Z, which can take onmutually exclusive values h (high expression) or l (low expression). In �gure3.1 the network is shown (qualitative part), including probability tables(quantitative part).

Figure 3.1: A simple Bayesian network structure containing 3 variables.
Conditional probability tables are also shown.

The graph is constructed such that gene X can inuence gene Y directly,and gene Z indirectly through Y . GeneX has no parents and the probabilitytable simply consists of our prior belief on the probability distribution ofgene X (also called prior probability, p(X)). Because X is a parent of
Y we have a conditional probability table p(Y jX). The CPT consists ofprobabilities for the expression values of gene Y given the expression valueof gene X. If we add the values in a column of a CPT we always get 1



3.1 Bayesian networks 24

(p(Y = hjX = h) + p(Y = ljX = h) = 1 because Y is certain to be either
h or l). The prior probabilities p(Y ) and p(Z) are also given by the CPTtables, although indirectly (by marginalizing Y out of p(Y;X) which in turncan be calculated by the fundamental rule: p(Y;X) = p(X)p(Y jX)).If evidence on the value of a gene is given, we can update the conditionalprobability tables and prior probabilities of the other genes using the fun-damental rule and Bayes' laws of probability. Thomas Bayes introduced histheorem in 1764. The equation is as follows:

p(AjB) = p(A)p(BjA)
p(B) .

Suppose we only know that the expression of Y is h, so p(Y = h) = 1 and
p(Y = l) = 0. In this case we can update the probabilities of both X and
Z. For Z we get p(ZjY = h) = (0:25; 0:75) (because now p(Z; Y = h) =
p(ZjY = h) = p(Z)). To update the probabilities of X we use Bayes theo-rem' to calculate p(XjY = h) = (0:95; 0:05):

p(X = hjY = h) = p(X=h)p(Y=hjX=h)
p(Y=h)

)
p(X = hjY = h) = :7�:8:8�:7+:1�:3 = :95

We see that the probability of X = h is increased (from 0:8 to 0:95).The increased probability of p(X = h) can be viewed as an `explanation' forthe high expression value of Y .Once we know Y , extra knowledge on the value of X can not changeanything for the probabilities of Z because gene Y blocks the informationfromX to Z. The conditional independence p(ZjY ) = p(ZjY;X) is modelledin this network and we say thatX and Z are conditionally independent given
Y .
Example 2 The Bayesian network in Figure 3.2 models the factors andsymptoms involved in the diseases pneumonia and inuenza. Arti�cial datawas used by Abbas et al. [AMRM04] to estimate the CPT tables of thenetwork. With the network they reason, for example, that the chance ofinuenza increases given a persons income or ethnicity.

Bayesian networks can be a lot more complex than the ones describedabove. We showed that the information ow in all BNs (updating proba-bilities) is blocked by conditional independencies or passed on by (condi-tional) dependencies. The conditional independencies in complex networksare identi�ed by a few rules called d-separation. The resulting conditionalindependencies are not as obvious as in the previous example. Fast methodsto update CPTs in larger BNs have been developed [Jen96].We have discussed some principles of Bayesian networks and Bayesiancalculus. Readers should by aware we are giving only a very short intro-duction to BNs and not every aspect of BNs can be treated. Important
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Figure 3.2: A Bayesian network representing disease factors and symptoms
for inuenza and pneumonia.

and intersting subjects such as hidden nodes and fast inference-methods areskipped. Jensen [Jen96] wrote an easy to read introduction to Bayesiannetworks. The important message here is that BNs can be used to model(in)dependencies between variables in such a manner that we can reasonwith their probabilities given new knowledge and using Bayesian calculus.
3.2 Learning Bayesian networks
Originally Bayesian networks were constructed by experts. Prior probabili-ties and CPT values were chosen on the basis of the knowledge of experts.The last decade or so, methods to automatically learn Bayesian networkstructures from a given dataset have improved. The increased power ofcomputers has been a major support.Learning Bayesian network (LBN) methods need to �nd the set of edgesbetween variables (structure) and the values in the (conditional) probabilitytables that best represents a dataset. One way to do this is to give each pos-sible network a score such that the network with the highest score matchesthe data optimally. This score can be designed in several ways and can,for example, prefer simple networks. A fully connected network can repre-sent any probability distribution (and can therefore optimally represent thedata), but there are many reasons for not using a fully connected model.A fully connected model requires more memory and computations, is moresensitive to noise (over�tting) and does not �nd underlying independencestructures.
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Unfortunately, the number of possible network structures is super ex-ponential in the number of variables, which makes it practically impossibleto score each possible network. Ten variables already produce 4:2 � 1018possible directed acyclic graphs (DAGs) [CG99]. The LBN algorithms havespecial ways to make the search for the best network computationally feasi-ble. Direct restrictions on the structure of the resulting network (maximumnumber of parents), using search strategies (greedy search) and looking atlocal structures (�nding optimal set of parents for each node separately) areexamples of reducing the computational complexity.The prior probabilities are usually based on the frequency with whichvalues of variables occur in the dataset and can be designed to further reducethe computational complexity [RS01].Depending on the purpose of the network, important structural restric-tions can be made. As we mentioned in Section 2.3, BNs can be learnedespecially for classi�cation. In this case, only those edges have to be foundwhich can inuence the probability distribution of the target variable, giventhat all the values of all the genes in the network are known (so condi-tional independence is important here). In the case of general networks, lessstructural restrictions can be made.
3.3 Methods used in our research
Many BN programs are available on the internet, and among them are sev-eral Bayesian network learners, both commercial and non-commercial1. Wewanted to learn both general and classi�cation networks to fully exploit thepossibilities of analyzing microarray data with the existing BN learning pro-grams. We selected two programs for reasons discussed next. The rest ofthis section will discuss the algorithms implemented in these programs.By Page et al. [PCW+02] and by winning the KDD cup 20012, interestingresults were obtained with the use of a LBN package developed by Cheng[CBL97a, CBL97b] called PowerPredictor and PowerConstructor. In thenext chapter more information on the results of [PCW+02] et al. is given.The algorithms implemented are the Markov blanket classi�cation networklearner and a general network learner called CBL. The programs can befreely downloaded from Cheng's website3.Bayesware Discoverer, developed by Ramoni [Ram99], seemed a goodchoice as our second program to show the possibilities of using LBN imple-mentations to analyze gene-expression data for several reasons. First of allit provides methods to cope with missing data. Secondly, Bayesware has two

1Kevin Murphy made a comparison of all the available BN software, which can be viewed
on: http//:www.ai.mit.edu/�murphyk/Software/BNT/bnsoft.html.2The KDD cup is an Knowledge Discovery and Data mining competition. More information
can be found on http://www.cswisc.edu/�dpage/kddcup20013http://www.cs.ualberta.ca/�jcheng.
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types of BNC (Bayesian network classi�er) learners, the naive Bayesian andthe CTan algorithm. A GBN (general Bayesian network) learner, which weshall call K2 is also available. A third reason is the nice graphical interfacethat helps to understand and interact with the networks. And �nally, aversion of Bayesware is free for non-commercial purposes. Bayesware (and
PowerConstructor and PowerPredictor) can learn from datasets with ap-proximately 200 variables and 700 samples (in the non-commercial version).Other programs are available, but we think our selection of programs,and their implemented algorithms, to be a good representation of easy touse LBN programs. Bayesian network packages implemented in Matlab byMurphy4 and Java are also available. The packages contain some LBN algo-rithms but tend to focus more on algorithms for constructing and reasoningwith Bayesian networks. Also, these packages are more di�cult to use, es-pecially when the user is not familiar with programming environments. Onthe other hand they do have the advantages of open source software.Next, we will discuss each algorithm separately, starting with the simplealgorithms (naive Bayesian) and ending with the complex GBN learners.Each algorithm has its own way to cope with the problems described in 3.2and have made di�erent restrictions and assumptions.
3.3.1 Naive Bayesian classi�er
The structure of a naive Bayesian classi�er (NBC) is �xed and is shownin �gure 3.3. The root node C represents the target variable that needsto be predicted (type of cancer for example). All the child variables Airepresent the attributes (genes in our case). The structure implies that allthe attributes are conditionally independent of each other, given the value ofthe target variable (formally notated as: p(AijC) = p(AijAj ; C) and i 6= j).

Figure 3.3: An example of the structure of a naive Bayesian classi�er.

4Kevin Murphy implemented BN algorithms, and some LBN algorithms, in Matlab. This
package can be downloaded from http://www.ai.mit.edu/�murphy/software/BNT/bnt.html.
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No structure has to be learned. A NBC only needs to learn the valuesin the conditional probability tables (CPT) of the attributes (p(AijC)) andthe prior probabilities of the target variable (p(C)).The estimation process of the CPTs becomes relatively easy. Rememberthat in the supervised learning procedure we have a training set of attributevalues for which we know the values of the target variable. Because con-ditional independence is assumed between the attributes, given the targetvariable, the NBC can estimate each row of each CPT independently. Fre-quencies of the values of the variables in the given dataset are used in thisprocess.Once all the entries in the CPTs are estimated by the NBC, it can beused to predict the most probable value (or class) of the target variable,given the values of the attributes (gene expression values of a patient forexample). p(C) is adjusted for this set of values of the attributes and thevalue (class) for C with the highest probability is chosen as the best option.The implementation in Bayesware Discoverer also makes use of a missingvalue algorithm called bound-and-collapse [RS98,RS01]. The estimation ofthe probability tables is modi�ed and results in probability intervals. Theseintervals are based on the instances in the dataset that are given and that aremissing. This results in using scoring functions for the probability intervalsfor p(C) making classi�cation possible. As a consequence the value of thetarget variable remains sometimes undecided.
3.3.2 CTan classi�er
The strong independence assumptions made by the naive Bayesian is oftensomewhat unrealistic. The CTan tries to avoid these assumptions, maintaincomputational simplicity and outperform the NBC in classi�cation accura-cies.Friedman et al. argue in [FGG97] that \the performance of a BNC mayimprove if the learning procedure takes into account the special status ofthe class variable". They propose to ensure this by setting an edge fromthe target variable to each attribute, just like the NBC. However, the BNCconstructed by CTan is augmented with edges among the attributes. Figure3.4 shows an example.The, intractable, problem how to �nd the best set of edges is madecomputationally feasible by imposing some restrictions on the structure.The most important restriction is that each attribute is allowed to haveat most one other attribute pointing to it. This restriction allows us tocalculate an optimal tree-shaped Bayesian network for the attributes only,based on the Chow and Liu [CL68] maximum spanning tree algorithm.Edges between two attributes, given class in the tree are scored by theconditional mutual information principle described in [FGG97]:
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Figure 3.4: A simple TAN structure. Note that the attributes A1; A2; A3
and A4 form a tree.

IP (Ai;Aj jC) = P
Ai;Aj ;C

P (ai; aj ; c) log P (ai;aj jc)P (aijc)P (aj jz)

In the next steps the maximum weighted spanning tree is build with theattributes; �rst a complete undirected graph is build and then the subset ofedges forming a (undirected) tree structure which maximizes the sum of thescores is found. The directions of the edges between the attributes are chosenmerely to obtain a tree structured graph. One attribute in the undirectedgraph constructed by the Chow-Liu algorithm is chosen as the root attribute.The directions of all edges are set outward from it. The directed tree istransformed into the �nal BNC by adding the naive structure. So in theend we have constructed a tree-augmented naive Bayesian network (TAN)5.Learning the parameters (probability values in the CPTs) of this TANis done slightly di�erent than in the NBC, mainly because we need to learnmore values (more edges cause CPTs to grow). A smoothing parameter isintroduced to cope with those entries in the CPTs for which little evidenceis given6 in the dataset. The structure is not a�ected by this parameter.
3.3.3 Markov Blanket classi�er
While the CTan algorithm still imposed some structural restrictions on theresulting BNC, the MB (Markov blanket) based BNC is an unrestricted BN.The target node is not treated di�erently in the structure learning process.To construct a Markov blanket (MB) classi�er, the structure of a generalBayesian network (GBN) must be learned. How this GBN is learned isdiscussed in Section 3.3.4. For now we assume we have a GBN matchingthe given dataset and discuss the MB principle shortly.

5CTan stands for Construct-TAN.6Suppose we have an edge from gene A to gene B. If in the dataset only one out of 100
examples exists where both gene A and B are highly expressed. In this case there is only
little evidence for P (B = hjA = h).
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The target node in the GBN is, given the values of all the attributes, onlydependent on those attributes that belong to the MB of the target node. TheMB of variable C is the minimal set of variables that shield C from the restof the variables in the model. Only attributes related directly (Ai  C and
Ai ! C) or indirectly through conditional dependence (Ai ! Aj  C) areselected from the GBN. For these attributes, the CPT entries are estimated.We can view this selection of attributes as a kind of feature selection. Formicroarray analysis feature selection methods are very interesting (�nding\marker" genes) and a lot of research is done in this �eld. Friedman et
al. [FLNP00] state that a Markov relation between two genes indicates thatboth genes may be involved in the same biological interaction or process.Because no restriction is made on the structure that can be learned,the search space is very large and over�tting is possible. Over�tting meansthat the learned model �ts the given dataset very well but classi�es newdata poorly. A fully connected graph, for example, always represents adataset optimally because each example is completely represented in theCPTs. The problem is that these networks can not classify new sampleswith high accuracy because they are over�tted to the original data.In PowerPredictor, the MB algorithm is implemented with a specialthreshold, representing a statistical condition that must be met to add or re-move edges when learning the GBN. The optimal value for this \con�dence"threshold can be found automatically, or can be set manually. In [CG98],Cheng and Greiner mention that setting this threshold to a higher value forsmall datasets can improve the classi�cation accuracies and, in general, willprevent over�tting. Automatic detection of this threshold is done by com-paring the classi�cation performance of the Bayesian networks with di�erentcon�dence thresholds, within the training.
3.3.4 The CBL algorithm
In PowerConstructor a method to learn a GBN from a dataset is imple-mented. As mentioned above, the Markov blanket classi�er makes use ofthis algorithm.A GBN learner has a di�erent purpose as compared to the BNC learners.It does not focus on the variable to be classi�ed. The algorithms of theGBNs are designed to �nd the model that best describes the conditionalindependencies between all the variables. By doing this it makes an e�cientmodel to calculate the joint probabilities.The CBL algorithm, designed by Cheng [CBL97a,CBL97b], makes useof the suggestion that BN structures can be learned by identifying the con-ditional independence relationships among the nodes. Using mutual infor-mation tests:
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IP (X;Y ) = P
X;Y

P (x; y) log P (x;y)
P (x)P (y)

they make a list of possible dependencies between variables. Conditionalmutual information (see Section 3.3.2) is used to �nd the conditional in-dependencies among the variables and these independencies are used asconstraints to construct a BN. These kind of algorithms are referred toas conditional independency based algorithms [CG98]. The CBL methodalgorithm uses three di�erent phases.At �rst, a basic BN tree is constructed, based on the Chow-Liu [CL68]algorithm (same as in the CTan algorithm but without special treatment forthe target node). In the second phase edges are added on the basis of mutualinformation and conditional independence. In the last phase, unnecessaryedges are removed. To add or remove an edge, a certain amount of con�dencemust be obtained. The level of con�dence that must be reached can vary andis represented by the con�dence threshold (see Section 3.3.3). In the CBLalgorithm the optimal threshold can not be automatically detected and hasto be set manually. If insu�cient con�dence is obtained to choose a directionof an edge, the CBL algorithm leaves the edge undirected. Therefore, apartially directed acyclic graph (PDAG) is returned.In the CBL1 algorithm a node ordering is necessary to reduce the numberof calculations that is made. This order is based on the order in which thevariables occur in the database, and can be changed by the user. A nodeordering assigns a value to each node; no node can be an ancestor of a nodethat has a higher value. The CBL2 algorithm doesn't use node ordering butneeds to do a lot more computations. PowerConstructor can do both andwe chose for the last option, because less restrictions are made. The Markovblanket classi�er uses CBL1 and ordering of the variables is based on whenthey appear in the database. The target variable is set as the �rst node inthe ordering.
3.3.5 The K2 algorithm
The GBN learner implemented in Bayesware Discoverer makes use of ascoring-based algorithm. To each DAG a score is assigned and the net-work with the highest score is selected. Unfortunately, the total number ofpossible DAGs doesn't allow us to score each network.The problem is solved by choosing a special model for the prior proba-bilities, factorizing the model and imposing an order to the variables [RS99].Finding the best model is reduced to a sequence of locally exhaustive searches,picking the best set of parents for each node independently. Because the lo-cal models are often still too large and exhaustive search is not possible, thegreedy search algorithm called K2 is used to �nd the local model.Node ordering implies a structural restriction such as in the CBL1 al-gorithm (no node can be an ancestor of a node that appears earlier in the
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ordering). K2 starts with the local model of a certain node and calculatesthe score of the model with the node having no parents. The parent whichmaximally increases the score of the local model is added. Until no parent isfound that can increase the score of the local model, this process is repeated.This search for parents is done for every node. The K2 search strategy canend up in a local maximum and does not always �nd the set of parents withthe best score.The learning procedure makes use of the missing value algorithm de-scribed in Section 3.3.1 when values are missing. Also, a threshold calledprior precision is added. This threshold adjusts the prior probability tablesused to score the models. The threshold represents the belief in the amountof evidence that is needed to be con�dent about adding an edge.
3.4 Summary
Dependencies and conditional independencies can be used to construct andunderstand Bayesian networks. We can use data to automatically learn thestructure and parameters of these networks. As explained in Section 3.3,we use a set of LBN algorithms which can be divided in general Bayesiannetwork learners and Bayesian network classi�ers. These algorithms areimplemented in two publicly available programs.



Chapter 4

Microarray datasets:
Experiments and data
pre-processing

In this chapter we present two datasets which we will analyze with the helpof the LBN programs in the next chapter. Both datasets are the result ofa comparative clinical experimental setup. The goal of these experimentsis to gain new insights into the diseases and identify new therapeutic tar-gets, based on gene expression pro�les. The experimenters already tried toachieve this goal by searching for accurate predictors and applying super-vised machine learning methods.The �rst experiment compares multiple myeloma patients with healthypersons. The second set contains samples of patients with breast cancerthat develop metastases within �ve years and of breast cancer patients thatremain free of metastases for �ve years. We will show the data and classi-�cation methods of both experiments in the �rst two parts of this chapter.The last section concerns the pre-processing of the datasets, discretizationand gene selection, which is necessary to learn Bayesian networks.
4.1 Multiple myeloma
4.1.1 The microarray data and backgrounds
A large amount of microarray data is publicly available. Organized databasescan be explored to view the data of microarray experiments1. Most of theseexperiments are not very large and range from 6 to 30 microarrays and

1A list of these organized databases is given on di�erent websites. On http://ihome.cuhk.
edu.hk/%7Eb400559/array.htm an almost complete overview can be explored. We also
made a small list: http://www.science.uva.nl/�vthemaat containing some other databases
as well.
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from potatoes to yeast to human samples. Often, the experimental setup isdesigned in such a manner that a lot of di�erent conditions are compared.Because the study by Page et al. [PCW+02] has been one of the triggersto perform our research, we have chosen to use the same dataset used intheir study. The gene expression pro�les of multiple myeloma patients arecompared to those of healthy persons and the data is publicly available athttp://lambertlab.uams.edu/publicdata.htm. The dataset is relatively large;74 newly-diagnosed multiple myeloma patients and 31 healthy persons.Multiple myeloma is a cancer of antibody secreting cells that grow inthe bone marrow. The disease is incurable and usually progresses rapidlyafter diagnosis. In healthy patients, bone marrow plasma cell samples showa great variety of di�erent types of plasma cells. The samples taken frommultiple myeloma only contain one type of plasma cell that has taken overthe bone marrow.From samples of the plasma cells, cRNA is derived. By hybridizing thecRNA to single channel A�ymetrix microarrays (see Section 1.2.2), contain-ing about 7; 000 di�erent genes, gene expression values could be measured.The resulting dataset contains two values per gene per sample: a continuousvalue (called Average di�erence, or AD in short) and a discrete value (Abso-lute call, AC). The AC value can be A (absent), P (present) or M (marginal),and is calculated by A�ymetrix standards (see http://www.a�ymetrix.com).
4.1.2 A study on data mining the multiple myeloma data
Page et al. [PCW+02] tried to �nd \an accurate predictor of multiple myelomathat will provide insight into the disease". They test the performance of sev-eral supervised machine learning techniques as well as the comprehensibilityof the result. Five publicly available techniques were used: Decision trees,boosted trees, support vector machines (SVM), voting and Bayes nets.SVM was already shortly described in Section 2.1.1. For (boosted) de-cision trees C5.0 was used (we refer to http://www.rulequest.org for moreinformation). The voting algorithm works in three steps: �rst all the genesare scored separately according to the entropy-based information gain score(we will explain this later in Section 4.3), then the top scoring 1% of thegenes is selected (70 in our case), and �nally a majority vote among thesegenes is taken to classify new samples. Information gain is also used toselect 30 genes for the Bayes net algorithm that is based on PowerPredic-
tors' Markov blanket algorithm. Because PowerPredictor can only learnnetworks with discrete values, the AD values were discretized based on thesplit value that gave optimal information gain (see Section 4.3).Genes associated with immune function that had extremely low expres-sion rates in the patients were called \trivially-accurate" genes |becausecells producing these genes were `eaten' by the cancer|, and were removedfrom the database. Remember that new insights into the disease is one of
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the goals of Page et al., and these genes provide no new insights. This setis quite large and in correspondence with the authors we also removed thegenes in our further research.The classi�cation results are shown in Table 4.1. Leave-one-out cross-
Method AC Only AC+ADTrees 90.5 98.1Boosted Trees 96.2 99.0SVMs 95.2 93.3Vote 94.0 100.0Bayes Nets 95.2 100.0

Table 4.1: Leave-one-out cross-validation results for myeloma patients vs.
normal persons as they were obtained by Page [PCW+02]

validation was used to estimate the classi�cation accuracies. This meansthat the learning algorithms (including the gene selection procedure) arerun 105 times, and at each run they are learned with 104 samples andclassify the sample that is left over. The resulting accuracies show onlya few signi�cant di�erences between the methods (SVMs are outperformedusing AC+AD, trees when using AC only). However, the authors argue thatvoting and Bayes nets provide greater direct insight.The Bayes nets for AC+AD resulted in a naive network but used only19 features of the 30 provided (average over the cross validation runs). Re-member that the Markov blanket algorithm is used, which �nds a subsetof genes which aren't conditionally independent given the target variable.They suspect the high correlation of each gene with the class value to be thereason for the lack of dependencies among the genes. The Bayes net learnedfrom AC only contained a large number of dependencies among the genesand only used about 20 genes out of 30 to classify new samples.The voting algorithm shows the ranking of the top voters directly andclearly. Both voting and Bayes nets present their results in an understand-able form which can be an advantage in analysis and �nding potentiallyinteresting genes.The decision trees were less informative, according to the authors, be-cause most of the trees constructed in the cross-validation runs containedonly two or three genes.This experiment is partly reproduced by us (the Bayes net part) andwe extended the data mining research with more LBN techniques, morediscretization methods and other ways for the estimation of the classi�cationerror. The next chapter will show these results but �rst the second datasetis presented.
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4.2 Breast cancer and prognosis of metastases
4.2.1 The microarray data and backgrounds
The well-known breast cancer experiment published by van 't Veer et al.[VDH+02] in Nature is our second dataset . This set contains samples of 46patients whose breast cancer results in metastases within �ve years and of51 breast cancer patients which remain free of metastases for �ve years. Therelatively large set is publicly available at http://www.rii.com/publications/2002/vantveer.Breast cancer patients with apparently the same stage of disease be-have di�erently to treatment and in their overall outcome. Development ofmetastases| cancer moving to other parts in the body| in breast cancerpatients without tumourous cells in the local lymph nodes2 can not reliablybe predicted yet. Development of metastases is dangerous and fatal. About70�80% of the patients receiving chemotherapy or hormonal therapy to re-duce the risk of metastases by one-third would have survived without thesephysically and �nancially costly therapies. Patient-tailored therapy basedon gene expression pro�les is the general purpose of the experiment.From each breast cancer patient (all patients were younger than 55),breast cancer samples were used to derive cRNA. A reference cRNA pool wasmade by pooling equal amounts of cRNA of each sample. Two hybridizationsper tumour were carried out on microarrays containing 25; 000 genes by usingthe inkjet oligonucleotide technique (see Section 1.2.2). After scanning,normalization, etc., the intensity ratio between a gene in the sample andthe gene in the reference pool represented the transcript abundance of thegene with respect to the reference pool.
4.2.2 Predicting the clinical outcome
The breast cancer dataset was used to develop a gene expression signaturethat would make prediction of metastases possible. A 3-step supervisedclassi�cation method was trained with 78 samples, containing 34 patientswho developed metastases within 5 years and 44 patients who continued tobe disease-free over a period of at least 5 years. The remaining 19 samples(12 metastases, 7 non-metastases) were used as an independent test set.The �rst step in the supervised method selected 5; 000 genes out of the25; 000 genes, because they were signi�cantly regulated in more than 3 tu-mours out of 78. The correlation coe�cient of the expression for each genewith the disease outcome was calculated and 231 genes were found to besigni�cantly associated with disease outcome (correlation coe�cient < �0:3

2A lymph node is a small bean shaped organ connected to the lymph system by lymph
channels. In a lymph node lymphocytes are created. Lymphocytes play an important role
in detecting antigenes and removing bacterial cells and viruses. The lymph system is a
network of channels through the whole body.
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or > 0:3). In the second step, these 231 genes were rank-ordered on the basisof the magnitude of the correlation coe�cient. Some of the genes known tobe related to breast cancer processes such as cell cycle, signal transductionand angiogenesis occurred in the set of 231 disease correlated genes.The third step optimizes the number of genes in the `prognosis-classi�er'by sequentially adding subsets of 5 genes from the top of this rank orderedlist and evaluating its power for correct classi�cation using leave-one-outcross-validation. Classi�cation was made on the basis of the correlationsof the expression pro�le of the leave-one-out sample with the mean expres-sion levels of the samples from the metastases and non-metastases grouprespectively.The accuracy of the prognosis classi�er improved until the classi�er con-tained 70 genes. When more genes were added the accuracy dropped. Theclassi�er predicted correctly the actual outcome of disease for 65 out of 78patients for the training set (83%). The performance on the test set was,surprisingly, even higher and predicted 17 out of 19 correctly (89%). Anarti�cial threshold was set by van 't Veer et al. to decrease the numberof patients falsely classi�ed as non-metastases from 5 to 3. The number ofpatients falsely classi�ed as metastases increased a little (from 8 to 12) withthis arti�cial threshold, but these misclassi�cations are less fatal.The gene expression pro�le outperforms all currently used clinical param-eters in predicting disease outcome, according to van 't Veer et al.. Usingcurrent treatment guidelines, up to 90% of the patients used in this exper-iment are selected to be treated with chemotherapy, while 70-80% wouldhave survived without it. The �ndings by van 't Veer et al. can providea strategy to select patients who would bene�t from a therapy other thanchemotherapy.Predicting the clinical outcome of breast cancer patients seems possible.Because the breast cancer set compares patients with apparently the samestage of disease, and the multiple myeloma experiment compares healthypersons versus multiple myeloma patients, learning a classi�er (and BNs)for the breast cancer set looks more challenging. Before we can use thebreast cancer dataset however, we must discretize the data.
Comments on classi�cation method The breast cancer study by van't Veer et al. has been widely discussed in literature (and media). Especiallyon the classi�cation method comments have been made.The classi�cation accuracies obtained by van 't Veer et al. for the train-ing set are too optimistic for two reasons. First, they used all 78 trainingsamples to select the 231 genes. They included samples which where usedas test set during the cross validation runs. Second, the ensemble size for70 genes is based on cross validation performances using the whole trainingset, including those which are used as test set later on. These two \errors"
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resulted in what we could call \information leakage" and the estimated accu-racies on the training set are probably too optimistic [MWPS]. Recognizingthis issue, van 't Veer et al. modi�ed their procedure and the accuracydropped from 83% to 73%3.It is remarkable that the classi�cation accuracies on the unseen testdata are better than the accuracies obtained on the training data. Thisis probably a coincidence caused by the small amount of test data andit stresses the di�culties of handling thousands of variables with only ahundred samples.To obtain a better estimate of the true classi�cation error, the studyhas been extended by van de Vijver et al. [VHV+02]4. They included the78 samples of van 't Veer ( et al.), but added 67 patients with the samesymptoms. van de Vijver et al. used the same prognosis pro�le of the 70genes found by van 't Veer et al.. The classi�cation accuracies for these67 patients dropped to 65%. However, only 1 of the 12 patients in theimportant group with metastases was misclassi�ed.
4.3 Pre-processing the data
All ingredients to explore the applicability of Bayesian networks for theanalysis of microarray data have been described. But the LBN programswe presented can not be used with all the 25; 000 genes. The data fromthe microarrays must be �ltered such that the number of genes is reduced(from 25; 000 to at most 200) and the continuous gene expression values arediscretized.In Sections 4.1.2 and 4.2 methods to select genes and discretize the con-tinuous data were proposed. We will make use of these methods as well,because comparison of the results of the LBN (and BNC especially) pro-grams against the results shown in Sections 4.1.2 and 4.2 is desirable. Next,we will discuss these gene selection and discretization algorithms in greaterdetail. Two other discretization methods which we shall use are presentedas well.
4.3.1 Gene selection: Information gain
A lot of gene selection methods exist and quite an amount of researchis involved in �nding subsets of interesting genes. The correlation-basedand entropy-based methods presented previously are standard methods andused in other microarray or machine learning studies. The correlation-basedmethod was partly explained in the three-step supervised learning algorithmin Section 4.2 and will be discussed here in greater detail.

3The modi�ed results are given in the supplementary information on http://www.rii.com/
publications/2002/vantveer.4The dataset was not available to us at time of writing.
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Entropy In the entropy-based method genes are selected on the expectedamount of information on the target variable provided by the gene. Entropy,as a concept in the �eld of information theory, can be mathematically de�nedas:
H(X) = Entropy[p(x); :::; p(xn)] = nP

i=1
�p(xi) log2 p(xi)

The probabilities p(xi) are the probabilities of, for example, a gene X takingon the value xi. The formulas calculate the average information content(bits) of the various events (�log2p) weighted by the probabilities of theevents [RN95].
Example 1 Suppose we have a gene A taking on values h (high expression)with probability p(h) = 0:5 and l (low expression) with p(l) = 0:5. We canuse the formula to calculate the entropy of gene A and get:

Entropy(:5; :5) = �:5 log2 :5� :5 log2 :5 = 1
When we have a dataset where gene A has value h in 99 out of 100 cases,and thus p(h) = 99=100, we get
Entropy(99=100; 1=100) = (99=100) log2(99=100)� (1=100) log2(1=100) =

:08
The entropy of the gene decreases when the probabilities are not equallydistributed and the outcome of a certain value is more probable (and thusless informative).
Information gain To �nd genes that provide information on the targetvariable C we move on to the principle of information gain. Informationgain for gene A that takes on v values is calculated as follows:

IGain(C;A) = H(C)�H(CjA)
if C takes on w values we have:

H(CjA) = vP
i=1

p(A = ai) wP
j=1

Entropy(p(C = cj jA = ai))
If C can take on two values, positive or negative, we can rewrite the equation:

IGain(C;A) =
Entropy( pospos+neg ; negpos+neg )� vP

i=1
posi+negipos+neg Entropy( posiposi+negi ;

negiposi+negi )
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where pos and neg are respectively the number of positive (healthy forexample) and negative (multiple myeloma) samples. The value of posi isequal to the number of positive samples in the subset of the data wheregene A has taken on value i. Calculating negi is done in the same way, onlynow the number of negative samples in the subset is counted. Informationgain subtracts the weighted entropy of the subdivided datasets from theentropy of the target variable in the entire dataset. Mutual information,described in Section 3.3, actually measures the same as information gain5and is symmetric.
Example 2 Let us recall Example 1 where gene A could be h or l, and
p(h) = 50=100 and p(l) is also 50=100. Suppose the number of patientshaving multiple myeloma (neg) is 70 and the number of healthy samples(pos) is 30. We can divide the data in two groups, one group Gh containingall samples where gene A has a high expression and a group Gl where gene
A has a low (l) expression. Suppose the number of positive samples (posh)in Gh is 10 (so negh is 40). It follows that in Gl we have posl = 20 and
negl = 30. Now we can calculate information gain which will be equalto: Entropy( 30100 ; 70100)� 50100Entropy(2050 ; 3050)� 50100Entropy(1050 ; 4050) = 0:0349.But when we have negh = 50 the information gain increases to 0:396 (weassume that 0=50 log2 0=50 = 0). When negh = 50 gene A can provide moreinformation on the class value when it has a high expression.

The gene selection method selects a set of genes with highest informationgain (where either a threshold is needed or a maximum number of genes).In contrast to correlation, information gain based gene selection can be seenas a consistency based gene selection method; how the di�erences betweenthe two classes are distributed does not matter as long as the two classesare consistently separated by the expression value of the genes. This meansthat minimal di�erences within the gene expression of a gene between twogroups can result in high information gain scores.
4.3.2 Gene selection: Correlation
We will shortly present the correlation based gene-selection method as itwas used by van 't Veer et al.. In general correlation values determines theextent to which values of two variables are \proportional" to each other.Several methods to estimate the correlation between to variables exist, butthe most widely-used Pearson correlation is also used by van 't Veer et al.to select 231 genes.The Pearson correlation is formulated as:

5The information gain formula can be rewritten into the mutual information formula, but
that goes beyond the scope of this thesis. Interested readers can view this on http://cgm.
cs.mcgill.ca/�soss/cs644/projects/simon/Entropy.html.
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C(X;Y ) =
nP
i=1(Xi�X)(Yi�Y )

( nP
i=1(Xi�X)2 nP

i=1(Yi�Y )2)1=2

where X and Y are the averages for X and Y respectively. We can re-writethe function with the standard deviations for X and Y :
C(X;Y ) =

nP
i=1(Xi�X)(Yi�Y )

(n�1)SxSY
The Pearson correlation calculates the distances between all data pointsand a linear regression line. The linear regression line is estimated suchthat the sum squared distances between all data points and the linear lineare minimal. Scale does not matter. The correlation (linear relationship)between two variables is strong when the Pearson correlation is close to 1 or-1. If the Pearson correlation is close to zero the linear relationship is weak.In our case we calculate the correlation between a gene X and the cor-responding class values. The class values are either 0 or 1. The correlationis close to 1 or -1 if the distance between the means for the two classes isvery large and/or the standard deviation within the classes is very small. InFigure 4.1 two examples are given.

Figure 4.1: In plot A the distribution for the 2 classes are quite di�erent.
The corresponding Pearson correlation between gene X and the class is 0:82.
The Pearson correlation for B is 0:27. The regression lines are also plotted.

It is important to note that this gene selection method, and the informa-tion gain based method, are actually already a part of the learning process.The fact that the selection methods already use the target class value issometimes forgotten by the analysts, as we already mentioned in Section4.2.2.
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4.3.3 Discretization
Three methods to discretize continuous data are available in a programthat comes with PowerPredictor and PowerConstructor : a frequency-basedmethod, a range-based method, and a method based on information gainwill be discussed.The frequency-based methods de�nes split values in such a way that eachinterval contains an equal amount of examples. In the range-based method,the intervals have an equal distance in the continuous space.In the third discretization method, information gain is used to �nd theoptimal split values . The optimal split value is the value that gives thehighest information gain, given a set of continuous values and their corre-sponding class labels. The set of continuous data, and their correspondingclass labels, are ranked by their magnitude. For each neighboring pair ofvalues the information gain is calculated. The average of these two values isused as the split level, that divides the data into two groups. All continuousvalues greater than the split level become equal to one, the other valuesbecome zero.The frequency-based and range-based method are unsupervised discretiza-tion methods but the entropy-based method is a supervised discretizationmethod.



Chapter 5

Results and discussion

In the previous chapters we presented the Bayesian network learning meth-ods and the gene expression datasets we want to use to learn Bayesiannetworks. The results are shown in this chapter.The �rst section of this chapter shows the results obtained by applyingthe LBN algorithms to the multiple myeloma dataset as described in Sec-tion 4.1. Because we want to distinguish the learning algorithms for generalnetworks and classi�cation networks we divided the presentation of the re-sults for the myeloma dataset accordingly. Section 5.2 will be subdividedsimilarly and presents the results obtained for the breast cancer dataset. Ashort summary of the results to further analyze and compare the results isgiven in Section 5.3.
5.1 Results on the multiple myeloma dataset
Details of the multiple myeloma dataset were discussed in Section 4.1, butwill be repeated here briey. The multiple myeloma experiment was carriedout to compare the gene-expression of healthy human beings against multiplemyeloma patients. In total 105 bone marrow samples were measured con-taining 34 healthy samples and 71 multiple myeloma samples. A�ymetrixoligonucleotide arrays were used and resulted in a set of absolute values(Absolute Call, AC) and continuous values (Average Di�erence, AD) bothrepresenting gene expression values.One of the goals of the experiment was to check how well classi�cationtechniques could distinguish between the gene expression values of a multiplemyeloma patient and a normal healthy person. Section (5.1.1) will show towhat extent our Bayesian network classi�ers (BNC) learned on the multiplemyeloma dataset are capable of doing this. We will compare the results tothose obtained by Page et al. [PCW+02].The multiple myeloma set was also used to construct general Bayesiannetworks. We used two general Bayesian network learning algorithms (K2,
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CTan Naive MarkovClassi�er Network Blanket
AC Only 100� 0:00 99:05� 0:94 99:05AC+AD 100� 0:00 100� 0:00 100

Table 5.1: Classi�cation accuracies of BNCs learned on gene expression
values of 30 genes from the multiple myeloma dataset. The entropy-based
gene selection method is used to select 30 genes. Discretization of the AD
values is also based on the entropy. Default settings of the algorithms were
used.

CBL) as described in Section 3.3 to see if they can extract interesting net-works from the data. The resulting networks can be found in Section 5.1.2.
5.1.1 Classi�cation networks
To compare our classi�cation accuracies against the accuracies obtained byPage et al. [PCW+02], we used exactly the same 30 genes they selected by us-ing the top information gain genes for both AC (discrete values) and AC+AD(discrete and continuous values). The set of trivial genes was removed fromthe dataset. The resulting classi�cation accuracies, using default settings ofthe algorithms1, are shown in Table 5.1.We used leave-one-out cross validation to estimate the classi�cation er-rors shown in Table 5.1. The classi�cation accuracies are the percentages ofcorrectly classi�ed samples. In the implementation of the Markov blanket(MB) algorithm, leave-one-out cross validation was not possible. Instead,the Markov blanket was trained and tested on all the 105 samples, which isa too optimistic way to estimate the true classi�cation error.Another remark is about the selection of genes. The genes were selectedusing all the 105 samples, including the leave-one-out samples. Rememberthat entropy-based gene selection was used and that this is already part ofthe learning process. The leave-one-out sample should be excluded from thetotal learning procedure. The \true" classi�cation error is expected to besomewhat higher. We'll return to this issue later on in this section.In [PCW+02] other machine learning techniques were used to learn toclassify new bone marrow samples, of which the results are shown in Table5.2 (see previous chapter for more information).Almost all classi�ers (both our BNCs and the classi�ers in Table 5.2)achieve high classi�cation accuracies. For the AD+AC values, accuraciesare for all BNCs 100%. Classifying a bone marrow sample as healthy ormultiple myeloma, almost seems as a trivial task, even after removing the

1In the default settings the prior precision is equal to one for the CTan and Naive BNCs,
and the con�dence level threshold for the Markov blanket is automatically detected.
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Method AC Only AC+ADTrees 90.5 98.1Boosted Trees 96.2 99.0SVMs 95.2 93.3Vote 94.0 100.0Bayes Nets 95.2 100.0
Table 5.2: Leave-one-out cross-validation results for multiple myeloma pa-
tients vs. normal persons as they were obtained by Page et al. [PCW+02]

Figure 5.1: BNC learned with PowerConstructors' default Markov blanket
algorithm. The AC+AD gene expression values of the top 30 entropy genes
of the multiple myeloma experiment were used. The middle node represents
the multiple myeloma variable.

known trivial genes. The BNC learning algorithms in general perform wellin comparison to the other techniques.In Figures 5.1 and 5.2 two of the six generated networks are shown.The networks were all learned on the total set of samples. Comparingall the generated networks, it seemed that the naive Bayesian network wasthe most common among the networks based on AC+AD gene expressionvalues, see for example Figure 5.1. Using only AC (discrete) values to learnclassi�cation networks, the resulting networks became less naive, see Figure5.2. The Markov blanket shows that only half of the 30 genes are needed toobtain high classi�cation accuracies, see Figure 5.1.
Using an independent test set We already noted before that the esti-mation of the classi�cation accuracies of the learned networks was not idealin our leave-one-out strategy. We selected one subset of 30 genes based onall the data, including the leave-one-out samples. Selecting genes based ononly the training set|in each cross-validation run| should make the leave-one-out strategy a better estimator of the true classi�cation error. Butbecause gene selection is not automatically possible in the programs we use,the genes should be selected manually in each cross validation run. So we
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Figure 5.2: Bayesian classi�cation network learned with CTan algorithm.
The prior precision threshold was set to 1 (default value). The AC gene
expression values of the top 30 entropy genes of the multiple myeloma exper-
iment were used. The middle node represents the multiple myeloma variable.

would need to select 30 genes based on our own algorithms, learn a BNC,and classify the left-out sample 105 times in a row.Estimation of the classi�cation error based on one large independent testset, with gene selection based on the training set only, can give a less biasedestimate of the true classi�cation error as compared to the previous method.Therefore we carried out another classi�cation error estimation procedure,more similar to van 't Veer et al. [VDH+02]. We randomly selected 20samples from the 105 samples as an independent test set. A set of 30 geneswas selected, based on the information gain of individual genes within thetraining set (the remaining 85 samples). Networks were learned with thegene expression values of these 30 genes in the training set. The networkswere tested on the independent test set, see Table 5.3.Accuracies are fairly high although they decreased a little as comparedto the accuracies in Table 5.1. Notice that the classi�cation accuracy forthe test set is 100% (all test samples were correctly classi�ed) and for thetraining set only 94:9%, in case of AC Only and the CTan BNC.
5.1.2 General networks
To test the possibilities of the LBN programs used in our approach it is alsoimportant to use general Bayesian networks to analyze the gene expressiondata of the multiple myeloma experiment. The GBN algorithms we usedare K2 and CBL as described in Chapter 3 and are especially suited tolearn structures. The algorithms construct a network that best �ts and
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CTan Naive MarkovClassi�er Network Blankettraining test training test training testAC Only 94:9� 2:4 100 94:1� 2:5 95:0 97:7 90AC+AD 97:7� 2 95 96:2� 2 100 97:7 95
Table 5.3: Classi�cation accuracies for multiple myeloma patients vs. nor-
mal persons. The test set contained 20 samples, the training set contained 85
samples. Entropy-based gene selection was used, based on the training set.
The continuous AD values were discretized using bins based on information
gain. Default settings of the algorithms were used.

represents the values of the given variables (genes and disease state). TheK2 algorithm learns a directed acyclic graph (DAG) and the CBL algorithmleaves connections undirected when not enough evidence is given to chooseone of the directions. Therefore CBL learns a partially directed acyclicgraph (PDAG).Tuning the parameters of the algorithms, such as the con�dence levelthreshold of a dependency in the CBL, and the prior precision parameterin K2, resulted in di�erent networks. The GBNs learned by K2 and CBL1depend on the order in which the genes appear in the database, see Chapter3. Figures 5.3, 5.4 and 5.5 depict some of the resulting networks. We usedthe default parameters of the algorithms (see Figures 5.4 and 5.3) but alsomodi�ed the parameters (see Figure 5.5 for example).The disease-state variable was also included but because the network isnot especially constructed for the prediction of this variable, we can view theGBN learning strategy more as a kind of unsupervised learning method2.Most of the networks (not all shown) seemed to look similar to a naiveBayesian network with the multiple myeloma state variable being the par-ent of the gene nodes. Setting the thresholds to a value such that morecon�dence is needed, the networks changed in structure; see Figure 5.4 andFigure 5.5. Other settings could also be changed (node ordering, discretiza-tion). We have constructed many networks by changing these settings Forpractical reasons not all these networks can be shown here. On our websiteother networks can be viewed, see http://www.science.uva.nl/�vthemaat.Changing the settings of the algorithms always resulted in GBNs withdi�erent structures. A comparison of the structure of two, or more, networksis hard. Some basic methods exist to compare, or combine, networks (suchas common link, complexity measures and methods mentioned in 2.3) butthese are not implemented in the software we used, so the networks can only
2We note that the genes were selected by a supervised method, therefore the complete GBN
learning procedure is supervised.
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Figure 5.3: General Bayesian network learned with K2 Bayesware default
settings. The AC+AD gene expression values of the top 30 entropy genes
of the multiple myeloma experiment were used. The middle node represents
the multiple myeloma variable.

be compared manually.We also learned networks (not shown here) with a random set of geneswhich did not have to be disease-related. In this case, the resulting networkssometimes contained almost no dependencies between genes and sometimesa lot of dependencies between genes. The networks looked a lot di�erentas compared to the naive networks learned with the information gain basedgene selection. The disease state variable was never a dominating node inthe networks with randomly selected genes (which seems plausible becausethe random genes are not speci�cally related to the disease).Quantitative analysis of the resulting networks is not very easy. Theclassi�cation accuracy might give an indication how reasonable the network�ts the data. With the networks learned by K2 we can classify samples.Because CBL2 results in partially directed networks, classi�cation is notpossible. The classi�cation accuracies are very high; 99:1% using only ACvalues and 100% using AC+AD values. These accuracies are almost thesame as the BNCs (using only AC values, the performance is again slightlyworse). Table 5.4 also shows these results.
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Figure 5.4: General Bayesian network learned with Powerconstructors'
CBL2 algorithm. The con�dence level threshold was set to the default value.
The AC+AD gene expression values of the top 30 entropy genes of the mul-
tiple myeloma experiment were used. The node indicated by the thick arrow
represents the multiple myeloma variable.

K2
AC Only 99:1AC+AD 100

Table 5.4: Classi�cation results of GBNs learned by K2 on the multiple
myeloma gene expression data.

Figure 5.5: General Bayesian network learned with Powerconstructors'
CBL2 algorithm. The con�dence level threshold was set to 8. The AC+AD
gene expression values of the top 30 entropy genes of the multiple myeloma
experiment were used. The middle node represents the multiple myeloma
variable.
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5.2 Results on the breast cancer dataset
The breast cancer experiment is carried out with a slightly di�erent purposeas compared to the multiple myeloma experiment. Predicting the futuredevelopment of breast cancer and �nding developmental marker genes arethe main purposes in the breast cancer experiment. The spotted arraytechnique was used to spot 25; 000 genes of 51 metastases breast cancertissues and 46 non-metastases samples against a reference pool.In order to check the usability of the LBN programs on the breast cancerset we learned classi�cation and general networks. The results will be shownbelow.
5.2.1 Classi�cation networks
The classi�cation networks were learned under several conditions we men-tioned before. We used di�erent types of discretization methods, di�erenttypes of gene selection methods and a variety of LBN methods. We startwith showing the classi�cation accuracies obtained by using the same geneselection methods as used in the breast cancer article [VDH+02]. The 70genes they found can be extracted from their publication in Nature3. Thegenes were selected on the basis of correlation and predictive powers ona training set (78 samples), see Section 4.2 for more details. Learning ourclassi�cation networks on 78 samples (34 metastases and 44 non-metastases)and testing the networks on 19 independent samples (12 non-metastases en7 metastases), resulted in classi�cation accuracies as shown in Table 5.5.

CTan Naive MarkovClassi�er Network BlanketDiscretization training test training test training testEntropy 99 84 87 94 94 68Equal width 88 84 88 84 52 57Frequency 90 78 78 89 85 57
Table 5.5: Breast cancer classi�cation accuracies in percentages using the
genes selected by van 't Veer et al. in [VDH+02]. Several discretization
methods and BNC learners were used.

The training set was slightly modi�ed for the Markov blanket algorithm.Because one of the samples contained a lot of missing values and the Markovblanket algorithm cannot cope with that, this sample was not included.One might argue this sample should be included as misclassi�ed, but weleave that up to the reader. In case one wants to include the sample asmisclassi�ed, the accuracies should be adjusted with �1:3%.
3Seehttp://www.nature.com.



5.2 Results on the breast cancer dataset 51

In Table 5.6 the results obtained by van 't Veer et al. are presented. Ourclassi�cation accuracies can compete with their results.
Results by Adjustedvan 't Veer et al. Markov Blankettraining test training test83 88 94 88

Table 5.6: Breast cancer classi�cation accuracies in percentages using the
genes selected by van 't Veer et al. in [VDH+02]. The adjusted Markov
blanket is learned with entropy discretization but now the con�dence level is
set to 8.

A second remark on the Markov blanket is about the con�dence levelthreshold. Cheng [CG98] recommends to manually increase the threshold ifthe number of samples is much lower than the number of variables. If thisvalue is increased, the accuracies on the test set seem to increase as well.The result when the threshold was set to 8 times the default value (we justmanually picked a number as suggested by Cheng) is represented by the\Adjusted Markov Blanket" column, see Table 5.6.It looks as if the BNCs are over�tted to the training data if the thresholdis set to default. The problem however, is that a good learning strategy doesnot allow us to adjust the threshold based on the classi�cation accuracieson the independent test set, which makes it hard to �nd the good thresholdwhen automatic threshold selection fails to do so.Just like van 't Veer et al., we selected the genes on the basis of thecomplete training set. We also learned the BNCs on the complete trainingset. Because of these facts the resulting accuracies on the training set maybe too optimistic. The accuracies on the independent test set give a betterindication of the true error of the learned BNCs. The problem with thetest set accuracies is the small amount of samples. This might explain whysometimes the accuracy is higher on the test set than on the training set.Figures 5.6 and 5.7 show a Markov Blanket and CTan network respec-tively. Most networks contained more dependencies between genes (see Fig-ure 5.6 for example), and looked more interesting, as compared to the BNCslearned with the multiple myeloma dataset. But this is not always the case(see Figure 5.7).
Information gain based gene selection In addition to the results ob-tained using the correlation based gene selection method (based on correla-tion) used by van 't Veer et al. we also used the information gain based geneselection used in the multiple myeloma experiment. We selected 70 genesfrom 25; 000 genes based on their individual predictive power represented bythe information gain value. We did not select a larger set of genes because
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Figure 5.6: Bayesian network classi�er learned with the breast cancer gene
expression values. Selection of the genes was based on correlation with the
breast cancer state. The algorithm to learn a Markov blanket, as imple-
mented in Powerpredictor, was used. Discretization of the gene expression
values was based on equal widths. The node indicated by the thick arrow
represents the metastases variable.

Figure 5.7: Bayesian network classi�er learned with the breast cancer gene
expression values. Selection of the genes was based on correlation with the
breast cancer state. CTan algorithm was used with default settings. Dis-
cretization of the gene expression values was based on equal widths. The
middle node represents the metastases variable.

we wanted to use the same amount of genes as van 't Veer [VDH+02]. Thelearning strategy is also similar. The classi�cation accuracies we obtainedare given in Table 5.7. The classi�cation accuracies on the test set in ourentropy based selection method are overall lower in comparison with thescores of the BNCs learned on the genes selected by van 't Veer et al.. Onthe other hand, the results on the training set seemed to improve a little.These results indicate that the BNCs are over�tted to the training data, sowe conclude that, in this case, entropy based gene selection performs worsecompared to correlation based selection.
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CTan Naive MarkovClassi�er Network BlanketDiscretization training test training test training testEntropy Failed Failed 96:1 73 100 68Equal width 98 68 97 73 80 47Frequency 96 78 98 68 97 42
Table 5.7: Breast cancer classi�cation accuracies using the genes selected
by information gain. Several discretization methods and BNC learners were
used. Default settings of the thresholds were used. Failed means that the
program crashed.

5.2.2 General networks
We have learned general Bayesian networks (GBN) under the same condi-tions as we used above. Only 78 samples were used. The resulting networkslooked interesting and showed a lot of gene-gene dependencies. But again,under di�erent circumstances and by tuning parameters di�erent networkswere learned by the algorithms. Showing all these networks is practicallyimpossible and of no real use. In Figures 5.8, 5.9, 5.10 and 5.11 a smallselection of networks is shown.At �rst sight, the networks look quite complex. In contrast to the GBNsfrom the multiple myeloma experiment (see Section 5.1.2), these GBNs showstructures where the disease node is not the parent of all gene nodes.By varying the threshold values of the GBN learning algorithms, thestructure of the networks always change quite a lot. In Figures 5.9, 5.10and 5.11, the prior precision parameter was set to 1,4 and 78 respectively.By increasing this threshold the evidence needed for a dependency betweentwo genes decreases. While Figure 5.9 contains not so many dependencies,the GBN in Figure 5.11 contains a very large amount of dependency rela-tionships (and the program even crashed before it could �nish).The GBNs learned by the K2 algorithm could be tested for their clas-si�cation result on the metastases variable, the results are given in Table5.8. As expected, classi�cation accuracies on the test set are much lowercompared to the BNCs.
Comparison of GBNs Comparing the resulting networks cannot be doneby the programs. Because we wanted to know to what extent the result-ing GBNs resembled each other we compared some of them by hand. Thisresulted in a list of genes and the frequency of their direct or indirect depen-dency relationship with the metastases variable4. Although the networks

4We compared �ve networks using correlation-based gene selection: CBL2 range discretized,
K2 entropy, range and frequency discretized, and K2 range with other threshold settings.
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Figure 5.8: General Bayesian network learned with the breast cancer gene
expression values. Selection of the genes was based on correlation with the
breast cancer state. Powerconstructor (default settings) was used to learn the
network. The node indicated by the thich arrow represents the metastases
variable.

Figure 5.9: General Bayesian network learned with the breast cancer gene
expression values. Selection of the genes was based on correlation with the
breast cancer state. The K2 algorithm was used with default settings (prior
equal to one). The node indicated by the thick arrow represents the metas-
tases variable.

Correlation based Entropy basedselection selectionDiscretization training test training testEntropy Failed Failed 100 36Equal width 90 68 Failed FailedFrequency 87 73 97:4 47
Table 5.8: Breast cancer state prediction results of the GBNs created by
the K2 algorithm using di�erent gene selection and discretization methods.

were quite di�erent from each other, four genes were consistently directlyrelated to the metastases variable throughout all the networks we checked.
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Figure 5.10: General Bayesian network learned with the breast cancer gene
expression values. Selection of the genes was based on correlation with the
breast cancer state. The K2 algorithm was used with prior set to 4. The
node indicated by the thick arrow represents the metastases variable.

Figure 5.11: General Bayesian network learned with the breast cancer gene
expression values. Selection of the genes was based on correlation with the
breast cancer state. The K2 algorithm was used with prior set to 78. Learn-
ing the network crashed after several minutes. The node indicated by the
thick arrow represents the metastases variable.

A CTan BNC was learned with the expression values of these four genesin the 78 training samples and this resulted in classi�cation accuracies of80% on the training set and 84% on the test set. These accuracies are quite
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4 genesselectiontraining test80 84
Table 5.9: Breast cancer development prediction based on gene expression
values of 4 genes in 78 samples (training set). The test set contained 17
samples. The CTan Bayesian network classi�er was used.

good compared to the results when 70 genes are used.The four genes are: NM 003748, NM 006681, AL080059 and contig63102 RC.Contig63102 RC is not mentioned in other literature, but AL080059, NM 003748and NM 006681 have been linked to cancer. Kulaeva et al. [KDL+03] reportthat AL080059 is involved in cellular immortality, which could be an impor-tant process in early development of cancer. The gene-database providedby NCBI5 links AL080059 to a brain protein (protein KIAA1750). GeneNM 003748 represents ALDH4 protein and is involved in several processesranging from cancer to cellular stress. Alevizos et al. suggest in [AMZ+01]\the need for further study of the role of NMU in carcinogenesis". NMU isrepresented by the gene NM 006681. Alevizos et al. report that the poorlyunderstood NMU seems to be strongly related to oral cancer and refer toother studies on the role of NMU in cancer.So, even while it is hard to compare the networks, interesting informationcan be found.
Exploring relations between genes Finally we like to remark the pos-sibility of exploring the properties of dependencies between genes. In the K2version implemented in Bayesware this is easily possible because Bayeswareshows the conditional probability table (CPT), as described in Chapter 3,in a 3-dimensional output. Of course, it is standard to be able to visusalizethe CPTs because these are part of the Bayesian model, but nevertheless itcan be useful to researchers.Figure 5.12 shows such an example. In this �gure, contig57258 Rc isdependent on X05610. The gene values were discretized into 4 bins. Wecan see, for example, that if X05610 has a continuous value of 0:2 (whichrepresents a relative high expression), contig57258 Rc is most likely to havea relatively high expression (between 0:09 and 0:43) as well. For analyzingcertain gene expression values and relationships, such a graphical displaycan be very helpful.

5For more information look at: HTTP://www.ncbi/nlm/nih/gov/entrez.



5.3 Summary and comparison of the results 57

Figure 5.12: A conditional probability table as showed in Bayesware.

5.3 Summary and comparison of the results
In the previous sections the results of di�erent experiments were presented.In this section a summary of the results is given, enabling us to compare theBayesian networks as learned under di�erent conditions.The classi�cation results of the BNCs and GBNs are graphically dis-played in Figure 5.13.Note the di�erence between the classi�cation accuracies of the multi-ple myeloma and the breast cancer BNCs. This is in accordance with theclassi�cation results shown in [VDH+02] and [PCW+02].We can also notice the low accuracies obtained by the general networksand the Markov blankets on the test sets in the breast cancer sample. Appar-ently these methods are less capable of avoiding over�tting and generalizingthe training data. For the case of the general networks, it is easy to under-stand, because they are not especially learned to predict the state of onevariable. The Markov blanket over�tting the training data is a little moresurprising. The fact that the threshold might not be set optimally (see Table5.5, here the result of a MB with a di�erent threshold is shown) could bean explanation for this result.Another interesting result is the ability of the BNCs to compete, in clas-si�cation accuracies, with the methods used in [VDH+02] and [PCW+02].Using information gain to select genes from the breast cancer gene ex-pression database also gives an interesting result. This selection causes theBayesian networks to classify the training data very well while the classi�-cation accuracies on the test patients are relatively low. When we comparethese accuracies against the correlation based gene selection results it seems
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Figure 5.13: Boxplots of classi�cation accuracies obtained by Bayesian net-
works under di�erent circumstances for correlation (left) and information
gain (right) based gene selection. All plots represent accuracies on the breast
cancer dataset, except for the most right boxplot, which represents the ac-
curacies for the multiple myeloma set.

that information gain causes over�tting.The high accuracies on the training data throughout these experimentscould be a too optimistic because the selection of genes was based on thewhole training set.A last remark on the results shown in Figure 5.13 is about Occam's razorstating that the simplest solution is probably the best. The naive Bayesiannetwork, which has a very simple structure, obtains high classi�cation ac-curacies on both training and test sets. The naive BNC is also very fast inlearning and probably favorable for classi�cation purposes. A disadvantageis that the naive BNC can not learn interesting networks or �nd markergenes.A comparison between the structures of the Bayesian networks learnedunder the di�erent circumstances is much more di�cult. As we alreadynoted earlier, there was a di�erence between the networks learned with themultiple myeloma set and the breast cancer set. The Bayesian networksbased on the multiple myeloma set resulted in networks where the diseasestate variable was the parent of all gene nodes. In the breast cancer experi-ment more complex structures were created.A reason for this di�erence in network structure, and for the di�erencesin classi�cation accuracies, between the multiple myeloma and breast cancerexperiment, could be explained by the information gain values of the indi-vidual genes used in the networks. Figure 5.14 shows that the informationgain values for the breast cancer genes are much lower than the information
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Figure 5.14: Top 30 information gain scores of genes from di�erent gene
expression sets

gain scores for the multiple myeloma genes.Figures 5.9, 5.10 and 5.11 show that the structures of the constructednetworks depend on the values of the thresholds used by the variables. Aslight change of these thresholds can cause great di�erences in network struc-ture. Because it is not possible to automatically compare the structures ofthe networks it is very hard to �nd the most representative network for agiven dataset.
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Chapter 6

Conclusions and future work

In this thesis we considered the analysis of microarray data with Bayesiannetworks. We described how the Bayesian techniques can be applied toanalyze gene expression data. Our approach was based on the demandsposed by the domain of microarray analysis. The central question stated inChapter 1 was whether easy accessible and understandable learning Bayesiannetwork (LBN) methods can be used for the analysis of microarray data.The results we obtained lead to conclusions on the possibilities of usingLBN programs for classi�cation purposes and on the di�culties of using
general Bayesian network learners for gene expression analysis.In Section 6.1 we present our general conclusions as well as our con-clusions for classi�cation and general Bayesian network learners speci�cally.We conclude in Section 6.2 with ideas for future work and improvements tothe used programs.
6.1 Conclusions
In the experimental setup of this thesis we looked at LBN algorithms able tolearn classi�cation networks or general networks. To show the possibilitiesof these algorithms we applied them under di�erent conditions, including:
� Two programs with di�erent implementations of general and classi�-cation network learners
� Two di�erent microarray experiments
� Di�erent gene selection methods
� Di�erent discretization methods
Our results show that the LBN methods we used can be very useful toanswer relevant biological questions and to extract biologically interestinginformation. We have seen that for the purpose of diagnosis and prognosis
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the Bayesian network classi�er (BNC) learners achieve high classi�cationaccuracies and can compete with other classi�cation methods. The LBNprograms can also provide insights into gene relationships (by means of thegraphical output and possibilities of relationship analysis). With the help ofboth general and classi�cation LBN methods we found small sets of markergenes, ranging from 4 to 15 genes, which may be of interest for molecularbiology.However, the LBN algorithms we used did not always give good or eas-ily interpretable results. The BNC learners poorly classi�ed the test setsunder some conditions and robust estimation of classi�cation accuracies isdi�cult with our high dimensional microarray data. The networks learnedwith GBN learners varied a lot under slightly di�erent settings (changingparameter values), which make the resulting networks not very robust andhard to interpretate. In the next parts we will discuss the conclusions forthe classi�cation and general networks separately.
6.1.1 Classi�cation networks
By comparing the results from the two di�erent experiments we see that thedi�erences in the resulting network structures and prediction accuracies aresigni�cant. When we are comparing a multiple myeloma patient versus ahealthy person, the classi�cation task seems almost trivial with accuracies of100%. In most of the resulting classi�cation networks the multiple myelomastate variable is the parent of all other gene variables. When comparingtwo developmental subtypes of breast cancer the classi�cation accuraciesare far less accurate in comparison to the multiple myeloma case and thenetworks become less simple. The experimental design is of importance forthe expected accuracies and networks.The information gain scores of individual genes seem to give an indicationfor the classi�cation accuracies and the resulting networks. The informationgain scores were high for the genes in the multiple myeloma set but relativelylow for the genes in the breast cancer set.For the BNC learners the most important issues concerning the clas-si�cation of high dimensional gene expression patterns are: over�tting totraining data ( see Section 2.1.1) and the estimation of classi�cation error.
Over�tting The results we obtained show that simple Bayesian classi�-cation techniques, such as the naive and CTan Bayesian network classi�ers,can generalize over the training data. We can see this in the high classi�-cation accuracies for the training data as well as for the independent testset. Classi�cation networks which learn more complex networks, such asPowerpredictor's Markov blanket BNC, have more di�culties to generalizeover the training data and perform less on the test data (especially whenthe classi�cation task is less trivial as in the breast cancer experiment).
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The gene selection methods used to select a subset of genes (about 1%of the total set) a�ects the ability of the BNC learners to generalize overthe training data. The classi�cation accuracies for the test set of the breastcancer dataset was lower with entropy based gene selection than with cor-relation based selection. If the entropy based gene selection is used, thechance of over�tting seems to increase.By tuning the parameters of the algorithms the classi�cation accuracieson the training set can be optimized. By increasing the con�dence level ofthe Markov blanket BNC, the network can become less sensitive to over-�tting and perform better on the test set. However, this kind of manuallyadjusting the parameters should only be tested within the training set. If thetest set is used to optimize parameters the test is not independent anymoreand we would insert a bias which can make the results too optimistic. Aprocedure to select a level of con�dence is to increase the level of con�denceuntil the accuracy on the training set drops below a certain level. We mustnote that, in most cases, the default settings of the algorithms can be usedto obtain high accuracies.
Estimation of error The limited availability of the number of samplesand the large amount of variables are a serious problem for the estimationof the classi�cation error. Since we want to use a test set to estimate theclassi�cation accuracies, only a part of the data can be used as training data.Our estimations, based on an independent test set, sometimes resulted inhigher classi�cation accuracies for the test set than for the training set,which is remarkable. Leave-N -out cross-validation can't be easily used inthe programs we tested when supervised gene selection methods are used,but is almost necessary to obtain a robust estimation of the classi�cationaccuracies in these small datasets. It should be noted that the sets we usedmay be relatively large in microarray terms, but are in fact quite small inmachine learning terms.Leave-N -out cross-validation can't be easily used because supervisedgene selection methods are not integrated into the programs. When usingleave-N -out cross-validation for error estimation, a supervised gene selectionmust be made for each training set at each cross-validation run separately.As this is not automatically possible, we are forced to select genes withour own gene selection methods at each cross-validation run, and we mustmanually insert the expression values of these selected genes into our BNCprograms. This is practically impossible when we use leave-one-out crossvalidation with our datasets; we should manually learn 100 classi�ers if thedataset contains 100 samples.
Learned structures The structure of the resulting networks learned bythe BNC algorithms can be interesting for two reasons. We have stated
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in Chapter 2 that the Markov blanket of a target variable might representa collection of genes possibly involved in the same biological process. TheMarkov blanket of the metastases variable learned by Powerpredictor forexample, possesses gene-to-gene relationships which can be interesting forfurther investigation. The second interesting feature is the selection of onlyseveral genes for classi�cation. This set contains the genes that must beknown to predict the value of the target variable and can be viewed as\marker" genes.
Summary We conclude that the BNC learners used in this thesis are auseful tool for classi�cation and �nding marker genes. However, ways to re-liably estimate the classi�cation error and the integration of gene expressionspeci�c tools, such as gene selection methods, are missing.
6.1.2 General networks
The purpose of learning general Bayesian networks (GBN) with gene expres-sion data is to represent gene interactions by modelling conditional indepen-dencies between genes. Clusters of co-regulated genes, dominant genes andrelationships between genes and the disease state of a sample are hoped tobe discovered by learning GBNs.As can be seen in the results presented in the previous chapter, thestructure of the networks with the same set of genes di�er considerably withvarying discretization methods, learning methods and parameter settings.It seems that for our datasets several optimal networks can be created.This leads to the hypothesis that the number of Bayesian networks thatreasonably represent the data is quite large (other studies report the same,see Friedman et al. [FLNP00] for example). The problem of having so manyreasonable networks cannot easily be tackled. Automated ways to compareand combine a set of reasonable networks, as well as automated thresholdoptimizers are not available within the GBN programs.The GBNs seem to get less naive and more interesting when the experi-ment at hand is less trivial. We saw di�erences in structure between the net-works learned with the multiple myeloma dataset and the networks learnedwith the breast cancer dataset. The networks learned with the breast can-cer dataset looked more complex and interesting. An explanation for theseresults could be given by the information gain and correlation scores of thegenes that we selected In the multiple myeloma set the genes are far morecorrelated with disease state. These strong correlations with the diseasestate make all the genes almost conditionally independent of each other ifthe disease state is known, which results in naive networks.Analysts can use the GBN methods to analyze their gene expression datafor two reasons. As we have shown, marker genes can be found by comparing
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the learned GBNs. Ideally, the programs are able to compare the networksautomatically, but since this is not the fact we compared them by hand.Another reason to use the GBN learners is their graphical output; directoverview of the results, gene relationships can be explored and the networkscan be manipulated by experts.The use of the GBN learners for the purpose of analyzing microarray datais restricted to �nding marker genes and visualizing possibly interesting generelationships. The methods we used cannot really cope with small amountof evidence and the large amount of variables; one \perfect" network cannotbe expected as a result.
6.2 Future work
The results and conclusions of this thesis led to ideas how to improve theusability of the LBN programs and how we could make better use of themfor analyzing gene expression data.
Improvements The most important improvement for the BNC learnersis the integration of automated gene selection methods making leave-N -outcross-validation possible. Estimating the classi�cation error is of great im-portance when we are dealing with patients. If we want to use the BNCs weneed a robust estimation of the error and integrating gene-selection methodscan help to achieve this.A second improvement of the LBN programs would be to have a dy-namic Bayesian network learner specialized to learn from time-course ex-periments. These learners can provide more insight into the dynamics ofbiological mechanisms. A lot of time-course experiments are already avail-able.At last, we would like to be able to automatically compare and combinethe GBNs we learned. By making a comparison between networks, we wereable to �nd possibly interesting marker genes, which is one of the purposesof doing microarray experiments. By automatically merging and combiningnetworks, see Section 2.3 for examples, the networks might become morerobust and give a better representation of the underlying structure.Hopefully, methods to learn Bayesian networks will keep improving thecoming years, just as they did the last few years. We would like to beable to include more genes in our networks and include continuous data.As computer powers keep increasing exponentially over time, hope exists,although the number of networks increases super-exponentially with thenumber of nodes in the network.
Experiments In general, the number of samples in microarray experi-ments must grow. We used relatively large datasets compared to common
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microarray experiments with about 5 to 20 samples. For these experimentsthe robustness and over�tting problems are even more important. A trans-formation in the way of thinking about experiments is needed. Unfortu-nately, microarray experiments are very costly: only one array costs about500 Euro's. If we add costs of extracting RNA etc., the experiment becomesvery expensive. Luckily, experiments which use a lot of samples get morecommon.
Literature based gene selection An idea to make better use of LBNs toanalyze microarray data, is to select genes based on prior belief that the usedgenes are somehow related. In our case we selected genes by their correlationwith some class. These genes do not necessarily have to be involved in thesame biological mechanism. To learn Bayesian networks we could select geneexpression patterns of genes known, or thought, to be related. Mootha et
al. [MLE+03] propose a gene selection method based on this idea, calledGene Set Enrichment Analysis. Basically, they make sets of genes knownto be related1 and tested the correlation of these sets of genes with thetarget classes. The gene group with the highest correlation could representa disease speci�c mechanism and learning a network from these genes couldgive some extra insights into the underlying mechanism.
Our gene markers The set of four genes found by comparing severalGBNs could be interesting for future research. First, the way in whichthe genes are involved in the development of metastases is not yet knownand, as our results indicate, could be very important. Second, a diagnos-tic tool based on only four genes could be designed. The study by van 'tVeer et al. was used to design a prognostic microarray containing the 70genes [VHV+02]. The prognostic array performs better than currently usedmethods to predict metastases. A prognostic tool using only four genes in-stead of 70 genes could be an improvement for practical reasons, includingcosts.
Concluding remarks The �eld of microarrays will have impact in medicine,molecular biology and bio-technology. Arti�cial intelligence can greatly helpand speed up knowledge discovery from microarrays. Our main contribu-tion to microarray data analysis is that we have shown that interestingbiological information can be found and good classi�cation accuracies canbe obtained using easy to use LBN programs. However, the programs needto be extended for microarray research to make full use of their possibili-ties. Hopefully, our results, conclusions and ideas for future work will inspireothers to join this rapidly evolving �eld.

1Large databases exist with information on which genes belong to a certain biological
mechanism. See also http://www.a�ymetrix.com/analysis/index.a�x for example.
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