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6 CHAPTER 1. INTRODUCTION

1.1 Motivation and objectives

1In both the �rst and the second World War, aircraft recognition did
not pose serious problems: the distance at which an aircraft could
visually be recognised, was considerably larger than the reach of the
weapon systems aboard the aircraft. The object was easily recognised
by signs showing the nation of origin and by its squadron emblems.
Also, the shape of the aircraft was usually distinctive for its origin.
Finally, recognition on each of the characteristics was facilitated by a
low velocity.

Nowadays, all �ghter aircraft have a comparable shape, they may
y at supersonic velocities and the reach of their weapon systems has
increased dramatically. The consequence is that the aircraft is much
too close once it has been recognised on sight.

Just before the beginning of World War II the �rst systems were
being developed to examine the identity of a ying target. Improved
versions of the most important technique, Identi�cation Friend Foe
(IFF), are still being used.

IFF is based on a simple principle: an unidenti�ed aircraft receives
from an interrogator (for example a ground-based radar station) a sig-
nal, referred to as the challenge. If the target is friendly and equipped
with a compatible transponder, it automatically interprets the chal-
lenge and generates an answer. This answer contains an identi�ca-
tion code. It is automatically transmitted back and decoded when it
is received at the ground station. After successful completion of this
question and answer loop, it is concluded that the aircraft is friendly.

If the target is hostile, it is assumed that the transponder, if any,
cannot interpret the challenge and the aircraft is therefore unable to
return a correct answer.

IFF systems have a number of limitations. Many IFF systems still
in use are old and either have no encryption or have an encryption
scheme which may no longer be completely e�ective. As a result, these
systems can be deceived. Even with encryption it may still be possible
for a hostile aircraft to listen to and re-transmit a reply from a friendly
aircraft, in which case the hostile aircraft will appear to be friendly

1Most of this section and the next chapter were published in Dutch in [32].
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unless the code validity interval is extremely short.
Another di�culty is that civil airliners are �tted with transponders

that conform to open international standards. Thus a hostile military
aircraft can be equipped with such a transponder to make it appear to
be a civil aircraft. Moreover, the interrogation procedure can be unsuc-
cessful even if the aircraft really is friendly. For example, the transpon-
der aboard the aircraft can be overloaded with IFF challenges, the
crypto key may have been entered incorrectly, or the transponder may
simply be defective. Failure may also be caused by hostile jamming.
Finally, there may be severe practical problems ensuring full interoper-
ability between all pairs of interrogators and transponders, particularly
in multi-national military operations.

Now we have arrived at a crucial point. If the IFF interrogation loop
is interrupted for any reason, the inference drawn from the absence of
a correct reply, namely \this is a hostile aircraft" can lead to fratricide,
the elimination of a friendly aircraft.

Extra sources of information may be employed to reduce the proba-
bility of an erroneous decision, such as intelligence and Electronic Sup-
port Measures (ESM). In the latter technique one \listens" to the radio
and radar signals that originate from the aircraft. An additional option
is to agree on corridors which may not be left by friendly aircraft. If
an unidenti�ed object moves out of such a corridor, it is probable that
this is an unfriendly object.

Still, these methods and procedures are not su�cient to face the
problems with IFF. In his book on radar recognition [57] Nebabin lists
several incidents of erroneous aircraft identi�cation with casualties |
notorious examples from the last twenty years:

1980 An Italian DC-9 passenger plane was shot down with a missile
near Sicily. The missile (supposedly French or US made) was re-
aimed by mistake because of incorrect IFF and discrimination of
the type of plane. 81 passengers died.

1988 In the Persian Gulf, an Iranian Airbus passenger plane was down-
ed by an SM-2 Standard Missile from the Aegis system of the
cruiser USS Vincennes. The aircraft was erroneously recognised
as an F-14 �ghter. 298 people died.
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1992 A helicopter of the European Community observers' mission in
Yugoslavia was brought down 80 km north of Zagreb by a missile
launched from a Yugoslavian aircraft. Five men died. Incorrect
IFF and recognition of the type of aircraft were supposed to be
the cause.

1994 Two US Blackhawk helicopters were shot down in the no-y zone
of Iraq by two US F-15 �ghter aircraft. Fourteen men died. The
helicopters were erroneously identi�ed as Iraqi Hinds. Careful
investigation of this incident showed that the Turkish IFF key
was used, whereas it should have been switched to the Iraqi key
at the moment the Blackhaws passed the Turkish-Iraqi border.
Consequently, no answer was returned once the helicopters were
in Iraq.

To reduce the probability of fratricide, for some time now research
is performed into techniques that provide positive foe recognition or
Non-Cooperative Target Recognition (NCTR). With these techniques,
the aircraft is identi�ed without its active participation. The basic idea
is that the geometry of the aircraft or the moving parts on the aircraft
impose features in the reected radar signal that are typical for the
object. These features may then be used to classify the target.

The radar is a very attractive instrument for NCTR. It is able to
detect and track aircraft at large distances (up to several hundreds of
kilometres) in adverse weather conditions and at both day and night.
Other sensors (i.e. optical, infra-red, laser) do not have the same reach
and/or have comparable all-weather capability. Additionally, the last
decades have also shown essential technological steps in radar hard-
ware that make the measurement of signatures for target recognition
possible.

Several types of radar signatures can be employed to acquire in-
formation about the aircraft characteristics. For example, one can ex-
ploit the modulation in the radar returns by the rotating parts on the
aircraft, such as propellers, rotors, or the compressor blades on a jet
aircraft. Another option is to make an actual radar image of the tar-
get such that information on the geometry of the aircraft is revealed.
This can be done in one dimension, giving the distribution of aircraft
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radar reections in range. Such a signature is called a radar range pro-
�le. Using the motion of the aircraft, under certain circumstances also
information in the direction perpendicular on the line-of-sight can be
extracted to form a two-dimensional image.

To our knowledge, of all radar signature types, most research e�ort
in the �eld of target classi�cation with radar is currently devoted to
radar range pro�les. For example, in a recent symposium on NCTR
with radar (Mannheim, Germany, April 22-24, 1998), the majority of
the papers on techniques for aircraft recognition, ten out of twelve,
used radar range pro�les as the target signature. The reason for this is
their operational value: they can be measured in a relatively short time,
recognition is possible at all attitudes of the target and the demands on
the radar hardware are not excessive. Moreover, with moderate e�ort
many existing radars can be upgraded to measure range pro�les. On
these grounds we have chosen radar range pro�les as the signature for
aircraft recognition for the research presented in this thesis.

Before range pro�les can be used for recognition, they �rst need to
be collected with a radar. Several basic pro�le measurement options
are available given the radar equipment. The data we have to our
disposal come from radars that measures a pro�le by synthesising a
sequence of snapshots that individually contain only a small amount of
information on the target geometry. Integration of these pulses through
digital signal processing techniques produces the range pro�le. The
�rst objective of this thesis is to provide a comprehensive explanation
on the principles of this technique and the signal processing involved.
Considerable attention will be paid to the inuence on the range pro�le
of rotation and radial motion of the aircraft relative to the radar.

After pro�le measurement, we can proceed with its classi�cation. It
is the second goal of this thesis to show that range pro�les do contain
enough information on the aircraft geometry to allow recognition. We
want to show which classi�ers are available, and what the trade-o�s
are between the di�erent properties of the classi�ers. Also, we aim to
demonstrate the advantageous e�ects of an elementary preprocessing
step applied to the pro�les.

Early on in this research we realised that a fundamental problem
needs to be solved before range pro�le classi�cation can be used in
operational environments: it concerns the availability of su�cient data



10 CHAPTER 1. INTRODUCTION

for training a classi�er. The problem is that we would have to carry
out lengthy and very costly measurement campains to collect pro�les
from all aircraft of interest, seen at virtually all orientations. A way
out, and the approach we shall assess in this thesis is to use computer
simulations of radar range pro�les. Our third objective is hence to show
that it is in principle possible to recognise measured pro�les with their
simulated counterparts.

1.2 Our contributions

Range pro�les can be measured with a radar using so-called stepped fre-
quency waveforms that consist of a sequence of short emission intervals,
i.e. pulses, where the radar frequency within each interval is di�erent.
We show that several options are available for the times at which these
pulses can be emitted and choose the appropriate one for our purposes.

In a large number of experiments we compare four di�erent range
pro�le classi�cation techniques and establish the trade-o�s between
classi�cation accuracy and speed. For one particular combination of
application and scenario, the classi�cation accuracy may be of high-
est importance, whereas for the other a very quick answer is essential.
Based on the trade-o�s, a choice is made for eight combinations of
scenario and application.

We will show that the preprocessing of radar range pro�les is an
extremely important step. A simple, computationally cheap, nonlinear
scaling can improve the classi�cation results dramatically. The applica-
tion to other pattern recognition problems con�rms that its usefulness
extends far beyond radar data.

Then, we will show that computational electro-magnetics in con-
junction with an accurate geometrical description of a target, can be
used to reliably mimic radar range pro�les. The comparison shows
that, particularly when the aircraft is looked upon from broadside, the
similarity between measured and computed range pro�les is convincing.

The �nal contribution is the demonstration that such synthetic
range pro�les can actually be used for recognition of measured pro�les.
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1.3 Outline of this thesis

The next chapter reviews the prominent techniques for non-cooperative
target recognition with radar, thereby introducing the radar range pro-
�le. Then, Chapter 3 gives the physical background of the range pro�le,
reviews its variability as a function of target motion and radar charac-
teristics, and shows which waveform types for a stepped frequency radar
are available. The acquisition of range pro�les is covered by Chapter
4. We show how the pro�les have been measured and present the pro-
gram for computational electromagnetics along with the aircraft models
that are available. Four distinct classi�cation techniques are described,
tested and compared in the subsequent chapter. It is demonstrated
which trade-o�s can be made | application is on four di�erent radar
systems in two scenarios. Chapter 7 is devoted to a comparison be-
tween measured and simulated range pro�les and provides a careful
assessment of the causes of the di�erences. In Chapter 8, measured
range pro�les are classi�ed with simulations. In the �nal chapter, we
give the conclusions and provide directions for future research.
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2.1 Introduction

This introductory chapter delineates the developments in the most im-
portant non-cooperative target recognition techniques, thereby provid-
ing a �rst, qualitative introduction to aircraft classi�cation with radar
range pro�les.

The prominent methods may be subdivided into two families.

� The techniques from the �rst group are based on the fact that
radar radiation is reected by the rotating parts of the engine,
such as the propellers on a prop-aircraft, the rotors on a helicopter
or the compressor blades in a jet engine. The latter technique is
quite successful | it will therefore be reviewed more extensively
in the next section.

� Techniques from the second family classify an aircraft on the basis
of its radar image. One-dimensional images are High Resolution
Radar (HRR) range pro�les, or simply range pro�les. With the
Two-Dimensional Inverse Synthetic Aperture Radar (2D-ISAR)
technique radar images of aircraft in two dimensions can be pro-
duced. Sections 2.3 and 2.4 are devoted to a discussion of NCTR
with range pro�les and 2D-ISAR, respectively.

Section 2.5 presents a survey of several other approaches to target
classi�cation.

Before continuing let us �rst make two remarks on the terminology
used in this thesis. Firstly, both the term object and target are used
to indicate an aircraft in ight. Secondly, classi�cation and recognition
denote the same action: determination of the type of class of aircraft,
e.g. \this is an Airbus 310". Identi�cation denotes the assignment of
the aircraft to three possible classes: friend, foe or neutral.

2.2 Jet Engine Modulation (JEM)

Using a radar, one can look into the engine of a jet aircraft if the aircraft
is ying towards or away from the radar. The largest fraction of this
radiation is reected by the blades of the �rst rotor. A smaller portion
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passes along the �rst rotor and is reected by the blades on the second
rotor. Theoretically, reections from further blades are also included
in the radar return, but in practice reliable attribution of spectrum
features to third and subsequent rotor stages is seldom possible. Figure
2.1 shows a characteristic spectrum.

6 8 10 12 14 16 18 20
−80

−70

−60

−50

−40

−30

−20

−10

0

Frequency [KHz]

P
ow

er
 [D

b]

Body line

SRF

BCF 1 and 2

Figure 2.1: JEM spectrum of a two-engine aircraft.

The central peak, the body line, shows the reection of the aircraft
as a whole. The term BCF denotes the Blade Chopping Frequency: the
frequency corresponding to the rotation of the �rst stage rotor over a
single blade interval i.e. 360

NB
degrees where NB is the number of blades.

As two BCF lines can be seen, it follows that the aircraft has at least two
engines. The somewhat lower peaks in the spectrum, clearly present
under the phrase \SRF" are harmonics of the so-called Shaft Rotation
Frequency. This frequency corresponds to a 360� rotation of a blade.
Division of the BCF by the SRF gives the number of blades. This
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information can be looked up from a table and classi�cation follows.
In the event that two engines have the same number of blades on the
�rst rotor stage it is necessary to use features such as the engine Shaft
Rotation Frequency and the second rotor stage returns to resolve the
ambiguities.

The same technique can be applied if the radar looks in the rear
side of the engine onto the turbine blades.

Looking at Figure 2.1 it seems quite complex to extract the desired
parameters from such a signature. However, quite straightforward sig-
nal processing techniques already provide fairly good results [75].

Strong (+) and weak ({) points of JEM are:

+ The target data base is small and simple

It contains a table with, for each engine type, information about
the number of blades on the successive compressor blades (front
of engine) and turbine blades (back of engine), and the range of
Shaft Rotation Frequencies.

+ A relatively short time on target is required

+ Almost each aircraft has a unique engine type.

{ The success of a JEM-classi�cation depends on the aspect angle.

The radar signal has to reach the interior of the engine. Only
close to head-on or tail-on, a useful spectrum can be obtained.

{ A large signal-to-noise ratio is required for a successful classi�cation.

It means that JEM is only suitable for classi�cation at relatively
short distances.

{ The JEM spectrum cannot always be interpreted reliably in cases
such as:

� aircraft with 3 or more engines where the engine Shaft Ro-
tation Frequencies are not accurately synchronised and

� engine types where the �rst and second rotor stages are on
di�erent engine shafts which rotate at di�erent rates.
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JEM is a mature technology, applied in many operational situations
such as the US F18 aircraft1 and the US HAWK missile systems2. A
thorough article on the modelling of JEM spectra has been written by
Bell and Grubbs [9].

2.3 Radar Range Pro�les

High-Resolution Radar (HRR) range pro�les or simply \range pro-
�les" are essentially one-dimensional images of aircraft. The scatterers,
i.e. the parts on the aircraft that give a strong radar reection, are
projected onto the line of sight. See Figure 2.2

radar line
of sight

Figure 2.2: A range pro�le of an aircraft viewed from the left hand side.
Responses from the aircraft scatterers (dots) are projected onto the line
of sight, resulting in a radar range pro�le.

The pro�les contain information on the geometry of the target and
may therefore be characteristic for the type of aircraft. On the basis
of previously measured pro�les, a well-designed classi�cation system is
able to recognise an aircraft.

1Source: Department of Defense News Release, September 11, 1985, vol. 85, no.
543, p.3.

2Source: PR Newswire, March 12, 1990, p. 1
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The advantages (+) and drawbacks ({) of aircraft recognition with
range pro�les are:

+ Classi�cation of range pro�les is possible at any aspect angle.

+ A relatively short time on target is required.

Typically it takes several tenths of a second to measure a range
pro�le using so called stepped frequency waveforms.

{ The shape of a range pro�le depends strongly on aspect angle.

It means that a large data set is necessary of all expected targets
with pro�les measured on a very dense aspect angle grid.

Of all NCTR techniques, the classi�cation of range pro�les currently
draws most attention. Literature on this subject is steadily growing,
an overview can be found in Chapter 4.

2.4 Two-Dimensional Inverse Synthetic

Aperture Radar (2D-ISAR)

Range pro�les o�er resolution in the line-of-sight direction. In Two Di-
mensional Inverse Synthetic Aperture Radar (2D-ISAR) the technique
is extended through the use of information in the cross-range direction.
Employing the rotational component of the aircraft's motion perpen-
dicular to the line of sight makes it possible to separate radar scatterers
also in this direction [77]. Figure 2.3 shows an example of an Airbus
A310.

The strong (+) and weak points ({) of target recognition using 2D-
ISAR images are:

+ A 2D-ISAR image gives more detailed information on the target
geometry than a range pro�le.

+ 2D-ISAR images are particulary suited for human interpretation.

{ The target motion should have a rotational component perpendicular
to the line of sight.
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Figure 2.3: Example of a 2D-ISAR image of an Airbus 310.
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{ The motion compensation and the processing from raw radar data
to focussed 2D-ISAR images is complex, not robust and compu-
tationally very expensive.

{ A considerable time on target is needed.

{ Knowledge about the precise projection plane (plane perpendicular
to the rotation vector) is often imprecise which makes recognition
complicated.

The most important problem in using 2D-ISAR images is the mo-
tion compensation [4, 72]. Normal tracking data are often not accurate
enough for producing a well-focused image. Therefore the compensa-
tion has to be carried out using autofocus techniques where the motion
parameters are estimated using the radar data itself [31, 73].

Only few publications address the problem of 2D-ISAR classi�ca-
tion. Novak [58] uses a statistical pattern classi�er on turntable mea-
surements of four di�erent objects. Bachmann et al [5] demonstrate
how 2D-ISAR-like objects can be classi�ed using three di�erent neural
network architectures. Ioannidis [42] shows classi�cation results based
on moment invariants and edge-detected images. Intriguing new devel-
opments have been reported by Rihaczek and Hershkowitz in the �eld of
2D-ISAR classi�cation through the use of the so-called complex-image
analysis [65].

Intuitively, an image contains much more information than a single
range pro�le and should therefore lead to lower classi�cation errors.
However, none of the authors discusses whether the e�ort that has to
be invested in the measurement and focussing of 2D-ISAR images pays
o� in an improved classi�cation rate.

2.5 Survey of other techniques

Similar to JEM, a radar may also be used to identify propeller aircraft
(Propeller ROtor Modulation, PROM) or helicopters (HElicopter Rotor
Modulation, HERM) [62, 63]. In the latter technique the main and tail
rotor cause characteristic Doppler spectra from which several param-
eters may be extracted, such as the number of rotors, the number of
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blades on the rotors and the rotation frequencies. These numbers may
be found in a table, and classi�cation follows.

Natural resonances occur if a radar signal with a long wavelength is
reected by an aircraft. An introduction can be found by Morgan [54].
He makes an appealing comparison with a guitar string. The initial
phase and the amplitude depend on the nature of exitation. However,
the frequency and the damping of the string is characteristic for the
string itself and could serve for the classi�cation of the type of string. In
the same way the resonant frequencies of an aircraft could be measured
with a radar signal that has a wavelength in the order of the size of the
aircraft.

A major advantage is that the method is practically aspect angle
independent. It means that only a small data set of signatures is neces-
sary. It could also be used for stealth aircraft. The method is, however,
rather impractical as for realistic targets the radar has to emit a signal
with a very large wavelength combined with a large bandwidth. This
requires large radar antennas and a considerable number of frequency
channels. Nevertheless, a relatively large amount of publications has
appeared on this subject [1, 15, 16].

Several other physical e�ects, such as the skin e�ect and the nonlin-
ear e�ect may theoretically be used for target recognition. A complete
listing is provided by Nebabin [57].

2.6 Comparison of techniques for NCTR

Table 2.1 summarises the advantages and disadvantages of the three
most important NCTR techniques.

This chapter has provided an overview of the available NCTR tech-
niques. Several techniques are mature (JEM, HERM) but are aspect
angle dependent (JEM) or work only for a small class of targets (HERM,
PROM). Other methods are di�cult to use in practical situations (Nat-
ural Resonances) or do not yet have the required robustness (2D-ISAR).
For these reasons the classi�cation on radar range pro�les (HRR) cur-
rently draws most attention and is likely to have the largest potential
for improved air target recognition.
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Advantages Disadvantages
JEM Short time on target Aspect angle restrictions

Simple target data base Not suitable for large distances
Fast classi�cation
Mature technology

HRR Relatively short time on target Large data set of signatures
Applicable on all aspect angles

2D-ISAR Detailed object information Depends on target motion
Complex motion compensation
Long time on target
Large data set of signatures

Table 2.1: Comparison of classi�cation techniques.

The most important topics that need to be addressed to move to-
wards an operational range pro�le classi�cation system are the measure-
ment of range pro�les, their nature, the classi�cation and the funda-
mental lack of measured range pro�les to train a classi�er in operational
situations. In this thesis all three problems are treated.
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Radar range pro�les
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3.1 Introduction

In this chapter we provide the physical background of radar range pro-
�les.

Before range pro�les of aircraft can be used for classi�cation or any
other task, they have to be measured with a high-resolution radar.
The third and fourth section of this chapter give the basis for these
measurements and show which options are present for the waveform
choice. We evaluate the trade-o�s to �nd an appropriate waveform for
the radar equipment we have available for range pro�le measurement,
the FELSTAR. In a measurement campaign, called ORFEO, we have
acquired range pro�les of civil aircraft with this waveform. In Section
3.6 the necessary background on the variability of range pro�les due to
various parameters is presented. This is an important subject, as the
nature of the range pro�le uctuations have a decisive inuence on the
design of the classi�er. We will start now with several de�nitions to be
used throughout this thesis.

3.2 De�nitions

The target aspect angle can be expressed as a coordinate pair (�; �)
where � is the aspect azimuth and � is the aspect elevation. See Figure
3.1. We de�ne the aspect elevation � as the angle between the radar
line of sight and the plane through the wingtips and nose of the aircraft.
The elevation is positive if the aircraft is viewed from below. Note that
if the aircraft ies with zero pitch and roll angle, the aspect elevation
equals the radar elevation (angle between horizontal plane through the
radar and the aircraft direction).

We de�ne the aspect azimuth � as the angle between

� the direction of the nose of the aircraft and

� the direction of the radar line of sight projected on the plane
through nose and wingtips.

The aspect azimuth is positive if the aircraft is viewed from the
starboard side, it is negative if it is viewed from port side, see Figure
3.2.
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plane through nose and wingtips

θ

α
direction of nose

radar

Figure 3.1: De�nition of the aspect elevation and aspect azimuth. In
this particular orientation both � and � are positive.

Figure 3.2: Aspect azimuth.
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A major source for range pro�le uctuations are changes in aspect
angle of the aircraft during ight. Rotation about an arbitrary axis can
be decomposed into roll-, yaw- and pitch motions, illustrated by Figure
3.3.

Figure 3.3: The three basic rotational motions.

3.3 Physical background

A range pro�le can be viewed as a one dimensional \image" of an
aircraft, where the parts of the aircraft that reect the radar radiation
(scatterers) are projected onto the line of sight. An example is Figure
2.2 on page 17.

Wehner [78] provides in his book on high-resolution radar the basis
for the production of range pro�les: a range pro�le can be measured
by recording, as a function of time, the target response on a very short
pulse. For example, again view Figure 2.2, page 17. Imagine a short
pulse being transmitted from the left hand side. The pulse hits the tip of
the left-most wing �rst, then the nose and subsequently the horizontal
stabiliser on the tail. In the same order, the echoes arrive back at the
radar. Recording the backscattered energy as a function of time then
produces the pro�le. To measure a pro�le in this way, the pulse should
be extremely short: for the one shown in the �gure under consideration
roughly 2 ns would be required. This puts severe constraints on the
radar hardware.

Instead of monitoring the incoming energy as a function of time, we
can also measure the change in amplitude and phase as a function of
radar frequency. The advantage is that less stringent hardware require-
ments need to be met: a pro�le is produced by emitting a number of
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pulses with linearly increasing frequencies, a Stepped Frequency Wave-
form (SFW). In such a way, the desired bandwidth is synthesised from
pulses that have a narrow bandwidth individually but together span a
large frequency range. As the real measurements we use in this thesis
have exclusively been made using SFWs, we will limit ourselves to a
description of range pro�le generation with these waveforms.

A sequence of L + 1 pulses is emitted with linearly increasing fre-
quencies fl = f0 + l�f at time instances tl, where l runs from 0 to L.
See also Figure 3.4. The signal zel that is transmitted in pulse l can be

Figure 3.4: First three pulses of a Stepped Frequency Waveform. Also
shown are the echoes from the �rst two pulses.

written as a complex exponential:

zel = Ae2�jfl(t+tl)+2�j�0;l (3.1)

where �0;l is the initial phase for the l
th pulse and A is the amplitude.

Suppose that the emitted energy bounces on a single, stationary point
scatterer, then the received echo is given by

zrl = �Ae2�jfl(t+tl�2R=c)+2�j�0;l (3.2)

during the length of the pulse. Here � is the reectivity of the point
scatterer that is present at a distance R. Essentially, the radar measures
the modulation of the original signal as it reected on the scatterer:

Gl � zrl
zel

= �e�4�jflR=c = �0e�4�jl�fR=c (3.3)
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where the constant e�4�jf0R=c is absorbed in �0. For the full waveform
l runs from 0 until and including L. As can be seen, the phase of the
complex-valued sequence Gl; l = 0; : : : ; L, is linear in l and therefore
contains exactly one harmonic component1. Now, observe that each
additional scatterer i would give an extra term, i.e. harmonic compo-
nent, in the sequence Gl, each with its own amplitude �i and frequency
depending on the range Ri to the scatterer. The appropriate technique
to �nd the harmonic contents of this sequence is the Inverse Discrete
Fourier Transform (IDFT).

For simplicity let us go back to one scatterer. Then we apply an
IDFT to the sequence Gl; the resulting sequence we call gm, de�ned
for m = 0; : : : ; L. Taking the squared magnitudes jgmj2 we �nd (see
Appendix A):

jgmj2 = �2
�����sin �ymsin �ym

L+1

�����
2

(3.4)

with

ym � m� 2BR

c
: (3.5)

where B � L�f is the bandwidth. Now the vector with elements
jgmj2; m = 0; : : : ; L is called a high-resolution radar (HRR) range pro�le
or simply a range pro�le.

Let us derive two fundamental parameters from Equations 3.4 and
3.5: the amount of detail that can be seen in the range pro�le and the
largest object that �ts in the pro�le. Firstly, the distance in metres
between two gridpoints (�m = 1, i.e. the change in range �R for
which 2B�R=c = 1), equals c=2B. This quantity is called the nominal
resolution of the range pro�le

�RN =
c

2B
: (3.6)

Secondly, scatterers at ranges : : : ; R�2 c
2�f

; R� c
2�f

; R; R+ c
2�f

; R+
2 c
2�f

; : : : will all appear in the same position in the range pro�le. The

1Later in this chapter we will look at moving targets: then the measured se-
quences are not necessarily linear in l and Gl contains a continuum of harmonics.
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number c
2�f

is therefore named the unambiguous range interval:

RU =
c

2�f
: (3.7)

If a target is larger in range than RU aliasing occurs: in the range
pro�le reections from the far side of the target are inseparably mixed
with reections from the near side of the target, illustrated by Figure
3.5.
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Figure 3.5: In the top �gure the unambiguous range RU is larger than
the target size and the aircraft �ts into the window. The second �gure
illustrates the undesired e�ect of aliasing: the range window is smaller
than the target dimension, and contributions from di�erent parts of the
aircraft are inseparably mixed.

The sequence jgmj2 has a maximum for the integer value ofm closest
to m0 =

2BR
c

as in that case ym is closest to zero. If it happens that
m = m0, then we �nd exactly jgmj2 = �2. This is of course not the
case in general | we shall therefore interpolate the pro�le to (partly)
reveal contributions in between grid-points. This can be conveniently
done by adding zeroes to the right of the sequence Gl before the IDFT
is performed ("zero-padding").
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The IDFT works on a selection of frequencies ranging from f0 to f0+
B. The edges of this choice are very sharp: e�ectively a square window
is used. These abrupt changes give rise to high sidelobes next to the
main peaks in the range pro�le which could easily obscure real scatterers
of the aircraft. Therefore, we shall apply a weighting function to smooth
the edges, at the cost of a worsened (that is, larger) resolution. Many
windows are available, all with their own properties and trade-o�s [30].

See Figure 3.6, solid line. In this thesis, and in the �gure, we have
used a Hamming window, giving a resolution of approximately 1:3�RN

and a sidelobe reduction of 20 dB.
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Figure 3.6: Side-lobe levels for rectangular, default, window (dotted)
and Hamming window (solid).

3.4 Waveform parameters

At this point several trade-o�s can be made for a stepped frequency
radar system. We will not go into the di�erent types of waveforms |
this is left for the next section.

For classi�cation purposes we want the pro�le to contain as much
information as possible to make it maximally discriminating against
pro�les from other aircraft. This requires a high resolution and there-
fore it is desirable to use the maximum bandwidth available given the
radar hardware.
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The unambiguous window, RU , must be chosen such that the size
of the largest expected target does not exceed this window to avoid
aliasing. If RT is the overall size of the expected targets, then we must
require that RU > RT .

It is advisable, however, to choose the unambiguous window even
larger than the maximum expected target size as most available range
pro�le classi�cation techniques are based on circular correlations be-
tween range pro�les, see [36, 41] and Chapter 3.

R
T

R
U

2=R
T

R
T

R
U

>>>2

Figure 3.7: In the left �gure the unambiguous range RU is larger than
the target size but considerably smaller than 2RT . Then, a circular
correlation mismatch is possible: the peaks originating from the far
end of the aircraft correlate with the peaks from the near end of the
aircraft. If RU is 2RT , shown in the �gure on the right hand side, such
a miscorrelation is not possible.

See Figure 3.7: incorrect correlation between peaks originating from
the far side of the aircraft in the �rst pro�le and peaks originating from
the near side of the aircraft in the second pro�le might occur. This may
give rise to additional classi�cation errors. If we want to be absolutely
sure that this correlation mismatch does not occur, we have to leave
one half of the range pro�le empty. An extra advantage of leaving a
portion of the pro�le empty is an improved signal-to-noise ratio.

So we would like to choose

L � 4RTB

c
(3.8)
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Note that this number of pulses is an upper limit. If a smaller portion of
the pro�le is empty, say 25%, correlation mismatch is still very unlikely.
Also, we use the maximum \optical" target dimension RT which is
usually larger than the maximum separation between any two scatterers
that can be seen at the current aspect angle.

Another requirement to be considered is that we cannot choose L
too large, because the larger L is the longer it takes to emit the en-
tire bandwidth, and the more distortion is to be expected due to the
movements of the target during the emission of the waveform.

If we consider civil aircraft we can expect a maximum size of RT =
70 m. The maximum bandwidth of the radar we have used for measure-
ments, the FELSTAR, is 600 MHz and we thus �nd that L+ 1 = 421.
For a range pro�le measurement campaign, named ORFEO and held in
1995 with the FELSTAR radar, we decided to settle for a smaller num-
ber of pulses and a lower range resolution to improve the robustness
for radial motions, see Table 3.1.

Carrier frequency f0 = 3073.8 MHz
Bandwidth B = 452.2 MHz
Number of pulses L + 1 = 324
Frequency step �f = 1.4 MHz
Nominal Range Resolution �R = 0.33 m
Unambiguous Range RU = 107.5 m
Minimum delay between two pulses �tmin = 420 �s

Table 3.1: ORFEO waveform parameters.

The minimum delay between two pulses is �xed by the round-trip
time of the emitted pulse and a (hardware determined) silent or dead
period before a new pulse can be emitted. As the latter period is 20�s
for the FELSTAR and as we wanted to measure targets up to 60 km
in range, we use �tmin =

2�60�103
c

+ 20�s = 420�s. In the next section
the choice for the waveform type will be further investigated.
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3.5 Stepped Frequency Waveform types

An important problem in the production of range pro�les is that the
pro�les are distorted by radial motions of the target. It is possible to
compensate for these motions if the ight path is accurately known, but
this information is often too coarse or not available. Furthermore, it is
desirable to save the computation time needed for motion compensation
and use it for the classi�cation of the pro�les. Finally, for accurate
motion compensation the target has to be tracked for a certain time to
estimate its velocity and acceleration which increases the time-on-target
considerably.

In this chapter we will present three di�erent ways to emit a stepped
frequency waveform. We will start with the Linear Waveform (LW)
in which the pulses are emitted at equidistant time instants (Subsec-
tion 3.5.2). Subsection 3.5.3 describes the Velocity Tolerant Waveform
(VTW). During the emission of the frequencies the time step between
the pulses decreases, such that any constant velocity of the aircraft
is compensated automatically. In the Acceleration Tolerant Waveform
(ATW) the time steps decrease at a faster rate compared to the VTW,
and it gives an undamaged range pro�le independent of the acceleration
of the aircraft (Section 3.5.4).

Of course, the LW and the ATW produce distorted range pro�les if
the aircraft has a non-zero radial velocity and the LW and the VTW
produce distorted range pro�les if the aircraft has a non-zero radial
acceleration. We will, where possible, derive the magnitude of these
e�ects as a function of the basic parameters involved in range pro�le
generation, i.e. the carrier frequency f0, the fractional bandwidth 
(� B=f0), the number of pulses L+1, the minimum delay between two
pulses �tmin and the target's velocity and acceleration. The equations
will be applied to the ORFEO parameters given in the Table 3.1 on
page 32. In the next section we will provide a general approach for
deriving these quantities.

3.5.1 Distortion of a range pro�le due to motion

We have so far assumed that the distance to the target was a constant
R. However, the object generally has a certain velocity and acceleration
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and we shall thus write

rl = R + vtl +
1

2
at2l (3.9)

where v and a are the radial velocity and radial acceleration of the
target at time tl = 0, respectively. We omit higher terms in this ap-
proximation.

From Equation 3.3 we can see that the phase of a point scatterer is
given by

�l = 2flrl=c: (3.10)

where we have replaced R with rl. For any choice of the emission time
tl of pulse l, we can write the phase of the received pulse for a point
scatterer by substituting Equation 3.9 into 3.10:

�l = �0l + vVl + aAl for l = 0; : : : ; L (3.11)

The three functions �0, V and A are independent of velocity and
acceleration and are fully characterised by the waveform choice. Ex-
plicitly:

�0 =
2

c
R(f0 + l�f) (3.12)

Vl =
2

c
tl(f0 + l�f) (3.13)

Al =
1

c
t2l (f0 + l�f) (3.14)

Clearly, if the three sequences �0l ;Vl and Al are linear in l (the time
variable) or if they are independent of l, the derivative of the phase,
i.e. the frequency, is constant. In that case, harmonic analysis by the
use of the Fourier transform gives a well-focussed range pro�le. Observe
that for any choice of tl, the �rst term �0l is linear in l. We write for
the change of the phase as a function of l using Equation 3.11:

�l��l�1 � (��)l = (��0)l+v(�V)l+a(�A)l for l = 1; : : : ; L (3.15)

To arrive at a measure of distortion, we want to �nd the change of
(��)l over the range l = 1; : : : ; L, which is equivalent to the change of
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frequency. Our approach is to �nd the deviation of the frequency of
the three terms during the sweep through the bandwidth:

D(��) = jD(��0) + vD(�V) + aD(�A)j (3.16)

where

D(��0) �
vuut 1

L

l=LX
l=1

((��0)l ���0)2 (3.17)

In the same way D(�V) and D(�A) are de�ned. As �0l is linear
D(��0), the �rst term on the right hand side of Equation 3.16, is
always zero. v�V and a�A are the distortions due to the velocity
and the acceleration, respectively. For the three waveforms, D(��)
evidently has the following forms:

LW : D(��) = jvD(�V) + aD(�A)j (3.18)

VTW : D(��) = jaD(�A)j (3.19)

ATW : D(��) = jvD(�V)j (3.20)

To scale the frequency variation to actual meters we have to multiply
these dimensionless quantities with the size of the range window RU =
Lc
2f0

so that we �nd the observed widthW of a point scatterer in meters:

W =
Lc

2f0
jD(��)j (3.21)

3.5.2 Linear Waveform

De�nition

The time points of emission of the frequencies fl are chosen as l�tmin

where l runs from 0 until L. See Figure 3.8.

E�ect of velocity and acceleration

The phase of a point reector initially located at a distance R, with a
radial velocity v and a radial acceleration a is given by

�l =
2

c
(R + vl�tmin +

1

2
al2�t2min)(f0 + l�f); for l = 0; : : : ; L (3.22)
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if we use the Linear Waveform. In general, � is a polynomial of degree
3 in l. Clearly, the Fourier Transform of a complex sequence with this
phase behaviour gives a broadened peak because the frequency is non-
constant. To �nd the e�ects of a non-zero v and a we use Equations
3.22 and 3.11. We �nd:

�0l =
2f0R

c
(1 +



L
l) (3.23)

Vl =
2�tminf0

c
(l +



L
l2) (3.24)

Al =
�t2minf0

c
(l2 +



L
l3) (3.25)

where  is the fractional bandwidth, B=f0. The �rst function is linear
in l, and thus, as we saw before, causes no degrading e�ects on the
HRR pro�le. For the second and third term we compute the deviations
(Equation 3.16) and �nd the closed-form solutions:

D(�V) =
�tminf0

c

s
4L

3(L+ 1)

D(�A) =
�t2minf0

c
�

�
vuut(L� 1)(5 + 10L+ 5L2 + 15L + 15L2 � 32 + 12L22)

15(L+ 1)

In practical applications, L + 1 > 100 and  < 0:25, so good approxi-
mations of the above equations are:

D(�V) � 2p
3

�tminf0

c
(3.26)

D(�A) �
s
1 + 3

3

�t2minf0(L+ 1)

c
(3.27)

The width W of a point scatterer is therefore (using Equation 3.21):

WLW =
Lc

2f0
jD(��)j (3.28)

�
�����v�tminL=

p
3 +

1

2
a�t2minL

2

s
1 + 3

32

����� (3.29)
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�
�����13
p
3vT +

1

2
aT 2

s
1 + 3

32

����� (3.30)

where T = L�tmin is the waveform duration. Note that it is possible
that the two terms cancel for speci�c values of a and v. In order to
avoid distortions of the range pro�les, W should be smaller than the
size of one range cell:

W < �RN (3.31)

So a convenient measure for the distortion of the range pro�le due to
the motions is:

� � W=�RN (3.32)

As long as � is smaller than one, the pro�le will not signi�cantly be
distorted by the motions of the aircraft.

Let us now apply the resulting equations on the ORFEO param-
eters from Table 3.1. The plot on the left hand side from Figure 3.8
shows the waveform. The �gure on the right hand side shows for which
combinations of velocity and acceleration the parameter � is smaller
than one. In this region the range pro�les are expected to be focussed.
The �gure shows that only in a small region in the (a; v) plane focussed
pro�les result.

3.5.3 Velocity Tolerant Waveform

The Velocity Tolerant Waveform is known from the sonar literature
as the Hyperbolic Frequency Modulated waveform | see, e.g. , [29].
However, it can also be used in stepped frequency radar waveforms
[2]. The idea is that the times at which the pulses are transmitted are
chosen such that the resulting range pro�les are focused irrespective of
the velocity.

Derivation

Assume that the point scatterer moves with constant velocity and zero
acceleration and has an initial distance R. The phase is then given by:

�l =
2

c
(R + vtl)(f0 + l�f) (3.33)
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Figure 3.8: Linear Waveform using the ORFEO parameters. Left:
waveform, only the pulses 0; 10; 20; : : : ; 320 and the last pulse 323 are
shown. Right: regions where the pro�les will (� < 1) and will not
(� > 1) be focussed.

Choosing t0 = 0 we write:

tl+1 = tl +�tl (3.34)

and

tl+2 = tl +�tl +�tl+1 (3.35)

Now we demand that the di�erences in phase are constant

�(tl+2)� �(tl+1) = �(tl+1)� �(tl) (3.36)

If we insert Equations 3.33, 3.34 and 3.35 into 3.36 it can be derived
formally that the time instants at which the pulses should be emitted
are:

tl = �t0
l( + L)

l + L
(3.37)

Note that this solution for tl, de�ned as the Velocity Tolerant Wave-
form, makes the product tlfl = lf0�t0

+L
L

linear in l. The unknown
constant �t0, which is the delay between the �rst two pulses, can be
found from the requirement that the smallest timestep possible should
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equal �tmin. These steps decrease as l increases, so �tmin should equal
the delay between the two �nal pulses:

�tmin = tL � tL�1 (3.38)

We �nd:

tl = �tmin
l(1 + )(L�  + L)

l + L
(3.39)

See also Figure 3.9. The total duration of the waveform is now:

T = �tmin(L�  + L) (3.40)

The following inequality may be of interest:

T = �tmin(L(1 + )� ) � �tmin(2L� ) < 2�tmin(L + 1) (3.41)

which shows that, using the same radar parameters, the total duration
of the VTW is always less than twice the duration of the LW.

Another positive side e�ect using the velocity tolerant waveform in-
stead of the linear waveform can be mentioned. In the previous chapter
we saw that JEM, Jet Engine Modulation, can be used to identify air-
craft. For measuring range pro�les with an LW, i.e. with equal time
delays between the pulses, the JEM lines are a nuisance because they
cause disturbances throughout the range pro�le and the positions of
these disturbances change with the engine shaft rotation speed. In the
velocity tolerant the time delays are not equal, but vary smoothly. The
result is that the JEM lines are e�ectively decorrelated [2] .

E�ect of acceleration on VTW

If we start from Equation 3.20 we �nd for the phase:

�l = aAl +O[l1] + O[l0] = a
f0�t

2
0

c

l2(L+ )2

L(L + l)
+ O[l1] + O[l0] (3.42)

It appeared not to be possible to �nd a closed-form expression for
D(�A) directly with Equation 3.17, but we approximated the sum-
mations by integrals and used the fact that in practical applications L



40 CHAPTER 3. RADAR RANGE PROFILES

is large and  is small. We found a useful approximation for WV TW

(See also 3.21):

WV TW �
�����12a�t2minL

2

s
1 + 

32

����� (3.43)

Again we apply the equations to the ORFEO parameters from Table
3.1. The plot on the left hand side from Figure 3.9 shows the waveform.
The �gure on the right hand side shows the regions in which the range
pro�les will be well-focussed.

−20 −10 0 10 20
−20

−10

0

10

20

acceleration [m/s^2]

ve
lo

ci
ty

 [m
/s

]

β < 1β > 1 β > 1

0 50 100 150
3

3.2

3.4

3.6

time [ms]

fr
eq

ue
nc

y 
[G

H
z]

Figure 3.9: Velocity Tolerant Waveform using the ORFEO parameters.
Left: waveform, pulses 0; 10; 20; : : : ; 320 and the last, rightmost pulse
323. The change in delay times is present but hardly noticeable. Right:
region where � < 1 so that the pro�les will be focussed.

3.5.4 Acceleration Tolerant Waveform

Derivation

The essence of the velocity tolerant waveform is that the product tlfl is
linear in l. Analogously we can see that for acceleration compensation
it is su�cient to demand that t2l fl is linear.

We thus de�ne for the Acceleration Tolerant Waveform:

tl = �t0

s
l( + L)

l + L
for l = 0; : : : ; L� 1 (3.44)
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Where �t0 can be found using the requirement:

tL � tL�1 = �tmin (3.45)

So that:

�t0 =
�tminq

+L
1+

�
r

(L�1)(+L)
L+L�

(3.46)

See also Figure 3.10.
Like the Velocity Tolerant Waveform, the ATW is not very sensi-

tive for JEM interference as the time instants at which the pulses are
emitted are not equidistant.

E�ect of velocity on ATW

In this case, both �0 and A are linear in l. A useful expression for
WATW (eq. 3.21) as a function of v is not available so we have to resort
to a numerical evaluation of D(�V). Vl equals

Vl = 2�t0f0
cL

q
l( + L)(l + L) (3.47)

where �t0 is given by Equation 3.46. The values Vl can be used to �nd
the di�erences (�V) � Vl �Vl�1; for l = 1; : : : ; L. To �nd D(�V) and
WATW is straightforward from equations 3.17 and 3.21.

Finally, we also apply the results of the acceleration tolerant wave-
forms to the ORFEO parameters from Table 3.1. Again, the plot on
the left hand side from Figure 3.9 shows the waveform (only the pulses
0; 10; 20; : : : ; 320 and 323 are shown). The �gure on the right hand side
shows the regions in which the range pro�les will be well-focussed.

3.5.5 Waveform choice

If we compare the right hand side plots of the Figures 3.8, 3.9 and 3.10
we see that the Velocity Tolerant Waveform has the best tolerance for
both radial velocity (any) and for radial accelerations (up to 6.3 ms�2).
This amount of acceleration is larger than civil airliners usually exhibit.
In the ORFEO measurement campain, we have seen these accelerations
in only very few cases [33].
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Figure 3.10: Acceleration Tolerant Waveform using the ORFEO param-
eters. Left: waveform, pulses 0; 10; 20; : : : ; 320 and 323. Right: in only
a very small region, the pro�les are expected to be focussed (� < 1).

The acceleration tolerant waveform is very sensitive for velocity and
the linear waveform produces focussed range pro�les only for a small
range of combinations of velocity and acceleration.

Keeping in mind that the typical velocity of a large civil airliner is
300 ms�1, we have therefore chosen the Velocity Tolerant Waveform for
range pro�le generation in the ORFEO measurements.

3.6 Variability of range pro�les

3.6.1 Sources of variability

The following parameters have an inuence on the shape of a range
pro�le.

1. Radar parameters

We mention carrier frequency, bandwidth, polarisation and wave-
form choice.

2. Absolute radar calibration

3. Additive noise
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Thermal noise and quantisation noise.

4. Aircraft geometry

This dependence obviously makes range pro�les suitable for recog-
nition purposes. However the recognition problem for, in partic-
ular, �ghter aircraft is made more complicated by factors such as
scanning radar antennas, external stores that may or may not be
present, and removable RAM tiles for the reduction of the total
amount of reection2.

5. Aircraft distance

The aircraft distance de�nes

� the positioning of the aircraft within the range pro�le and

� the energy content of the range pro�le elements.

6. Aircraft motion

The range pro�les we use in this thesis are not distorted by air-
craft motion.

7. Aircraft aspect angle

The dependence on aspect angle is one of the most important
issues in range pro�le classi�cation as the pro�le shows an extreme
variability as a function of this variable. It is decisive for the
design of a classi�cation system.

The next three subsections deal with the sources of variability (items
2, 5, 6 and 7 from the aforementioned list) that introduce uctuations
of range pro�les that have a direct inuence on the design of a range
pro�le classi�cation system.

3.6.2 Variability in amplitude scaling

Calibration (item 2 from 3.6) must be known accurately to scale the
values of the range pro�le elements to units of energy. However, we

2RAM = Radar Absorbing Material
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do not want to rely on a, possibly inaccurate, estimate for the calibra-
tion. Throughout this thesis we restrict ourselves to relative energies
by making the sum of energies equal to one (normalisation, speci�ed in
5.3.3).

3.6.3 Variability of aircraft location in pro�le

The exact motion parameters de�ne the position of the set of aircraft
scatterers in the range pro�le. These parameters must be known ac-
curately to place the scatterers at an objective position: it should be
known within the accuracy of the size of a range resolution cell. (Recall
that the range resolution for the ORFEO measurement is 0.33 m.)

Again, we do not want to rely on possibly inaccurate estimates.
Therefore shift-invariant classi�cation techniques are used, see Chapter
5.

3.6.4 Variability due to aspect angle

To acquire a feeling for the sensitivity to aspect angle, the following
example from the ORFEO measurements is taken.

Target Boeing 747-400
Target height (landing gear stowed) TH = 17 m
Target wing-span (� target length) TD = 64 m
Length target wing leading edge TW = 32 m
Nominal Range Resolution �R = 0:33 m
Wavelength � = 0:1 m

Table 3.2: Example from ORFEO measurements.

As the waveform is emitted within several tenths of seconds we
will neglect the change in aspect angle during the measurement of a
single range pro�le. We believe the errors on the estimated aspect
angles are less than 5�. Five e�ects are responsible for the dissimilarities
between two pro�les measured from the same aircraft at di�erent aspect
angles: speckle, rotational range migration, shadowing e�ects, specular
reections and polarimetric e�ects.
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Speckle

If in a single resolution cell two distinct scatterers are present, only a
slight rotation of the aircraft in aspect azimuth can be enough to change
the di�erential path length to the radar over half the wavelength. See
Figure 3.11.

T
D

T
D

radar

∆α

∆α

Figure 3.11: The aircraft rotates over an aspect azimuth of ��. The
two outermost scatterers are separated by a distance TD and are located
within the same resolution cell. These scatterers change their relative
path length over TD�� during this rotation.

This e�ect, speckle, causes the sum of the two scatter contributions
to turn from constructive to destructive interference within a very small
change of aspect azimuth.

If TD is the maximum distance between two scatterers within one
resolution cell, the change in aspect angle �� between two pro�les must
be much smaller than

��speckle � �

4TD
[rad] (3.48)

to avoid a di�erence between the two pro�les due to speckle [41].
If we view the Boeing 747 from broadside and if we assume that

a scatterer is present on both the tail and the nose, we �nd that the
change in aspect azimuth �� should satisfy

��� ��speckle = 0:022� (3.49)
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to avoid di�erences due to speckle between two range pro�les.
The result of speckle is that the amplitudes of the range pro�le

elements that contain multiple scatterers vary rapidly if a sequence of
subsequently measured range pro�les is considered | the change in
aspect angle is due to small aircraft yaw motions during the recording
time. The peak positions do not alter. See Figure 3.12.

Figure 3.12: Range pro�le variations due to speckle. The peak positions
are unaltered, the large variations of the peak magnitudes are caused by
speckle.

For three speci�c, idealised cases it is possible to analytically derive
the statistical behaviour of range pro�le elements as a function of aspect
angle:

1. if the rotations have a normal distribution with a standard devi-
ation much smaller than ��speckle,

2. if a range pro�le element contains exactly two scatterers,

3. if an in�nite number of independent scatterers is present in the
range cell.

In practice, the �rst situation never occurs. The second case is not
usable either, as the number of scatterers seldomly equals two. Even
if this were the case at some time instant, it would change due to the
migration of the scatterers from one cell to the other.

The last case is based on the central limit theorem. It may be of
interest as for a relatively small number of scatterers an approximation
holds. It is often used in SAR imaging and results in an exponential
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distribution of energy. For a derivation and detailed further discussion
we refer to Ulaby [74].

In general we may state that the speckle uctuations are mainly
multiplicative as the amount of variation of a particular range cell in-
creases with its average value.

The change in aspect elevation may also cause speckle. If we con-
sider an aircraft at zero aspect elevation, small roll motions may cause
scatterers within the same resolution cell change their relative path-
length to the radar.

For zero elevation we may simply write, equivalent to equation 3.48:

��speckle � �

4TH
[rad] (3.50)

where TH is the height of the aircraft. For non-zero elevations, TH
should be replaced by TH cos �

From Table 3.2, we �nd for the FELSTAR measurements of the
Boeing-747:

�� � ��speckle � 0:08� (3.51)

It shows that this e�ect is of much less importance than speckle due to
the change in aspect azimuth.

Note that both the value for ��speckle and for ��speckle are lower
bounds as we inserted the maximum dimensions of the aircraft. Scat-
terers are not necessarily present on these outer parts so usually the
true separations between multiple scatterers are less than the \optical"
dimensions.

Rotational Range Migration

If an aircraft rotates over a large azimuth angle, such that the outer-
most scatterers move from one resolution cell to the other, the mea-
sured range pro�les during this rotation su�er from Rotational Range
Migration (RRM).

If two pro�les have aspect angles whose di�erence is less than

��RRM � �R

TD
[rad] (3.52)
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then the pro�les do not di�er due to Rotational Range Migration. The
example gives ��RRM = 0:3�. The angle changes over which RRM
occurs is usually one or two orders of magnitude larger than the changes
over which speckle results.

Rotational range migration also occurs if the aspect elevation chan-
ges over a large angle. See Figure 3.13. Due to the projection e�ect, the

radar

H
T

D
T T

D

∆θ

V L

∆θ sin(     )

 (1-cos(     ))/2∆θ  (1-cos(     ))/2∆θ

Figure 3.13: Di�erential path length due to change in aspect elevation.
In this geometry, the aircraft has its nose pointed perpendicular to the
paper (towards the reader) and makes a rotation in elevation of �� (roll
motion).

change in path-length is a second order e�ect. The maximum change
in aspect elevation that does not imply a di�erence due to rotational
range migration is:

�� < ��RRM � min(arccos(1� �R

TD
); arcsin(

�R

TH
)) (3.53)

For the example we �nd ��RRM = 1:1�.
Thus the following view may be adopted: during the measurement

of a sequence of range pro�les in real ight, the aircraft rotates with
respect to the radar. Over large rotations the relative peak positions
in the pro�les change due to Rotational Range Migration. A small
sector may be de�ned where RRM does not occur, which is called an
RRM-sector .
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Within this region the statistics of the range pro�le elements are
governed by speckle. This speckle phenomenon may be regarded as a
noise process, which is mainly multiplicative.

A common situation (in e.g. surveillance) is where the aircraft is
ying level at a fairly large distance. Consequently, the aspect elevation
is close to zero. Now the change in orientation as seen from the radar
is largely on account of a net yaw rotation. This rotation is caused by
both aspect azimuth change due to target translation, and the inherent
target yaw motions induced by instability or external disturbances such
as cross winds or turbulence.

Shadowing

Due to the change in aspect angle of an aircraft, either in azimuth or
elevation, scatterers may appear or disappear due to obscuration. An
example is where the aircraft is looked upon from broadside: scatterers
may emerge abruptly from the engines on the far wing if the aircraft
executes a roll or increases its height.

The aircraft geometry, aspect angle and change in aspect angle de-
termine the range pro�le variation due to shadowing e�ects. The e�ect
of shadowing is an abrubtly increased or decreased value of one or more
range cells.

Shadowing e�ects are expected to be highly discriminative for a
speci�c aircraft type if a sequence of range pro�les is considered.

If during such a sequence a part of the object appears induced by a
change of aspect angle, a sudden increase in one or more range cells is
observed. Then, if in a new measurement under the same conditions a
similar dynamical behaviour is seen, the target is probably of the same
type as in the �rst measurement. The trouble for employing this e�ect
is the sharp dependence on aspect angle: the e�ect will only occur again
if the aircraft changes its orientation in the same way. Another problem
that makes this feature not useful for recognition is that the errors on
the estimated aspect angles are usually several orders of magnitude
larger than the aspect angle changes associated with shadowing e�ects.
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Specular reections

If a at part on the aircraft happens to be pointed perpendicular to the
radar line of sight, a large reection from this part is returned. Such a
ash is highly aspect angle dependent.

The following example may clarify this: suppose the leading edge of
a wing has a length of TW meters and the radar is looking perpendicular
on it. See Figure 3.14. Then this edge will behave like an antenna and

λ/ radT
radar

W

Figure 3.14: Specular reection on edge of wing.

we will see the specular reection over an aspect angle range of approx-
imately �=TW [rad]. For our example we �nd that over roughly 0:25�

this reection will be seen. It clearly follows that for a minor change
in aspect angle, the amount of reected energy changes dramatically.

Similar to the shadowing e�ect, specular reections may be utilised
for classi�cation if the dynamic behaviour of a sequence of range pro�les
is considered. The speci�c aspect angles at which the specular reec-
tions occur may be very discriminative for the target type. Again,
however, the di�culty is the sharp dependence on aspect angle and the
large errors in the estimated aspect angles.

If we do not use the dynamics of series of range pro�les, this e�ect
gives rise to lower classi�cation rates because contributions from other
parts of the aircraft are dwarfed if one the range cells contains a specular
reection. A range pro�le with only a single strong scatterer will look
the same as pro�les from other aircraft viewed at one of their specular
aspect angles.
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Polarimetric e�ects

Di�erences due to the polarimetric state of the radar are present if two
pro�les are measured from the same aircraft rotated around the line
of sight. E.g. if we would use vertical polarisation on transmit and
receive, vertical features in the aircraft geometry would have a much
larger return than horizontal features. If the aircraft is rotated around
the line of sight over 90 degrees, originally horizontal features would be
more prominent.

For example, this e�ect occurs if the aircraft executes a roll when
it is viewed from nose-on. In comparison to the previously mentioned
sources of variability due to aspect angle, this e�ect will be negligible
as very large changes in aspect angles are involved.

Given a radar that is able to provide the full scattering matrix, po-
larisation information can be exploited to improve recognition. E.g. a
range cell that contains a single scatterer exhibits the polarisation char-
acteristics of this scatterer | in this way, range pro�les can be made
more discriminative. A currently unanswered question is, however, if
expensive inclusion of the scattering matrix capability in a radar is
cost-e�ective.

3.6.5 Resulting requirements for a classi�cation sys-

tem

The assessment of the variability of range pro�les has clari�ed what
requirements a range pro�le classi�cation system has to meet.

1. Robustness for absolute amplitude

A classi�er needs to be independent of the absolute amplitudes
of the range pro�le. This can easily be done by normalising the
range pro�le such that the total energy equals one.

2. Robustness for shifts

A classi�er must be shift-invariant as the position of the aircraft
in the pro�le is ill-de�ned.

3. Robustness for aspect angle errors
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The change in aspect angle over which a pro�le uctuates is sev-
eral orders of magnitude smaller than the errors in the aspect
angle estimates. Therefore a classi�er has to be trained using the
information from pro�les from an aspect angle range that is larger
than the error in aspect angle.

3.7 Summary

In this chapter we have provided the groundwork for the production
of radar range pro�les. The physics of range pro�les measured with
stepped frequency waveforms, highlighting the fundamental parameters
and trade-o�s, were reviewed.

Several waveform choices were shown to be available for measure-
ments, depending on the motion tolerance one desires. Given the radar
parameters used in the ORFEO measurements with the FELSTAR
radar and assumed target characteristics, the Velocity Tolerant Wave-
form proved to be the best option.

We have also reviewed the variability of range pro�les in amplitude,
target position, and due to aspect angle. This resulted in a speci�cation
of the demands on a range pro�le classi�cation system: it should be
independent for shifts and absolute amplitude and it should be robust
for errors on estimated aspect angle.
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4.1 Introduction

For classi�cation experiments on radar range pro�les we need data to
train and test a classi�er. It is imperative to understand which assump-
tions and trade-o�s are made when using range pro�le measurements
for such tests.

In general, four sources of data can be identi�ed: 1) controlled
measurements, 2) non-controlled measurements, 3) scale-model mea-
surements and 4) computer simulations.

For research purposes no doubt the �rst source is most valuable:
the aircraft carry instrumentation such that accurate positions and at-
titudes of the target are known throughout the ight. Similar informa-
tion can be acquired by hanging a real aircraft on cables and measure it
from all desired directions | an extra advantage being that the aspect
angles can be de�ned accurately in advance. Evidently, such data are
available only for fully cooperative aircraft.

The second type of measurements is easier to acquire, as the objects
do not need to carry instrumentation | they even do not have to be
cooperative and can be 'targets of opportunity'. Clearly, for training
and testing a classi�er on such data one needs to have knowledge on the
target type which can be provided by a secondary radar system (IFF).
Testing a classi�er with range pro�les from this source simulates the
operational situation most faithfully as the aspect angles are known by
approximation only1.

Scale model data are acquired by �xing a downsized replica of the
object of interest onto a turntable and view it from all desired aspect
angles. In such a set-up the radar will have to operate at frequencies
that are multiplied by the downscaling factor of the model.

Finally, range pro�les can be produced using accurate models of
aircraft and computational electromagnetics.

Data from both the �rst and third source are relatively expensive
to acquire as one requires the availability of a real aircraft or a detailed
scale-model of an aircraft and additional measurement facilities. For
the work in this thesis we shall therefore use data from the second and

1Evidently, the same type of data can be produced by adding noise to the aspect
angles corresponding to the range pro�les from the �rst source.
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the fourth source.
The measured data originate from two di�erent S-band radars. The

simulated range pro�les have been produced by a software package for
computational electromagnetics in conjunction with accurate models of
aircraft. A large part of this chapter is devoted to the background of
these computations and a description of the aircraft models. For the
simulations, as many pro�les can be computed as desired. To limit the
computational e�ort in both the electromagnetic simulations and the
classi�cation experiments, it needs to be examined carefully at which
resolution in aspect angle the range pro�les need to be sampled and
still be to �nd adequate classi�cation performance.

In the choices for selecting data in order to perform classi�cation
experiments, it is essential to understand which assumptions and trade-
o�s are made. The scarcity or even lack of measured data in clas-
si�cation experiments makes it tempting to accept undesired correla-
tions and major simpli�cations resulting in too optimistic and/or ill-
understood results.

The outline of this chapter is as follows: the next section will deal
with the trade-o� involved in selecting a training and test set from
measured data only. Then, the �rst set of real data is presented, fol-
lowed by a description of the so-called ORFEO measurement campaign.
Subsequently, the background on the computational electromagnetics
is reviewed, together with a description of the predicted range pro�les.

To complete this introduction, let us make three remarks on the
terminology used. In the radar community the results of the compu-
tational electromagnetics are commonly referred to as predictions and
the software to do this is called a Radar Cross Section (RCS)-prediction
code. We will also adopt the term leg, which is a collection of range
pro�les that is acquired in one continuous measurement from a single
aircraft while the radar is tracking the object.

Finally, we will use here, and throughout this thesis, the terms
input, training and test set. The input set contains a collection of
range pro�les with known class labels, from which a subset is chosen
to construct a classi�er. This subset is called the training set. We will
choose the training set as a subset of the input set in order to study the
inuence of the size of the training set on classi�cation performance.
The test set contains independent range pro�les, also with class labels.
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Independence means that the pro�les are acquired in measurements
di�erent from the input set. These pro�les enable us to assess the
performance of the classi�er.

4.2 Philosophy of data usage

4.2.1 Options without availability of measured

data

In many reports on range pro�le classi�cation, techniques have been
trained and tested on synthetic, computer-generated data [51, 64, 71]
and scale-model measurements [44, 43, 27, 52].

Using this data for both training and testing obscures several prob-
lems that do need to be addressed for range pro�les from in-ight air-
craft [80]. It therefore implies that many of the classi�cation tech-
niques proposed in the forementioned references should be enhanced
with additional preprocessing steps before they can be applied to clas-
sify real data, if they can be applied at all. We mention the treatment
of uncertainties in the target position in the range pro�le, the total
strength of the target return and errors in aspect angle. Additionally,
the computer-generated data (but also the scale-model data if simple
objects are used) have an intrinsically lower complexity than the mea-
surements on real aircraft.

Clearly, utilising such data sources are the best one can do if no
real data are available: the (usually tacit) assumption is that if the
technique does not work for this data, then it will certainly not work
for real data.

4.2.2 Training and testing on measured data

In two instances in the literature, measured data from targets of op-
portunity are taken for training and testing a classi�er [41, 80]. We are
also in the fortunate position that we have such data available, so that
we approach more closely the eventually desired application, the classi-
�cation of range pro�les in an operational environment. Now, however,
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we need to justify the selection of an input set and a test set from the
full collection of range pro�les, that are grouped in legs.

Two approaches are possible:

1. Choose independent input and test sets.

This is done by using the pro�les from a particular leg for either
the input set or the test set.

The drawback is that generally a low number of di�erent aircraft
types classes are left over in the sets: only for a small number of
aircraft multiple measurements at approximately the same aspect
angles are available. In [80], e.g. , only two aircraft are contained
in the independent input and test sets.

2. Allow pro�les for input and testing to be taken from the same legs.

Usually, this leads to input and test sets with a large number of
classes, as from each leg a portion can be used for the input set
and another portion can be used for the test set. This is desirable,
because in future real world applications, the number of classes
will probably be large too.

In this approach, one should leave a time-gap between pro�les for
input and testing to lower the dependence between input and test
set. In [41] data are taken for both training and testing from the
same legs and they use a gap of � 2 s.

The gap is a trade-o� between two conicting requirements.

(a) It should not be chosen too large, as in that case the aspect
angle changes too much between input and test pro�les.

(b) It should not be chosen too small, such that we look at the
aircraft at essentially the same aspect angle without su�-
cient random rotation.

In the �rst approach we will have a too optimistic estimate of the
classi�cation error compared to the operational situation because the
number of classes is low.

In case 2 there is always an undesired correlation between the pro-
�les present; 1) we look at exactly the same specimen of the particular



58 CHAPTER 4. DATA ACQUISITION/EXPERIMENT SET-UP

type of aircraft (this is especially important when looking at �ghter
aircraft which can have di�erent external store con�gurations); 2) we
measure the aircraft in approximately the same direction at the same
weather conditions, which means that clutter and multi-path contribu-
tions are comparable; 3) the aircraft is measured at approximately the
same distance, leading to similar signal-to-noise ratios. All these corre-
lations, unknown in magnitude, give rise to overoptimistic classi�cation
results.

To narrow down the number of causes for too optimistic results we
have chosen for the �rst option where two or more specimen of the same
aircraft type are measured independently.

4.2.3 Hybrid use of range pro�le data

Many interesting results are expected to be found if the data used for
training come from a di�erent type of source than the test data. The
most important combination is where the test set is �lled with range
pro�les from non-cooperative, real targets and the training set with
either scale-model data or predictions. If these classi�cation experi-
ments are successful, the need for large trials on cooperative targets is
much less as the required data can be produced on turntables or with
computers.

4.3 Data set I: S-band data of four aircraft

Data set I contains an input set of 357 pro�les of four di�erent aircraft
that have been measured with an S-Band radar (� � 0:1m). The
targets are simply labeled by 1; : : : ; 4. Independently, 339 pro�les were
obtained from the same four aircraft types. These pro�les made up
a fully independent test set. The number of elements of the pro�les,
i.e. the dimension d, equals 128.

Figure 4.1 shows some examples of range pro�les from this data set.

For each pro�le, an approximate aspect angle is available. The abso-
lute aspect azimuths (we assume that the aircraft is symmetric around
nose-on aspect angle � = 0�) are in the range from 0� to 20�. The errors
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TYPE 1

TYPE 2

INPUT TEST

Figure 4.1: Examples of pro�les from Data set I.

on the azimuths angles are believed to be within 5�. All aircraft have
own level on relatively large distances, therefore the aspect elevation
� is close to 0�.

4.4 ORFEO measurements

Data sets II and III together consist of 11 legs of range pro�les from civil
targets of opportunity, measured with the FELSTAR S-band radar at
TNO-FEL. The range pro�le collection was done in the ORFEO mea-
surement campaign, carried out for, partly, the research in this thesis.
In this section we will summarise additional relevant information | de-
tails on the FELSTAR radar, measurement procedures, the processing
of the raw radar data and the tracking data can be found in a technical
report [33].

4.4.1 Waveform and pro�le processing

The waveform used for these measurements, the Velocity TolerantWave-
form, was discussed in Section 3.5. Application of this waveform assures
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that the pro�les are free of distorting inuences from radial velocity.
The maximum acceleration that can be tolerated without expecting a
distortion of the pro�le is 6.3 m=s2: as the legs we consider in this
thesis were selected from pieces of the trajectory where no turns were
performed, the acceleration will therefore be well below this limit and
hence no additional acceleration compensation is required.

Following Section 3.3, the pro�les were Hamming weighted and zero-
padded by a factor two to (partly) reveal spectral contributions that
are within grid-points.

4.4.2 Information on aircraft type

During the measurements information from an IFF system was avail-
able that provided the aircraft type. This type is given in a four-digit
string like FK10, EA31 or B747. Di�erent series of the same aircraft may
however have the same name: for our data we have ambiguities for two
di�erent aircraft labels, the B73S and the MD80.

1. The designation B73S is used to represent a Boeing 737 from
both the 300 and the 500 series. It is therefore not possible to tell
which of the types is actually measured. The two aircraft types
are identical apart from the length of the fuselage, being 33.4 m
and 31.0 m for the 300 and the 500 series, respectively.

2. The code MD80 is used to represent all aircraft from the McDonnell
Douglas MD-80 series. Externally these are all identical | only
the MD-87 di�ers as it has a �ve meter shorter fuselage.

Note that these two equivocalities are of negligible inuence when
the aircraft is looked upon from broadside.

4.4.3 Target aspect angle

For each range pro�le, we estimated the target aspect angle (�; �) from
the tracking data, taking into account the target position, motion and
roll-angles. We have taken care to measure the aircraft a considerable
time before landing and after take-o� to make sure that the landing
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gear is stowed. The legs are to a good approximation straight lines: it
is very improbable, therefore, to expect large roll-angles of the aircraft.

We unfortunately have no �rm estimate of the errors in the aspect
angle coordinates. The di�erences in aspect angles will be fairly accu-
rate | a bias on both aspect azimuth and elevation for the whole leg
could nevertheless be present.

We are not certain about the maximum bias to choose: a worst-
case analysis on the errors on aspect azimuth (through evaluation of
the maximum uncertainties in radar azimuth and range) gave an error
of maximally four degrees. Generally the uncertainties due to these
measurement errors will be much lower than four degrees, for most
cases below two degrees. However, the main issue is that this analysis
is done under the assumption that the aircraft moves in the direction of
its nose. This is not the case in general: the presence of wind makes the
aircraft y at so-called slip-angles. We unfortunately do not have any
information of the wind conditions during the measurements available.
We shall therefore take a maximum angle error considerably larger than
the errors expected from the angle estimation procedure | we assume
that the errors on aspect angles do not exceed 5 degrees for the legs we
consider, as is indicated by the results in Chapters 7 and 8.

As the aircraft ies level for each of the legs and does not perform
any manoeuvring we do not expect large errors in aspect elevation. A
maximum error of 5 degrees in aspect elevation is therefore a conserva-
tive estimate.

We thus assume that the bias for a particular leg will not exceed
5 degrees for both � and �. For simplicity, we will assume a uniform
distribution in this cone arount the estimated aspect angle. If (�; �)
and (h�i; h�i) are the true and the estimated aspect angles, respectively,
we thus assume the following probability density function for a single
range pro�le.

p(�; �) =

(
1

25�
if (�� h�i)2 + (� � h�i)2 � 25 deg2

0 elsewhere
(4.1)
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4.4.4 Data set II

Data set II is used for a comparison between measurements of three legs
of the Boeing 737-500, (code B73S), and synthetic data. These legs,
measured from three di�erent individual aircraft seen at near nose-on,
broadside and tail-on are numbered 1, 2 and 3, respectively.

Figure 4.2 shows the aspect angles of the three legs.
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Figure 4.2: Aspect angles of measured range pro�les from B73S used in
comparison (Data set II).
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4.4.5 Data set III

The third data set, Table 4.1, contains eight legs from �ve di�erent
aircraft, measured at approximately broadside aspect angles and num-
bered 1; 2; : : : ; 8. On this set classi�cation experiments will be per-
formed: it shall be taken as a test set while synthetic data are employed
for training.

Leg Code Name � �

1 B73S Boeing 737-300/500 series 93.3 8.7
2 B73S \ 94.2 4.5
3 B73S \ 93.5 6.2
4 B74F Boeing 747-400 89.6 4.0
5 EA31 Airbus Industry, A310 90.8 5.6
6 FK10 Fokker 100 92.9 2.1
7 MD80 McDonnell-Douglas, MD-80/81/82/83/87/88 93.8 5.9
8 MD80 \ 94.0 10.6

Table 4.1: Data set III: eight sequences collected by FELSTAR. The
second-last and last column are the average aspect azimuth and average
aspect elevation, respectively, computed from the radar tracking data.

Figure 4.3 shows the aspect angles of all the range pro�les from
Data set III, and a range pro�le from each of the legs.

Using equations 3.52 and 3.53 let us now compute ��RRM and
��RRM, the angles over which the aircraft can rotate without causing
di�erences in the range pro�les due to Rotational Range Migration.
Table 4.2 shows the results. Recall that these angles are lower lim-
its: for their computation, the aircraft length and the aircraft height,
stowed landing gear, are taken. These are the maximum dimensions of
the aircraft even though it is unlikely that radar scatterers are present
on the outermost parts of the aircraft.

From the table we �nd that the aspect angle changes associated
with Rotational Range Migration are minimally 0:35 and 1:3 degrees,
obviously corresponding to the largest aircraft, the Boeing 747. These
numbers are important for the choices of the aspect angles at which
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Figure 4.3: Left: estimated aspect angles of measured range pro�les.
Each cross represents a range pro�le. The numbers right from the air-
craft codes are the leg numbers. The �gure on the right hand side shows
for each leg the pro�le with the largest aspect azimuth (Data set III).

Code Length [m] Height [m] ��RMM [deg] ��RRM [deg]

B73S 31.0 11.3 0.79 2.2
B74F 70.7 19.3 0.35 1.3
EA31 46.7 15.8 0.53 1.6
FK10 35.5 8.5 0.69 2.9
MD80 45.5 7.7 0.54 3.2

Table 4.2: Aspect angle changes in azimuth and elevation that can be ex-
erted without the range pro�les being di�erent due to Rotational Range
Migration.
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the synthetic range pro�les will be calculated as they indicate at which
angular resolution they should be sampled.

4.5 RCS-predictions

An important characteristic of radar range pro�les is their strong de-
pendence on aspect angle. It implies that we need an extensive database
that contains pro�les viewed at a very large number of aspect angles
from all aircraft that we expect to see.

To this goal several trials, such as ORFEO, have been carried out
that have provided fairly large amounts of data. However, countless
more measurements should be carried out to give a full aspect angle
coverage for all desired aircraft.

A possible way out is to use Radar Cross Section (RCS) prediction
techniques. At TNO-FEL the numerical scheme RAPPORT is devel-
oped (Radar signature Analysis and Prediction by Physical Optics and
Ray Tracing). Devised originally for computing the total amount of
radar reection of the object, it can also provide an amplitude and
phase \measurement" of any aircraft model at any frequency and aspect
angle. Thus, it can mimic a coherent radar used for the measurement
of radar range pro�les and 2D-ISAR images.

RAPPORT requires a geometrical description of the aircraft, in
which the surface of the aircraft is approximated as a collection of
facets. Such a description can, for example, be a Computer Aided
Design (CAD) model of the aircraft, see for example Figure 4.4.

Figure 4.4: CAD-model of Fokker 100. (Model made by Viewpoint
Datalabs Intl, Orem, Utah, USA.)

Given an accurate geometrical characterisation of the aircraft, good
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knowledge of the scatter processes and su�cient computer power, a
range pro�le database can be constructed at an arbitrarily dense cov-
erage of aspect angle.

4.5.1 High-frequency RCS-predictions codes

RCS-prediction techniques are based on the following two principles.

� When an electromagnetic wave hits the surface of a perfectly con-
ducting, in�nitely large surface, it is reected according to Snell's
principle: the angle of incidence is the angle of reection.

� When an electromagnetic wave hits the surface of a perfectly con-
ducting surface of �nite size, we must take into account the spatial
radiation pattern caused by the induced surface currents. A frac-
tion of the energy is still reected according to Snell's law, but the
rest is scattered to other directions [67]. The larger the surface,
the more energy will be scattered following Snell's law.

In the radar community the way to deal with the �rst, specular, type
of reection is called the ray tracing approximation (Figure 4.5, right
hand side, �rst reection). The approach to computationally handle
the second, di�use, type of process is referred to as the Physical Optics
(PO) approximation (Figure 4.5, left hand side). Looking with a radar
at a certain object, ray tracing is used to determine which part of the
object is visible to the radar. This gives the incident �eld on each of
the individual at surfaces, also called facets. The reection on the
facets is computed by PO and all the individual contributions towards
the radar are summed. This is the procedure for a single reection.

In order to �nd the reected energy that will again hit the object,
for each of the facets it should be computed in which directions the
energy of the full spatial radiation pattern is scattered. Obviously, it
requires a tremendous computational e�ort to compute in this way the
result of two or even more reections. It has been shown, however
[45, 46, 79] that in the high frequency approximation (where the object
or parts of the object are larger than typically �ve wavelengths) it is
su�ciently accurate to use the PO approximation only for the compu-
tation of the reected energy towards the radar. The contribution of
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the energy to further reections can be done su�ciently accurate by ray
tracing alone. The assumption is that for object-to-object scattering
the di�use reection may be replaced by a specular reection. Addi-
tional reections are done until there are no reections left, or until the
number of reections exceeds a certain prede�ned limit.

The full procedure can be summarised as follows:

1. illuminate object from a certain direction;

2. �nd illuminated patches with ray tracing;

3. for each illuminated patch

(a) compute returned energy in direction of radar with PO;

(b) compute direction of reected energy with ray tracing;

(c) Goto 1 if this ray hits another part of the object and if the
chosen maximum number of reections is not reached.

Incident field
field

Reflected

Incident field

field (2)
Reflected

Reflected
field (1)

PO Ray tracing+PO

Figure 4.5: Physical Optics approximation, left. The �gure on the right
hand side shows the contribution of RCS as a result of a double reec-
tion. The �eld bounces on the horizontal plane, gives a contribution to
RCS (as shown in the �gure on the left), but is also reected, according
to ray tracing, to constitute the incident �eld for the second reection.
Again with PO, now applied to the second reection, the contribution
to RCS is computed.

In most techniques the ray tracing implementation is based upon
(a variant of) the shooting and bouncing ray (SBR) technique [53]: a
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dense grid of rays is shot from the incident direction towards the target.
Rays are traced as they bounce around the target. At the exit point of
each ray, a ray tube integration is performed to sum up its contribution
to the total scattered �eld. A well-known example of a such a code is
XPATCH [3]. The SBR method has the disadvantage that a sampling
density of ten rays per wavelength has to be used to obtain accurate
results.

RAPPORT, the RCS-pediction program available for the research
in this thesis, is similar to most other high-frequency electromagnetic
scattering codes; see Brand [12] for a description. RAPPORT contains,
however, a fundamental advantage compared to most other codes that
lies in the ray tracing implementation: the illuminated area on the
object is reconstructed explicitly with a certain accuracy, using a non-
uniform or backward ray tracing algorithm. The backward ray towards
the radar from a particular facet is constructed to check whether this
facet is illuminated or blocked by another part of the object. Once the
area is known for a certain aspect angle and object, the RCS can be
calculated for any desired frequency. RAPPORT is computationally
more e�cient than SBR techniques as the ray density to obtain the
same accuracy is far less.

The number of multiple reections that has a signi�cant contri-
bution to the RCS is determined by taking an increasing number of
reections into account until the total RCS converges.

Note that several reective processes are not included in RAP-
PORT: no edge di�raction is included nor are dielectric materials taken
into account.

4.5.2 Geometrical models

The �ve models that are used in this thesis have been purchased at
Viewpoint Datalabs Intl., Orem, Utah, USA2. Figure 4.6 shows a ren-
dered representation of the �ve models at approximately broadside as-
pect angles. For each of these models the predictions are carried out
using RAPPORT.

The object description for each object compares very well with the

2See http://www.viewpoint.com
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10 m

17935 facets

6257 facets
8361 facets

5238 facets

8361 facets

BOEING 747-400 (B74F)

MCDONNELL-DOUGLAS 88 (MD80)

AIRBUS A310 (EA31)

FOKKER 100 (FK10)
BOEING 737-500 (B73S)

Figure 4.6: The �ve models available for RCS-predictions. Above each
model the name of the aircraft type is shown. Between brackets, the
code-name as used by secondary radar systems is given.
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real object with respect to the external dimensions. Observed excep-
tions are:

1. Engines

For all models the engines are closed near the front entrance.

Also, there are no arrangements, nor in the model nor in the RCS-
prediction code to produce contributions from the rotating parts
in the engine.

Note that this simpli�cation will not inuence results on range
pro�les computed at broadside aspect angles.

2. Number of facets

The number of at facets ranges from 5,238 for the Airbus to
17,935 for the Boeing 747. This demonstrates that the number of
facets for the Airbus is relatively low. From the previous �gure the
rougher surface of the Airbus can actually be observed. Clearly,
the predictions for the Airbus will therefore be less accurate than
for the other aircraft types.

3. Landing gear bay

The bulge (the part of the fuselage where the wings are attached
and that contains the landing gear bay) of the Boeing 737-500
model is rather `boxy'. It should in reality, however, have quite
smooth edges.

In Chapter 7, we use this model to compare the measured range
pro�les with the predictions. It shows that the comparison was
very good on broadside aspect angles | apparently for the pre-
dictions this model imperfection is not crucial.

Note that for recognition on radar images of civil aircraft it is not
sensible to model details that di�er from aircraft to aircraft from the
same type. Such e�orts will not pay o�, as the model has to be useful
for a class of aircraft, not a particular example.

Incidentally, for �ghter aircraft the requirements could however be
di�erent | radar images may look quite di�erent for various con�gura-
tions of the same aircraft. The con�guration itself (weapons, external
fuel tanks) could also be of interest for a threat evaluation.
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4.5.3 Data set IV

We used RAPPORT for the prediction at exactly the same 324 fre-
quencies as at which the ORFEO measurements in were performed.

For our experiments we compute pro�les of the model of the Boeing
737-500 at each of the estimated aspect angles from Data set II (Figure
4.2). We thus mimicked the measurement of a stepped frequency wave-
form. The predicted radar data were processed in the same way as the
real data, i.e. Hamming weighting, zero-padding, Fourier Transforming
and taking the absolute values. We thus produced 150 synthetic range
pro�les. These will be used for a comparison between measurements
and predictions.

To enable a further correlation experiment on leg 2 of this data
set, we computed range pro�les on a grid around the estimated aspect
angles. As discussed earlier, we settle for a sampling in order to avoid
Rotational Range Migration. We chose steps of 0.6 degrees in aspect
azimuth and steps of 2.5 degrees in aspect elevation. See Figure 4.7.
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Figure 4.7: Grid at which additional range pro�les were computed (dots)
around the aspect angles of leg 2 (solid).
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As an illustration of the nature of the data, we display in Figure
4.8 an image of a stack of computed range pro�les viewing the Boeing
737-500 model at aspect azimuths of 0�; 1�; : : : ; 180�, aspect elevation
zero. It demonstrates the displacement of scatterers in the pro�les as
a function of aspect azimuth. E.g., the line that starts in the lower left
corner is the aircraft nose. Until this scatterer becomes shadowed (at
about 90�) it describes a cos(�) path.
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Figure 4.8: Stack of computed range pro�les from the Boeing 737-500
model for steps in aspect azimuth of 1�, zero elevation. The lowest
amplitude is white, the largest black. The radar is situated on the left
hand side.

4.5.4 Data set V

For classi�cation experiments we compute range pro�les at a grid of
aspect angles around the eight collected legs of the �ve di�erent air-
craft. The maximum number of reections chosen in RAPPORT for
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the calculation on these aircraft was three. For the Airbus, however,
we needed to add another reection before convergence was reached.

For the choice of a grid it is preferable to obey the limits given by
the Rotational Range Migration, given in Table 4.2. We would thus
like to produce a few range pro�les per 0.35 degrees in azimuth and a
few per 1.3 degrees in elevation. Given the number of computations for
RCS-predictions and the number of classi�cation experiments we want
to perform, we have however settled for a lower sampling rate to limit
the computational load: in the order of one RRM-sector in azimuth
(0.4 degrees) and in the order of two RRM-sectors in elevation (2.5
degrees).

Even though the values for ��RRM and ��RRM are lower estimates
for the largest aircraft, it is possible that the classi�cation results
(Chapter 8) can improve at the cost of an increased computational load
if the sampling is more dense. Figure 4.9 displays a number of PRPs of
the Boeing 747-400, by far the largest aircraft in the data base. It shows
that for a constant aspect elevation (�gure at the left hand side), the
pro�les appear quite similar, showing that undersampling is not very
important. For a sequence of range pro�les at a constant aspect az-
imuth of 92 degrees, the pro�les show much more variation, indicating
that a more dense sampling in aspect elevation for this large aircraft
is probably worthwhile. Additionally, shadowing e�ects can play an
important role at aspect elevations near zero.

As we have assumed that the errors in both � and � are smaller
than �ve degrees, we do not have to compute predictions outside �ve
degrees from any MRP. We have however further limited the number of
computations by omitting the predictions at aspect elevations smaller
than zero and larger than 12.5 degrees | it is unlikely that an aircraft
has an aspect elevation outside these limits, as all legs are, in a good
approximation, without curves. Concludingly, we have produced 215
range pro�les per aircraft.

Figure 4.10 shows the aspect angles of each of the predictions that
were computed.
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Figure 4.9: Examples of predicted range pro�les from the model of the
Boeing 747-400. Left hand side: constant elevation, right hand side:
constant azimuth.
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Figure 4.10: Aspect angles of predicted range pro�les for Data set V,
each dot represents a range pro�le. For completeness, also the measured
legs are drawn.

4.6 Summary

In this chapter we have prepared the data that will be used in the clas-
si�cation and comparison experiments in the next four chapters. Table
4.3 provides an overview. We have elaborated on the criteria for data
selection and have chosen to run our classi�ers on fully independent
training and test sets at the cost of a low number of classes. Subse-
quently, the background, the size and properties of the pro�le sets that
contain measured data were described. Then, we reviewed the approach
to produce synthetic range pro�les through computational electromag-
netics and aircraft models. We have sought to pragmatically limit the
number of pro�les using the information on the error in aspect angle
and the knowledge on variability of range pro�les through aspect angle
variations.
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set source nature purpose # classes # legs # pro�les
I S-band radar measured Classi�cation 4 11 696
II FELSTAR measured Comparison 1 3 150
III FELSTAR measured Classi�cation 5 8 400
IV RAPPORT synthetic Comparison 1 3 1086
V RAPPORT synthetic Classi�cation 5 8 1075

Table 4.3: Overview of the �ve data sets.
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5.1 Introduction

1The classi�er forms the heart of an aircraft recognition system. It
assigns a pro�le of unknown origin to an aircraft type in the database.
Possibly, when the classi�er is allowed to do so, also the declaration
\not in data base" may be produced.

The �eld of pattern recognition, that hopefully provides a solution
for our pro�le classi�cation problem, covers a very wide research area.
Although numerous techniques are available, they are based on a rel-
atively small number of di�erent concepts. Several properties of range
pro�les (e.g. , their variability and the shift-invariance they require) do
not allow us to apply most of the pattern recognition techniques to our
classi�cation problem in a straightforward way | if applicable at all.
This forced us to narrow down the number of techniques considerably
culminating in the choice for methods that work only on similarities be-
tween range pro�les. Two of them are based on the Nearest Neighbour
rule, the other two are implementations of a Radial Basis Functions
network.

We pay substantial attention to the comparison of classi�ers. Clear-
ly, an important criterion is the error on an independent test set. In
view of future applications we believe that it is important to include
the computational burden in the comparison as well.

The organisation of this chapter is as follows: the next section
presents a general introduction on pattern recognition and relates that
to the application of radar range pro�les. Section 5.3 describes the used
distance metric and the four classi�cation techniques. Then, Section
5.4 establishes the approach to compare classi�cation techniques. Sec-
tion 5.5 shows the results. Discussion of the outcomes are covered by
Sections 5.6 and 5.7, respectively.

1Parts of this chapter were published in [39, 36].
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5.2 Pattern recognition view on radar

range pro�les

In the next subsection we start with a compact overview of the �eld of
pattern recognition (PR) using the excellent book by Duda and Hart
[22] as the main (in a few instances literal) source. We will then proceed
with looking at radar range pro�les from a PR point of view.

5.2.1 A bird's-eye view of pattern recognition

The commonly used, abstracted model for a PR system consists of three
basic elements, a sensor, a feature extractor and a classi�er. The sensor
measures or "sees" the object and converts it to a form suitable for
machine processing. The feature extractor selects relevant information
from the sensor data. The classi�er uses this information to assign the
object to one of a number of categories.

Sensors could be a camera, a bar-code reader or a radar. The fea-
ture extractor reduces the data (an image, a binary pattern or a radar
signature) by measuring properties that distinguish objects from di�er-
ent categories. The collection of such properties is stored in a feature
vector2. Finally, the classi�er partitions the feature space (in which the
feature vectors are de�ned) into regions, each of which is assigned to a
category. In the ideal case, this partioning could be done such that the
regions do not overlap, and that none of the decisions is ever wrong.
Generally, however, the best thing one can do is to choose the regions
such that the average error is minimised, or, if one type of error is more
costly than the other, to minimise the average cost.

The most fundamental approach to PR is through the Bayes de-
cision theory. Application of this approach requires that the problem
is fully posed in probabilistic terms. In its simplest form, where all
classes have an equal a priori probability of occurrence, it proclaims
that the unknown feature vector is assigned to that class that has, of
all classes that are present, the highest probability to produce it. It
can be rigourously shown that this assignment gives the lowest average

2For some applications it is bene�cial to discard the feature selection and classify
the raw samples directly, this is called featureless classi�cation.



80 CHAPTER 5. CLASSIFICATION OF RANGE PROFILES

error probability possible. In a more general treatment, a priori prob-
abilities and cost functions can be introduced. In the latter case the
cost is minimised instead of the average error.

The requirement of availability of the full probabilistic knowledge
on the problem is a very restrictive one. Only in very idealised cases
such will be the situation. In the best case, we would have some vague,
general knowledge about the probability density functions (PDFs) of
the classes, together with a collection of samples from each class, the
training samples. The problem is then to �nd a way to �nd the PDFs
using this information.

The PDFs can be estimated in two di�erent ways. Firstly, a func-
tional form can be assumed with several parameters left to be esti-
mated. The availability of the training samples allows us to �nd these
estimates. This can be performed using the maximum likelihood ap-
proach, where the parameters are chosen such that the likelihood to
produce the training samples is maximised. For example, if we assume
that the samples are distributed normally with unknown mean, the
maximum likelihood estimate of the mean can be found to be simply
the arithmetic average of the samples. After we have found the param-
eters, and thus the PDFs, we can proceed with classi�cation using the
Bayes decision theory.

This �rst approach assumes that the PDFs are known or, at least,
the functional forms of the PDFs are available. In many cases such
assumptions are suspect as the functional forms rarely �t the densities
actually encountered. So, a second way to �nd the PDFs is to fully
estimate them from the training samples using a density estimator like,
e.g. , Parzen windows. If we have con�dence that this is done su�-
ciently accurate, the found PDFs can be inserted into a Bayes decision
process.

A conceptually di�erent idea is to forget about PDFs and Bayes
decision theory, and use the training samples straight away for the clas-
si�cation of unknown samples. This can be done by using the nearest
neighbour method that assigns an unknown sample to the class of the
nearest sample in the training set. This method is sub-optimal; it will
lead to an error generally greater than the Bayes error. However, with
an unlimited number of samples, the error rate is never worse than twice
the Bayes rate. This property, a simple technique with often reasonable
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performance without foreknowledge, makes the nearest neighbour rule
a very attractive method in itself but above all a convenient baseline
for other methods.

Another avenue to avoid estimating the PDFs is the use of dis-
criminant functions. This approach requires no assumptions about the
PDFs, but instead of the functions that separate the classes. The pa-
rameters of these decision boundaries are estimated from the training
samples. A famous example is the Fisher Linear Discriminant [25],
where the parameters of a linear boundary between two classes are
estimated from the training samples.

Essentially the same approach is followed in the use of neural net-
works for PR; the decision boundaries are however formed implicitly
with a minimum of foreknowledge and can have (when the network is
large enough) any shape. A neural network is basically a non-linear
mapping from an input space (of arbitrary dimension) to an output
space (of the same or lower dimension). It can be proven, given a
su�ciently large network, that any non-linear continuous input-output
relation can be constructed [47].

The mapping is found by examples from the input-output relation.
Usually, these are o�ered repeatedly to the network | using a certain
learning rule the (often huge amount of) parameters contained in the
network hopefully converge.

The resulting network should be able not only to reproduce the
input-output relation (to a degree depending on the noise on the sam-
ples and the application), but is also required to produce sensible out-
puts when a new input is o�ered: it should be able to generalise.

For PR these properties are bene�cial. The network can be trained
on the input-output relation that exists between feature vectors (input)
and class labels (output). When a new feature vector is presented to
the input, the network produces an output that is hopefully nearest to
(the vector that corresponds to) the correct class label.

Numerous architectures of neural networks can be designed (see
e.g. [40]) such as a feed-forward network (information ows in one direc-
tion through the network only) a recurrent network (contains a feedback
loop) or a Radial Basis Function network (inputs are distances between
samples).

After this general introduction on PR let us now explore the appli-
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cation to range pro�les.

5.2.2 Application on range pro�les

Probably the �rst question a researcher asks himself when he considers
the problem of range pro�le classi�cation is: "Can I use a Bayesian clas-
si�er?" As mentioned before, if the statistical properties of the problem
are known, this approach is optimal in the sense that it gives the low-
est classi�cation error. The second one might be on feature extraction:
"How can I lower the dimensionality of the pro�les without removing
information that is discriminating between target types?". After all,
classi�cation problems become easier to deal with when the dimension-
ality of the features is low. Thirdly the issue "How can I classify these
features?" could be raised. Finally, maybe he also considers featureless
classi�cation: "Can I do without feature selection and classify a pro�le
as a whole?".

We will use this collection of issues as a guideline for a journey
through the relevant range pro�le classi�cation literature, ending with
a justi�cation of the approach we shall pursue and an account of the
open-literature additions they represent.

Bayes decision theory
The way to attack the range pro�le classi�cation problem with this tech-
nique is to use the aspect angles that correspond to the range pro�les
to assign each of the pro�les to a Rotational Range Migration (RRM)-
sector (recall that this is the angle interval in which no variability due to
the migration of scatterers from one range cell to the other is expected,
see page 48). Then the variations of the pro�les due to speckle may
be modelled by estimating the probability density functions (PDFs) of
the range pro�le elements. Once these PDFs are available, a Bayes
classi�er could be used. Under special circumstances, the range pro�le
elements have an exponential distribution. For this to be true, a range
resolution cell should contain a large number of independent scatterers
so that the central limit theorem holds. Then the resulting distribu-
tions of both the real and imaginary parts of the complex-valued sum of
scatter contributions are normal. Hence the energy has an exponential
distribution and a maximum likelihood approach can be used to �nd
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its parameter. (Note that we have touched upon the statistics of range
pro�le elements earlier, in Chapter 3, page 46.)

However, a cell hardly ever contains three or more scatterers and
they are not independent as they are situated on a rigid body. For this
general case, we do not have a model for the distribution. It means
that we cannot estimate the PDFs parametrically, but we have to fully
estimate the PDF.

In practice, such is not feasible either because accurate estimates of
the aspect angles would have to be available to assign pro�les to a cer-
tain RRM-sector. Unfortunately, the error in aspect angle is generally
much larger than the size of an RRM-sector. Even if the aspect angle
estimate would be accurate, only a limited number of range pro�les
per RRM-sector are present which makes the estimate of the PDFs a
precarious procedure. Even though a few authors present some initiat-
ing work on Bayes-classi�cation [24, 64], the problems we envisage in
�nding the PDFs make it impossible to follow this route.

Feature extraction and their classi�cation
Feature extraction is about selecting (or computing) low-dimensional
characteristics from samples that are maximally discriminative between
di�erent classes. This is done to make the problem more easy to deal
with: less computation time and storage capacity is needed. Also,
however, it is known that with a constant amount of training samples,
the classi�cation performance detoriates when the number of features
increases: this e�ect is known as the "curse of dimensionality".

An important parameter in feature extraction is the intrinsic di-
mension: essentially it is the dimension of the subspace in which all
variability occurs. The intrinsic dimension of Ku-band range pro�les
(radar frequency � 18 GHz) was estimated using the Karhunen-Lo�eve
technique, also known as principal component analysis by Leushacke
[50]. He �nds a value of 10; : : : ; 30

Spectral components of range pro�les can be used as features. This
has been described, in several variants, by Garber et al [27], DeWitt
[21] and Kouba [48]. Classi�cation of the feature vectors is carried out
by a nearest neighbour rule, a Hidden Markov Model and a recurrent
neural network, respectively. The latter two also have the interesting
ability to process legs of range pro�les.
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Another feature extraction technique uses wavelets. Range pro-
�les are represented at di�erent resolution levels and the classi�cation
is done hierarchically: progressing from gross characteristics to �ner
details, more candidate classes to match an unknown pro�le are elimi-
nated until one class remains. Such an approach was reported by Baras
and Wolk on range pro�les from ships [7].

Zyweck and Bogner [80] use data of two di�erent aircraft, align
the range pro�les by a correlation technique and �nd the optimal one-
dimensional subspace using a Fisher linear discriminant [25].

Close inspection of the highly variable range pro�le data did not
give us hope for the selection of robust, discriminative features based
on a priori knowledge. The problems we expect using feature selection
is to ful�l the required shift invariance and to select su�ciently stable
features despite the aspect angle dependency. This view was supported
by a lack of literature on feature extraction on aircraft radar range
pro�les. It made us decide to investigate in this dissertation approaches
other than those based on feature extraction.

It is interesting to see, therefore, that the feature extraction in the
given references where aircraft range pro�les are concerned, apart from
the last one, is done on either scale-model measurements or computer
simulations: in such cases shift-invariance is not required as the position
of the aircraft in the pro�le is known exactly. This, however, does not
mean that we fully abandon the extraction and classi�cation of pro�le
features for future investigation.

Featureless classi�cation
It is attractive to bypass feature extraction and avoid the "curse of di-
mensionality" by classifying the pro�les based on a similarity measure.
A nearest neighbour classi�er or a Radial Basis Function network are
then a few of the options to assign samples to one of the categories.
In featureless classi�cation the class declarations are made on distances
between samples only. Recently, this �eld has received renewed interest
through the use of so-called support vectors [18, 76, 23].

A suitable distance metric is easily found: Novak [58] uses a metric
that is shift invariant. We will call it the Sliding Euclidean Distance.
The classi�cation is done with a simple nearest neighbour rule. Simi-
larly, Li et al [51] use the matching score to classify computed range
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pro�les | this measure is the maximum value of the correlation func-
tion between two range pro�les.

Another solution to accomplish shift invariance is the use of corre-
lation �lters, presented by Hudson and Psaltis [41]. This paper shows
results on a large number of range pro�les from in-ight aircraft. As
mentioned in the previous chapter, the use of the data is slightly inces-
tuous: data from the same legs are used for input and testing probably
giving a too optimistic estimate of the classi�cation rate. The results
are that foreknowledge of aspect angle makes the error rate drop from
43% to 21 % (bins of 20�). Using a majority vote on a sequence of eight
pro�les, made the average classi�cation error drop to 16%. A majority
vote on 48 pro�les gave a perfect score.

Our approach and contributions
Because of the robustness and ease of computation of a distance metric,
we have chosen to discard feature extraction and to classify the range
pro�les using featureless techniques. Instead of �nding proper features,
we now have come up with an appropriate similarity measure: much
care is taken to �nd one. The manipulation of the distances to arrive
at a class declaration is done in four di�erent ways: two statistical and
two neural procedures. One of the methods we shall employ is a nearest
neighbour technique; additionally we shall apply a technique to reduce
the size of the training set.

The reason for choosing the nearest neighbour techniques for our
purpose is that it is the simplest classi�er that operates on similarities
between samples. Additionally, the achievements for large training set
sizes give an indication for the best possible (Bayesian) performance
which allows us to draw conclusions on the usefulness of range pro�les
for aircraft recognition.

Next to a nearest neighbour classi�er we decided to design a neural
classi�er to investigate whether the alleged generalisation properties
were also bene�cial for our classi�cation problem. A di�culty was
to make the network suitable for the pro�les, again to achieve shift-
invariance. A good solution was found by using Radial Basis Functions:
in the approach that is chosen most often, the only inputs are distances
between pairs of pro�les (see, e.g. , [40], pages 248-250 and references
therein). We can hence employ the distance metric that is also used
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for the nearest neighbour technique.
This chapter provides a comparison between these techniques, not

only on classi�cation error, but also on classi�cation e�ort. Also, an at-
tempt is made to assign the most appropriate classi�er to combinations
of four applications and two scenarios.

5.3 Range pro�le classi�cation techniques

5.3.1 Notation

As stated earlier, we assume we have available two sets of independently
measured range pro�les: the input set and the test set. A subset of the
input set is used for training, and is obviously called the training set.
We have the latter subset to study the trade-o�s between classi�er size,
accuracy and e�ort | these are found by varying the size of this set.

The pro�les in the input, training, and test set are randomly or-
dered and are named ri; i = 1; : : : ; Ninput, pi; i = 1; : : : ; Ntrain and
qi; i = 1; : : : ; Ntest respectively (see Figure 5.1). Boldface symbols de-
note vectors; where we use xi for a generic range pro�le, it can be
substituted by either ri, pi or qi.

input
profiles training

profiles

r
p

test
profiles

q

i

i

i

Figure 5.1: Two given sets of range pro�les. The input set and the test
set. A subset of the input set is used for training a classi�er.

The pro�le elements of xi are xi(1); : : : ; xi(d) | all pro�les can thus
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be viewed as vectors in an d-dimensional space. For each ri the class
C(ri) is known. C can take the values 1; 2; 3; : : : ; NC only, where NC

is the total number of classes.
A classi�er is fully determined by

1. the classi�cation technique and

2. the training set.

Note that in item 2, not only the contents, but also the order of the
pro�les in the training set will (marginally, if well-trained on su�cient
data) inuence the classi�er3.

Suppose we construct a classi�er with some classi�cation technique
X using the training set p1; : : : ;pNtrain

. Then we denote the result of
the classi�cation with Xof pro�le qi by CX;p

1
;:::;p

Ntrain

(qi).

The true classes C(qi) of the test pro�les are also known. This
enables us to assess the performance of a classi�er. Clearly, in an
operational stage a test set is not available.

5.3.2 Sliding Euclidean Distance

The absolute position of the aircraft response in the pro�le depends
on the target range. As we do not know this accurately enough to
place the scatterers on an objective position, we have to use shift-
invariant classi�cation techniques. They are all based on distances
between pro�les. If we apply a shift invariant distance metric, then
classi�cation will also be shift-invariant.

For two d-dimensional range pro�les x1 and x2 we de�ne the dis-
tance D as the minimum Euclidean distance over all shifts:

D(x1;x2) �

min
j=0;:::;d�1

vuut dX
i=1

[x1(i+ j)� x2(i)]2

3Strictly speaking, for some classi�ers other than the ones that will be considered
in this dissertation also the choice of a random seed may inuence the classi�er.
E.g., when training a feed-forward neural network, the training samples are fed in
random order to the network. If such a classi�er is well-trained on su�cient data,
however, the random seed should hardly inuence the performance.
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The shifts are cyclical (modulus d), that is x1(d+ j) � x1(j).
If d can be factorised in small prime numbers (preferably factors of

two), the use of a forward- and backward Fast Fourier Transform gives
a considerable decrease of the computational load to calculate D.

5.3.3 Compression and normalisation of pro�les

In Chapter 6 it will be shown that a compression or nonlinear scaling of
the pro�les with a power function is advantageous for the classi�cation
result. Here we have a chosen a �xed power of � = 1=4, in the next
chapter we will further investigate this, so-called, Box-Cox transforma-
tion.

We also normalise the pro�les to make the classi�cation independent
of the magnitudes of the range pro�le elements and thus insensitive to
absolute radar calibration.

If x is the original pro�le with elements x(1); : : : ; x(d), (which have
the dimension of energy) the elements of the resulting compressed and
normalised pro�le x0 are:

x0(i) =
x�(i)qPd
j=1 x

2�(j)
; for i = 1; : : : ; d (5.1)

For the remainder of this chapter we omit the prime \ 0 "- it is
tacitly assumed that the pro�les are compressed and normalised.

5.3.4 Nearest Neighbour Algorithm

The Nearest Neighbour (NN) classi�cation rule [22] assigns a test sam-
ple q to the class of its nearest neighbour in a set of training samples
whose classes are known. Formally stated, it decides that the class
CNN;p

1
;:::;pNtrain

(q) equals C(pn) if

D(pi; q) > D(pn; q); for i = 1; : : : ; Ntrain; i 6= n (5.2)

A straightforward extension is to search for k > 1 nearest neighbours,
giving k class declarations. The class that is declared most often is
assigned to the pro�le from the test set. In Chapter 8 we will further
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extend the NN -rule by utilising the di�erence between the number
of votes of the most favourite class, and the number of votes of the
second-most favourite class. For now, however, we will use the single,
i.e. k = 1, nearest-neighbour rule.

5.3.5 Condensed Nearest Neighbour

A drawback of the nearest neighbour technique is the large compu-
tational e�ort necessary for the classi�cation. For each qi for which
classi�cation is desired, we have to compute all distances to the pro�les
in the training set. This is even more problematic in our application,
because the chosen distance measure is computationally expensive.

The technique we use to reduce the computational burden is based
on the notion that a pro�le in the training set that is far from the
decision boundary (the border between two classes) has, on average,
far less inuence on the outcome of the nearest neighbour classi�er
than a pro�le that is near the decision boundary. Therefore we might
as well remove this pro�le and save the computation time.

In this way, we can limit the number of distances that has to be
evaluated for a single classi�cation. As the largest part of the total com-
putation time for one classi�cation is used for calculating the distances,
it may thus bring down the total classi�cation time considerably.

Generally, removing pro�les also reduces the classi�cation accuracy.
This e�ect becomes stronger if the classi�cation problem has a higher
dimension. In case of the range pro�les used in this chapter (dimension
d = 128) the space is almost empty even if a fair amount of training
pro�les is available. In such a rare�ed space removing a pro�le seldomly
leaves the decision boundary intact.

We use the condensing algorithm given by Devijver and Kittler [20].
To arrive at the condensed subset of the training set, two complemen-
tary subsets of this set, named A and B, are de�ned. Place the �rst pro-
�le from the training set, p1, in A, the remaining pro�les, p2; : : : ;pNtrain

,
in B. The method proceeds as follows:

1. Use the nearest neighbour rule to classify the �rst pro�le in B
using only the pro�le(s) in A as the training set. If it is classi�ed
correctly with the nearest neighbour rule, leave it in B, otherwise,



90 CHAPTER 5. CLASSIFICATION OF RANGE PROFILES

place it in A. Repeat this operation for all pro�les that are left
in B.

2. If not a single pro�le has been transferred from B to A in step 1,
or if B is empty then terminate. Else return to step 1.

After termination, A contains a condensed subset, pcondi , i = 1; : : : ;
Ncond, of the training set. See also Figure 5.2.
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Figure 5.2: A subset from the training set is the condensed set.

The class of pro�le q determined by the condensed nearest neigh-
bour technique is denoted by CCNN;p

1
;:::;pNtrain

(q). It decides that the

class is C(pcondn ) if

D(pcondi ; q) > D(pcondn ; q); (5.3)

for i = 1; : : : ; Ncond; i 6= n.

5.3.6 Radial Basis Functions

Radial Basis Functions (RBF) provide a way to construct a function
that maps vectors from a high dimensional space onto a lower dimen-
sional space [13]. As, for our application, the only inputs for this
method are sample-to-sample distances, we can use the sliding Eu-
clidean distance D between two range pro�les to make the method
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suitable for our classi�cation purposes. The advantage of the RBF
implementations compared to a nearest neighbour technique is that it
generalises the training data providing a far more e�cient classi�er in
terms of memory usage and classi�cation speed.

The aim is to �nd a function S that maps the pro�les xi onto output
vectors that depend on the class of the pro�le only. They are chosen
as unit vectors in an NC-dimensional space where the position of the
non-zero element in the vector de�nes the class. That is, pro�les that
belong to class 1 are mapped onto output vector e1 = (1; 0; 0; : : : ; 0)T ,
pro�les that belong to class 2 are mapped onto output vector e2 =
(0; 1; 0; : : : ; 0)T , et cetera. In mathematical terms we write

eC(xi) � (�1;C(xi); �2;C(xi); : : : ; �NC ;C(xi)) (5.4)

where �i is the Kronecker delta function:

�ij =

(
1 if i = j
0 if i 6= j

(5.5)

Once we have found S using p1; : : : ;pNtrain
, we can classify a pro�le

qi from the test set by computing the output S(qi). We decide that
the class corresponding to the class vector with the smallest Euclidean
distance to this output is the class of qi.

The task is thus to �nd a function S of multidimensional mapping
from an d-dimensional input space to an NC-dimensional output space

S : Rd ! RNC (NC < d) (5.6)

that satis�es
S(pi) = eC(p

i
); for i = 1; : : : ; Ntrain (5.7)

In the commonly used Radial Basis Functions approach, S is re-
stricted to a weighted superposition of functions that depend only on
the distances D(xi; cj) of the pro�le xi to K �xed reference pro�les
cj. The latter pro�les are called the centres. Hence the classi�er does
not act on the pro�les directly but solely on the simularities between
pro�les. It thus allows us to exploit the robustness of featureless clas-
si�cation and, at the same time, to use neural techniques to adapt to
the data. Although it is possible to �nd optimal centres in a training
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stage [55, 60] or have the network con�gured using genetic algorithms
[10], we will always choose them as a subset of the training set as in
[13]. At this point we assume that the centres are known, the next two
subsections describe the used selection methods. We may thus write
for our training pro�les:

S(pi) = w0 +
KX
j=1

wj �(D(pi; cj)) (5.8)

The NC-dimensional column vectors wi are the free parameters | they
are used to adapt S to represent the pro�les. The functional form of
the kernel � is not crucial. A Gaussian kernel

�(D) = e�
D2

2 (5.9)

proves to have good approximation capabilities, although also other
functions could be chosen [17, 61]. Figure 5.3 shows the architecture of
an RBF network.

For computing the weights wi we combine equations 5.7 and 5.8
and �nd for each pro�le pi:

eC(p
i
) = w0 +

KX
j=1

wj �(D(pi; cj)) (5.10)

For N pro�les a set of linear equations results:

[eC(p
1
); : : : ; eC(p

N
)] = [w0;w1; : : : ;wK ] � (5.11)

Where � equals:

0
BBBB@

1 : : : 1
�(D(p1; c1)) �(D(pN ; c1))

...
...

�(D(p1; cK)) : : : �(D(pN ; cK))

1
CCCCA (5.12)

In matrix notation equation 5.11 becomes:

E = W� (5.13)
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Figure 5.3: Architecture of a four-class Radial Basis Function network.
At the input units (black dots at the bottom) the distances between an
unknown pro�le qi and K centres enter the network. After a nonlinear
transform, the distances and the bias are multiplied by a weight vector
W . The four outputs form the vector S(qi).
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From these equations we see that each extra centre introduces a row in
the matrix W . The number of degrees of freedom is K + 1 with K the
number of centres. The bias term gives the extra degree of freedom.

Now three cases can be distinguished:

N < K + 1 The linear system is underdetermined and no unique solu-
tion exists.

N = K + 1 All but one training pro�les are used as centres. An exact
solution can be found, and the equality sign of Equation 5.8 holds.
Powell [61] has shown that in all practical cases the matrix � is
non-singular.

N > K + 1 The set of equations is overdetermined and we have to solve
the system in a least squares sense [13]. The solution is

W = E�+ (5.14)

where �+ is the Moore-Penrose pseudo inverse [28]. This is the
case in practically all real-world applications.

The latter case shows an attractive property of the Radial Basis
Functions approach: although it is able to construct any nonlinear
decision boundary, the weights can be found by solving a set of linear
equations. The following two subsections deal with the selection of the
centres.

5.3.7 Radial Basis Functions with Random Centre

Selection

A good �rst choice for the centres is to select them randomly from the
training pro�les. One must be careful, however, about the number of
centres to choose. Each extra centre adds an extra degree of freedom to
�t the training pro�les. If we take too few centres, the approximation
will be too coarse. If we take too many centres (but less than N) also
the noise on the pro�les will be �tted (\over�tting"). In both cases,
the generalisation capabilities of the classi�er will be worse than with
an intermediate number of centres.
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To �nd the optimum number of centres we devised the following
algorithm. Use the �rst half of the training set, p1; : : : ;pNtrain=2

, as
design set and the remaining pro�les as evaluation set, see also Figure
5.4.
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Figure 5.4: Use of data in the Radial Basis Function approach. The
training set is divided into an evaluation set and a design set. The de-
sign pro�les are used to construct the function S, the evaluation pro�les
are used to �nd the optimum number of centres. A subset of the design
set is chosen as centre set.

Do the following for k = 1; : : : ; Ntrain=2� 1:

1. Use the pro�les p1; : : : ;pk as centres4. Compute the weights W
(eq. 5.14) and thus Sk with design set p1; : : : ;pNtrain=2

.

2. Compute the outputs Sk(pi) for all pro�les in the evaluation set
(i = Ntrain=2 + 1; : : : ; Ntrain). Calculate the Euclidean distance
between the resulting outputs and the class vectors corresponding
to the actual classes. Sum these distances over all pro�les in the
evaluation set to �nd the total evaluation error "k:

"k =
NtrainX

i=Ntrain=2+1

jjSk(pi)� eC(p
i
)jj (5.15)

4Recall that the pro�les in the training set are randomly ordered, (5.3.1, page
86). If we take the �rst k pro�les, we therefore have a random pro�le choice.
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It is instructive to compute the approximation error for the design
pro�les as well:

�k =
Ntrain=2X
i=1

jjSk(pi)� eC(p
i
)jj (5.16)

Although �l decreases monotonically as the number of centres in-
creases, the evaluation error will reach a minimum for a certain number
of centres such as shown in Figure 5.5.

The best number of centres is therefore at the K = l at which "l
reaches a minimum.

The classi�cation function CRR;p
1
;:::;p

Ntrain

(qi) denotes the classi�-

cation of pro�le qi using the Radial basis functions with Random centre
selection.

5.3.8 Radial Basis Functions with Gram-Schmidt

Centre Selection

To �nd the most e�cient centres from the design set a Gram-Schmidt
Orthonormalisation technique can be used. It is based on the observa-
tion that each potential centre de�nes a row in the matrix � (expression
5.12) and can thus be viewed as a regressor that spans the output space.
Now �nd the design pro�les that, if used as centres, span the output
space as e�cient as possible.

As in the Random Centre Selection, the method is to use the �rst
halve of the training set for designing the classi�er and the other part
for evaluation. Then we follow the technique devised by Chen et al [17]
(for details we refer to the article):

Start with a Radial Basis Function network without any
centres. At each step, add this speci�c pro�le to the centre
set that gives the best improvement of the least-squares
approximation (eq. 5.16). Stop when K = Ntrain=2�1. For
an e�cient search, use a Gram-Schmidt orthonormalisation
procedure.



5.3. CLASSIFICATION TECHNIQUES 97

poor
generalization 
caused by too 
few degrees of

freedom

poor
generalization

due to
overfitting

good
generalization

0

Error

evaluation
error

Number of centres

optimum

size
centre set

ε

design error
δ

k

k

k

N       /2-1train

Figure 5.5: As the number of centres increases the approximation func-
tion S is able to represent the design pro�les better. In the extreme
case, k = Ntrain=2 � 1, the representation error �k is zero. The true
classi�cation capability, however, is revealed by the error on an inde-
pendent evaluation set ("k).
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As in the random centre selection method, we also compute the
classi�cation error on the independent evaluation set and choose that
number of centres where the evaluation error is lowest.

The classi�cation function CRGS;p
1
;:::;pNtrain

(qi) denotes the classi�-

cation of pro�le qi using the Radial Basis Functions with Gram-Schmidt
centre selection.

5.4 Comparison of classi�ers

Often, classi�cation techniques are compared in terms of the number of
false classi�cations on a test set only. For most practical applications
three more properties determine the usefulness of a classi�er. Properties
of interest are:

a1 Classi�cation error [% of false classi�cations on independent test
set]

a2 Computational e�ort needed for one classi�cation [# oating point
operations]

a3 Computational e�ort needed for training the classi�er [# oating
point operations]

a4 Memory capacity required to store the trained classi�er [# of bytes].

In practice, for each classi�cation technique there will be a trade-o�
between these four properties depending on application and scenario.

For example, let us consider a classi�er that uses the nearest neigh-
bour technique (a3 � 0) and a small sized training set. Then the clas-
si�cation error, a1, will decrease if the training set increases. This also
implies that more distances have to be computed and it thus results in
larger values of a2 and a4.

To choose the proper classi�er we would like to have weight functions
wi that express the cost of the properties ai, so that the cost function

4X
i=1

!i(ai) (5.17)
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scenario crisis wartime
classi�er property correct class. fast class. correct class. fast class.
SHORAD + 0 0 +

appli- HIMAD + { 0 0
cation Fighter aircraft + 0 0 +

Surveillance + { 0 {

Table 5.1: Relative importance of classi�cation properties for appli-
cation and scenario in terms of minus signs (less importance), ze-
roes (moderate importance) and plus signs (high importance). Here
SHORAD means SHOrt Range Air Defense and HIMAD HIgh to
Medium Air Defense (e.g. HAWK, PATRIOT).

is minimised with respect to a1; : : : ; a4. Unfortunately, we do not have
these functions available, but we can make a few simplifying but real-
istic assumptions to tackle the problem. The �rst one is that the most
important parameters in most applications are a1 and a2. The time
needed for training (a3) is of much lesser importance, because it can
be done o�-line. The size of the trained classi�er is generally also less
signi�cant because memory storage is cheap and very compact. Besides
that, a4 is (almost) linearly related to a2 for the classi�cation techniques
we consider. Therefore we do not have to minimise a4 by itself.

We do not make a choice for !1 and !2 either, but construct and
test a large number of classi�ers that each produce a combination of a1
and a2. From these results the classi�ers that give the best combination
given application and scenario can be selected.

At this point, we also want to stress that not only the application
(e.g. surveillance or aircraft radar) is decisive for the classi�er choice,
but in a military context also the scenario (crisis or wartime). As an
illustration, Table 5.1 shows roughly the importance of correct classi-
�cation and fast classi�caton as a function of the application and the
scenario.

This table shows in qualitative terms that in times of crisis it is
more important to have a reliable answer then to have a quick answer.
In wartime it is of greatest important to have a fast answer (\quick on
the trigger").
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5.5 Results on real radar data

For testing the classi�cation techniques, we use Data Set I (Section 4.3).
The input set contains 357 pro�les, the independent test set contains
339 pro�les. The absolute aspect azimuths are within 20 degrees.

To investigate the properties of the classi�cation techniques, we
construct a large number of classi�ers using the four techniques as de-
scribed before and varying training sets as follows:

Carry out the following steps for Ntrain = 8; 24; 40; : : : ; 152:

1. Choose, randomly, Ntrain=4 pro�les per class from the input set
and use them as a training set.

2. Construct the classi�ers

CNN;p
1
;:::;p

Ntrain

: Nearest Neighbour

CCNN;p
1
;:::;p

Ntrain

: Condensed Nearest Neighbour

CRR;p
1
;:::;pNtrain

: Radial Basis Functions with

Random Centre Selection
CRGS;p

1
;:::;p

Ntrain

: Radial Basis Functions with

Gram-Schmidt Centre Selection

This gives, for each classi�er, a3 and a4.

3. Classify all pro�les in the test set using these classi�ers. Compute
the percentage of false classi�cations. This gives a1. Also keep
track of the number of oating point operations (ops) used for
classifying a single pro�le (a2).

4. Repeat steps 1-3 thirty times, and compute the averages and stan-
dard deviations of a1 to a4.

The results are shown in Figures 5.6 through 5.9. The length of the
error bars denotes the 75% con�dence level. That is, assumed that the
errors on the average are normally distributed it shows the interval in
which three quarters of the total number of realisations of the average
would fall.
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Figure 5.6: Average error percentage (a1) as a function of training set
size for the four classi�cation methods. The dots show the averages, the
length of the error bars represents the 75% con�dence levels. Note that
the error bars contain a slight o�-set with respect to the dots | this is
done for display reasons in order to avoid overlap of the bars from the
di�erent curves.
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Figure 5.7: For each of the four methods the average classi�cation e�ort
and its 75% con�dence levels for a single test pro�le (a2) as a function
of training set size. The error bars contain a slight o�-set with respect
to the dots | this is done for display reasons in order to avoid overlap
of the bars from the di�erent curves.
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Figure 5.8: Average and 75% con�dence levels of training e�ort for
classi�er (a3) as a function of training set size. The curve for the NN
is identical to zero. The error bars contain a slight o�-set with respect
to the dots | this is done for display reasons in order to avoid overlap
of the bars from the di�erent curves.
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Figure 5.9: Average and 75% con�dence levels of the size of the resulting
classi�er (a4) as a function of training set size for the four classi�cation
methods. The error bars contain a slight o�-set with respect to the dots
| this is done for display reasons in order to avoid overlap of the bars
from the di�erent curves.
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5.6 Discussion of results

1. Training e�ort

Figure 5.8 demonstrates that the e�orts for training the classi�ers
varies greatly for the di�erent classi�cation techniques. For the
nearest neighbour no training is necessary. A moderate e�ort is
required by the condensed nearest neighbour. Both RBF tech-
niques require a considerable training time. The advantage of the
RR technique compared to the RGS is that the computational
load for training is much smaller.

2. Classi�cation error

Figure 5.6 shows that a fairly good classi�cation rate can be
achieved with only a small number of pro�les per class in the
training set. E.g., the nearest neighbour technique needs only 40
input pro�les (on average one pro�le per class per two degrees) to
achieve an error less than 11%. It indicates that a rather crude
coverage of aspect angle (much larger than a coverage dictated
by the speckle limit) su�ces for reasonable classi�cation. Again,
however, one must be aware that the performance is favoured by
the small number of classes.

We observe that the NN error converges as the number of training
pro�les increases. Tentatively we conclude that the NN error has
its asymptotic error at approximately 8% from which it follows
that the optimum (Bayes) performance would achieve an error
between roughly 4% and 8%.

For small sizes of the training set, both RBF techniques have poor
classi�cation rates. This is because half of the training pro�les
has to be used for evaluation5. If more pro�les are added to the
training set, this e�ect becomes less important as the redundancy
of this set increases.

The condensed nearest neighbour has an approximately 6% higher
classi�cation error than the normal nearest neighbour for all sizes

5We could have considered to use only half of the training set for NN classi-
�cation. However, we judged it more fair in the comparison to provide to both
techniques the same amount of training data.
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of the training set. As discussed in Section 5.3.5, pro�les were
deleted in the condensing procedure that somehow contributed
to the decision boundaries.

Figure 5.6 also points out that, of all techniques we considered,
the nearest neighbour technique has the lowest classi�cation er-
ror. This is because all available data are used for classi�cation,
whereas the other techniques, in reducing the available data, also
remove non-redundant information.

3. Classi�cation e�ort and classi�er size

If we consider Figures 5.7 and 5.9, the classi�cation e�ort and
the size of the classi�er have similar forms, because they are both
related to the number of pro�les that are present in the resulting
classi�er. In the nearest neighbour case, all pro�les are used in the
classi�er | the CNN classi�ers use the condensed pro�les only.
Both the classi�cation e�ort and the classi�er size are exactly
linearly related to the number of pro�les in the training set (NN)
or the number of condensed pro�les (CNN).

The selected pro�les in the RBF techniques are the centres. The
major part of the computation arises from the pro�le-to-pro�le
distance evaluations. A small number of extra ops is necessary
for the nonlinear transform � and the matrix multiplication. The
same applies to the classi�er size of the RBF techniques. Ad-
ditionally to the centres, a small number of connection weights
((KNC +NC)) has to be saved.

The two plots show that in the CNN-, RR- and the RGS classi�ers
only a very small number of training pro�les is left over from the
total number that was initially available for training. It means
that redundant or nearly redundant pro�les are removed from the
classi�ers at the cost of a reduced classi�cation performance.

4. Classi�cation e�ort vs classi�cation error

The key question now arises: is it worth losing classi�cation ac-
curacy for an increase in classi�cation speed? This question is
answered by a plot of a1 vs a2 (Figure 5.10). It demonstrates,
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for each classi�er, the trade-o�s between classi�cation e�ort and
classi�cation error.
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Figure 5.10: Classi�cation rate (a1) vs Test e�ort (a2) (zoomed). The
ellipses denote the 75% con�dence level in both directions.

From this �gure one can decide which classi�er is most appropri-
ate for a particular classi�cation purpose. The simple approach is
to choose a desired classi�cation error on the vertical axis, move
horizontally until the �rst curve in the plot is reached. This clas-
si�er should be used as it is the most rapid one. For example, if
one desires a classi�cation between approximately 9% and 14%
an RGS classi�er is the best choice as it gives the quickest answer.
The required size of the training set can be found in Figures 5.6
or 5.7.

Conversely, Figure 5.10 can be utilised to �nd the best classi�er
given a desired classi�cation speed. E.g. if one is willing to carry
out 105 ops for one classi�cation, a CNN classi�er is the best
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scenario crisis wartime
SHORAD RGS medium train set CNN small train set

appli- HIMAD RGS large train set CNN small train set
cation Fighter aircraft RGS medium train set CNN small train set

Surveillance RGS large train set CNN medium train set

Table 5.2: Best classi�cation technique for given scenario and applica-
tion

choice, because it has the minimum error of approximately 16%.

Still, if one desires the minimum classi�cation error possible, a
nearest neighbour is appropriate, but it will take a relatively long
time to produce an answer.

To return to the previously raised question: unless one desires
the minimum possible classi�cation error, using either the CNN
or the RGS classi�cation technique has the preference compared
to a nearest neighbour rule.

Revisiting Table 5.1 we may insert, using Figure 5.10, the most
appropriate classi�cation techniques; see Table 5.2.

We want to stress that �lling in this table is merely a demonstra-
tion of the method of classi�er selection | for a decisive answer
on which techniques to use, larger scaled experiments have to be
carried out.

5.7 Summary

In this chapter we have described classi�cation tests on range pro�les
with four di�erent techniques. Although the results were favoured by
a small number of classes, it is very encouraging that a reliable classi�-
cation is found on strictly independent training and test sets and over
a large aspect angle range.

A simple nearest neighbour rule achieves the lowest classi�cation
error. This result, however, can only be achieved if enough time is
available to wait for the answer. Other techniques, such as the Radial
Basis Function classi�er may have a poorer performance in terms of
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classi�cation error, but produce a faster decision. In short, the Near-
est Neighbour technique was shown to be most accurate, whereas the
neural methods operate most e�ciently.
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6.1 Introduction

1 2When the statistics of a classi�cation problem are fully known, using
a Bayesian technique gives the optimal performance. Often, though,
such knowledge is not available nor deducible: the options are then to
still use a Bayesian classi�er or perhaps another pattern recognition
technique but now assume certain statistical properties. E.g., a nearest
mean classi�er and a linear discriminant function both work optimally
with normality: this special statistical condition requires that samples
from all classes are normally distributed with equal variances for each
class in each dimension.

Even though it may be known that the problem does not fully agree
with the assumptions, the hope is that the classi�er is robust enough
to still provide adequate results. If the results are not considered ad-
equate, the common option is to adapt the technique such that its
assumptions are more close to the anticipated statistics of the problem.
Another important possibility, however, is to keep using the same, per-
haps elementary, technique but now adapt the statistical properties of
the samples. This can be done by a transformation. Such a transfor-
mation is the subject of this chapter. The statistical condition that we
desire is normality, the techniques we consider assume normality or, at
least, pro�t from it. The transformation we propose is called the Box-
Cox transformation. Several classi�cation techniques will be used, but
we shall take the nearest neighbour (NN) rule as the leading technique
in three case studies to demonstrate the classi�cation improvement as
a result of this transformation.

The reason to use the NN rule is that it is the simplest method that
can be applied for range pro�le classi�cation: we want to demonstrate
the potential of the transformation using a straightforward technique
without the risk of obscuring its usefulness by choosing a more complex
classi�cation method. Also, the literature provides a wealth of reports
on this technique, both theoretical and practical, including investiga-
tions that consider improved versions | one of them we shall use in a
comparison. Finally, an attractive property is that for a large number

1This research was initiated by an observation of F. Dommermuth of classi�ca-
tion improvement on radar range pro�les.

2Most of this chapter has been published in [38], a smaller part in [37].
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of samples, we know from theoretical grounds that the error does not
exceed twice the error found with a Bayes classi�er.

The organisation of this chapter is as follows. The next section
will provide some theoretical background on the nearest neighbour rule
and the inuence of the chosen metric. Section 6.3 briey reviews the
metric devised by Short and Fukunaga as it will be used in a com-
parative study. In the subsequent section the Box-Cox transformation
and the associated metric are discussed. Then we will demonstrate the
improvement of classi�cation rate using this Box-Cox metric instead of
an Euclidean metric or instead of the Short and Fukunaga metric in
the �rst case study: two multivariate exponential PDFs with unequal
covariance matrices. In this experiment we also show the results of a
Bayesian classi�er assuming normal distributions. In Section 6.6 the
method is applied to the well-known IRIS set and in 6.7 a considerable
improvement in classi�cation is demonstrated if the Box-Cox metric
instead of the Euclidean metric is employed. A comparison with the
performance of a Radial Basis Function classi�er is presented where one
might expect that the adaptivity in the RBF approach would make it
less dependent on the metric. This chapter is concluded by a summary.

6.2 The Nearest Neighbour classi�cation

rule

The previous chapter has already introduced the Nearest Neighbour
(NN) classi�cation rule [22]. It assigns an unclassi�ed sample to the
class of its nearest neighbour in a set of samples whose classes are
known.

The asymptotic convergence of the probability of error "NN for an
in�nite number of training samples was �rst studied by Cover and Hart
[19]. They showed that "NN is bounded by the lowest error possible,
the Bayes error "�, through: "� � "NN � 2"�(1 � "�), independent of
the chosen metric.

In the �nite sample case, the metric does a�ect the error rate |
it determines the convergence to "NN . Several researchers proposed
choices for an improved metric compared to an Euclidean metric for NN
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classi�cation. Short and Fukunaga [69] construct, for a two-class prob-
lem, the optimum local metric by minimising the di�erence between the
�nite sample NN error and the asymptotic NN error. In another ap-
proach by Fukunaga and Flick [26] a global metric is proposed. Finally,
Myles and Hand [56] devise and compare several generalisations of the
optimum local metric for the multi-class problem. The experiments in
these papers demonstrate that, by choosing an optimised metric, it is
indeed possible to reduce the classi�cation error without increasing the
number of samples.

Although it was not used as an assumption in the design of the
improved metrics, all simulations in the three papers were based on
samples drawn from normal probability density functions (PDFs) with
equal covariance matrices for all classes (homoscedasticity) and equal
variances in each dimension. As put forward in the introduction, we
will denote the occurrence of these three conditions simultaneously by
the term normality.

It is intuitively clear that, in the �nite sample case, also the NN
rule performance will improve if the class conditional PDFs tend to
normality. After all, in the NN rule with a Euclidean metric the decision
boundary is built up from piecewise linear discriminant functions.

However, in remote sensing applications, the normality conditions
are often violated as the samples (or the elements of multi-dimensional
samples) to be processed usually have the dimension of energy. As they
are exclusively positive-valued, a one-sided PDF results. This PDF,
e.g. an exponential distribution (typical for SAR imaging) or a Poisson
distribution (typical for CCD imaging) can be highly asymmetrical and
thus far from a normal distribution.

Additionally, it is often found that the variance of the samples (or
sample elements) increases with the mean value. E.g. in case of an
exponential distribution, the variance equals the mean. For multi-
dimensional samples this may cause large dissimilarities of the variances
in the sample elements.

In the remainder of this chapter we are concerned with the choice
for the metric in the case where the PDFs are far from normality which
is a situation that often occurs in real-world applications.
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6.3 The Short and Fukunaga metric

Short and Fukunaga [69] construct for the two-class case the optimum
local metric for NN classi�cation. It is derived from the minimisation
of the di�erence between the asymptotic and �nite NN error. They
arrive at the following metric (boldface symbols denote vectors):

d(x;y) = jV T (x� y)j (6.1)

where y is a training sample and V is the gradient of the a posteriori
probability that a test sample x belongs to class 1:

V = rP (1jx) (6.2)

V can be estimated by:

V̂ =
P (1jx)

c
(M̂ 1 � M̂ 0) (6.3)

where c is a positive constant and M̂ 1 and M̂ 0 are the local sample
class 1 mean and the local sample mixture mean, respectively. "Local"
is de�ned as the space within a hypersphere with radius RK, where RK

is the distance between x and its K'th nearest neighbour.
For the NN computation the magnitude of V̂ is irrelevant because

we only want to �nd the smallest distance, so the factor P (1jx)=c may
be omitted. For computer implementation, the following algorithm is
used to classify the sample x given training samples y1; : : : ;yn and a
choice for K, the number of neighbours.

1. Find the K nearest neighbours to x: yj1 ; : : : ;yjK .

2. Find which neighbours belong to class 1 and compute the average
over these neighbours to �nd M̂ 1. Average all neighbours to �nd
M̂ 0.

3. Compute j(M̂ 1 � M̂ 0)
T (x � yj1)j; : : : ; j(M̂ 1 � M̂ 0)

T (x � yjK)j
and choose the smallest. The class of this vector is assigned to x.

A clear drawback of this is method for our applications is that it
is designed for the two-class case only. Also, an averaging is required
which is not trivial for range pro�les where shift-invariance is desired.



116 CHAPTER 6. THE BOX-COX METRIC

Let us interpret this method geometrically. Consider the plane
through x perpendicular on the vector V̂ . In the Short-Fukunaga met-
ric we search for the training sample that is closest to this plane. The
class of this sample is assigned to x.

6.4 The Box-Cox transformation

In 1964 Box and Cox [11] proposed a parametric power transformation
in order to reduce departures from normality. This technique has been
extensively studied | a comprehensive review article has been written
by Sakia [68].

In many real-world applications it is highly recommended to apply
the Box-Cox transformation for a better approximation to normality if
the techniques to be applied assume normality or are known to pro�t
from normality. Loosely stated, in many applications it holds that the
success of the Box-Cox transformation is due to \the nature of things":
the larger the mean value, the larger the variance.

The Box-Cox transformation of x with parameter � is de�ned as:

x(�) =

(
(x� � 1)=� if 0 < � � 1
log x if � = 0

(6.4)

For vectors x this transformation is applied to each element separately
with the same �. Clearly, a re�nement could be made whereby dif-
ferent values of � are used depending on the statistics of particular
elements. For simplicity and for the reason that the elements in the
samples we consider are of the same nature so that we do not expect
large improvements, we have chosen not to increase the number of free
parameters.

The reason for choosing (x� � 1)=� instead of x� is to achieve con-
tinuity for � = 0. � is a tuning parameter between a linear (� = 1)
and a log-scale (� = 0). Many researchers present ways to estimate the
parameter �, e.g. Perrichi [59] and Carrol [14]. As these methods do
not provide the shift-invariance needed for range pro�les, we will not
attempt to estimate this parameter using their methods, but study the
e�ect of � experimentally. In the applications on the IRIS set and real
radar data the value of � can easily be found in a training stage.
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Equation 6.4 requires that all elements of the vector x are positive.
In our applications this will always be the case as the components of x
will have the dimension of energy or length. For generalisations of the
Box-Cox transformation for negative values we refer to Sakia [68].

One paper, by Beauchamp and Robson [8], deals with the con-
nection between classi�cation improvement and the Box-Cox transfor-
mation. Their starting point is the notion that a linear discriminant
function is optimal in case of normality [22]. They choose PDFs for x
such that the PDF of x(0) is closest to normality and demonstrate the
sharp improvement in classi�cation performance for � ! 0.

In view of the applications of the Box-Cox transformation in a near-
est neighbour rule the transformation may equivalently be viewed as
an adaptation of the Euclidean distance metric. If jj:jj is the Euclidean
metric, the Box-Cox metric is de�ned as:

d(x;y) = jjx(�) � y(�)jj (6.5)

Clearly, the Euclidean metric is found for � = 1. The attractivity of
this metric is evident: it is simple and robust and does not depend on
class nor the number of classes.

Another way to achieve one of the requirements for normality is to
normalise the samples by the variance within their class. The Box-Cox
metric, however, is much simpler as it operates on all samples without
class information. Additionally, division by variance does not reduce
possible asymmetries of the class conditional PDFs.

6.5 Case study 1: Two classes, multivari-

ate exponential PDFs

An exponential distribution often occurs as the PDF of energies. Con-
sider the measurement of a complex voltage

V = Vr + jVi (6.6)

and assume that both the real and imaginary voltages are random vari-
ables with normal distributions, zero mean and variance �2. Then it
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can be shown, see e.g. [74], that the energy

X = V 2
r + V 2

i (6.7)

has an exponential PDF given by

f(X) =

(
1
2�2

e�
X

2�2 if X � 0
0 elsewhere

(6.8)

Now suppose that a vector x, member of class i, is d-dimensional and
has for each of its elements an exponential PDF such as Equation 6.8.
If the elements are independent, the joint PDF is:

fi(x) =

8><
>:
Qd
j=1

1
2�2
ij

e
� Xj

2�2
ij if X1; : : : ; Xd � 0

0 elsewhere
(6.9)

where �ij is the variance of the class i distribution in the Xj direc-
tion. For a �rst experiment we will consider two distributions in two
dimensions. We choose:

�11 = 2; �12 = 2 (6.10)

�21 = 1; �22 = 5 (6.11)

Note that the covariance matrices for the two classes are unequal (het-
eroscedasticity) and that for the second PDF the variances in the two
dimensions di�er.

Consider a new sample q drawn from either of the two PDFs with
equal a priori probabilities. The experiment is to classify this sample
with a nearest neighbour rule. The asymptotic nearest neighbour error
"NN (one neighbour) and the optimum Bayes error "� are given by [22]:

"NN = 1� 1
2

R
X1>0;X2>0

f2
1
(x)+f2

2
(x)

f1(x)+f2(x)
dx = 0:219

"� =
R
X1>0;X2>0

min(f1(x); f2(x))dx = 0:162
(6.12)

The performance of the Euclidean and Box-Cox metrics on the NN
classi�cation in the �nite sample case was investigated in a simulation
experiment. For both metrics we used a single nearest neighbour (K =
1). Even though the core of this chapter is a comparison between
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metrics for reference a maximum likelihood classi�er is included in the
comparison [22]. We will refer to this technique as a Gaussian classi�er.
We shall assume that the samples are normally distributed and estimate
the parameters (mean and standard-deviation) from the samples.

Obviously this technique will work best when the assumptions are
most closely satis�ed: the transformed samples are distributed accord-
ing to a normal distribution. The Gaussian classi�er is trained and
tested as follows:

1. Perform a Box-Cox transformation on all training and test sam-
ples with parameter �.

2. From the training samples p1; : : : ;pn, estimate the averages and
variances in each dimension for each class and assume normal
distributions to estimate the multi-dimensional class conditional
PDFs.

3. For a new sample qi compute the values of the class conditional
PDFs and �nd which is maximum. The class associated to this
PDF is assigned to qi.

Now, let us turn to the simulation experiment:

1. Generate randomly n training samples, p1; : : : ;pn, n=2 from class
1, and n=2 from class 2.

2. Generate for each class 50 new samples: q1; : : : ; q100.

3. Compute the error rate for the Gaussian classi�er and the NN
using the Box-Cox metric, both for multiple values of �. (� = 1
gives the Euclidean metric.)

4. Repeat steps 1-3 two-hundred times and �nd the averages and
the standard deviations of the error rates.

Figure 6.1 shows the results of the Box-Cox metric K = 1 for n =
2; 4; 8; 16; 32 as a function of �. The vertical bars display the estimated
standard deviation in the average error rates. As expected, the NN Box-
Cox metric is most pro�table for a small number of training samples.
For larger sample set sizes the di�erences become negligible.
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Figure 6.1: Simulation results of the nearest neighbour classi�er using
the Box-Cox metric (solid) and the Gaussian classi�er on the Box-Cox
transformed samples (dashed).
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For � = 0, the logarithm is taken from the samples which makes that
both the transformed PDFs have exactly the same variance in the two
dimensions (homoscedasticity). As the Box-Cox transformation cannot
satisfy all conditions for normality simultaneously (see page 114), an
intermediate � is found.

Let us take exponential distributions and investigate the e�ect of
dimensionality of the samples. Using Equation 6.9 we performed the
following experiment for d = 1; 2; 4; 8; 16; 32 dimensions and for n = 32
training samples.

1. Draw each of the �1j 's and �2j's for j = 1; : : : ; d from a uniform
distribution between 1 and 5. This de�nes the PDFs for both
classes.

2. Generate randomly n training samples, y1; : : : ;yn, n=2 from class
1 and n=2 from class 2.

3. Generate for each class 50 new samples x1; : : : ;x100.

4. Compute the error rate for the Euclidean metric, the Box-Cox
metric with � = 0:3, the Short-Fukunaga metric with K = 5 and
a Gaussian classi�er applied on Box-Cox transformed samples
with � = 0:3

5. Repeat steps 1-4 a hundred times and compute the averages and
the standard deviations of the error rates.

The relative reduction of the errors found with the Box-Cox metric,
the Short-Fukunaga metric and the Gaussian classi�er with respect to
the Euclidean metric is shown in Figure 6.3: it shows the average error
rates of all techniques divided by the average error rate of the Euclidean
metric.

The results show that despite the simplicity of the Box-Cox metric,
it is superior to the Euclidean metric and the Short-Fukunaga metric
for high-dimensional samples. For d = 32 the Box-Cox metric has
error rates that are approximately factors three and two better than
the Euclidean and Short-Fukunaga metric, respectively. The Gaussian
classi�er obviously has the lowest classi�cation errors which could be
expected from the results of the previous experiment.
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Figure 6.3: Simulation results for the three metrics as a function of the
dimensionality of the 32 samples. For completeness also the results of
the Gaussian classi�er are shown.
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6.6 Case study 2: The IRIS data

On the IRIS data (three classes of irises, �fty samples per iris, four di-
mensional samples representing sepal length, sepal width, petal length
and petal width, respectively) has �rst been used by Fisher [25] in his
classic paper on linear discriminant functions. As it has been one of
the favourite examples for illustrating clustering procedures and for
carrying out pattern recognition experiments we will devote this sec-
ond case study to the IRIS data set. We will show that a modest but
computationally cheap classi�cation improvement can be gained using
the Box-Cox metric. As the vector components have unit of centime-
tres, they are positive valued and the Box-Cox metric can be applied
without any adaptation.

The hope for �nding an improvement using the Box-Cox metric on
the IRIS data is again based on \the nature of things": the larger the
mean of, e.g. , the sepal length of an iris, the larger its variance.

On the IRIS set we perform two experiments. The �rst demon-
strates the approximation to normality as a function of �. In a second
experiment we will show that the NN rule with a Box-Cox metric is
indeed a better classi�er than the NN rule with an Euclidean metric.
The parameter � is found in a training stage.

In the �rst experiment a portion from the set is chosen randomly to
classify the samples that are left over. In detail, n=3 training samples
are selected from each of the three iris species. The remaining 150� n
samples are classi�ed using the Box-Cox metric for multiple values of �
and the classi�cation error is computed. For each n, this procedure is
repeated 200 times and the average error rate and its standard deviation
are calculated. Figure 6.4 shows the results.

The optimum power is close to zero which reveals that the PDFs of
the IRIS data have their best approximation to normality if a logarithm
is applied to the samples. Also it is clearly shown that the improvement
is best when the number of training samples is low.

For this reason the second experiment uses an NN rule with only
three training samples. Admittedly, it is not very realistic to classify
samples with only one training sample per class. The purpose, however,
is to show the usefulness of the Box-Cox transformation for real data;
this can be done best with a low number of samples. The experiment



6.6. CASE STUDY 2 125

0 0.2 0.4 0.6 0.8 1
0.04

0.06

0.08

0.1

0.12

0.14

0.16

n=3

n=6

n=12

n=24

A
ve

ra
ge

 c
la

ss
ifi

ca
tio

n 
er

ro
r

n=3

n=6

n=12

n=24

η

Figure 6.4: Results of the Box-Cox metric on the IRIS data.
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proceeds as follows:

Let us separate the IRIS set randomly into two equally sized
sets, the training set and the test set. Both sets contain an
equal amount of samples from each class. From the training
set we �nd an optimum � in the following way:

1. Select randomly three samples from the training set,
one sample from each class.

2. Classify the remaining samples in the training set using
these three samples, a NN rule and the Box-Cox metric
for � = 0; 0:05; 0:1; : : : ; 1.

3. Repeat steps 1 and 2 twenty times and average, for
each �, the error rates. Find the �min where the lowest
average classi�cation error is achieved.

Let us now �nd the average test error:

1. Select randomly three samples from the training set,
one sample from each class.

2. Classify the test samples with this three samples using

� the Box-Cox metric for � = �min, and

� the Euclidean metric.

3. Repeat the previous two steps twenty times and aver-
age the error rates.

We call this complete procedure a trial. Carrying out 20 trials we found
the following results:

� �min varied between 0 and 0:6, average � = 0:13.

� The average test errors over all trials were 0.097 and 0.134 for the
Box-Cox metric and the Euclidean metric, respectively.

� For each of the twenty trials, using the Box-Cox metric gave a
lower error rate than the Euclidean metric. On average the error
rates found with the Box-Cox metric were 27% lower than the
rates found with the Euclidean metric.
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6.7 Case study 3: Radar range pro�les

6.7.1 Choice of the metric

Analogously to the metric used in the previous chapter, we apply a
metric that is independent of the position of the scatterers in the pro-
�le. Additionally, a Box-Cox transformation is applied. We de�ne the
sliding Box-Cox metric by:

d(x1;x2) = min
l
jjx(�)

1 � x(�;l)
2 jj (6.13)

where x(�;l)
2 is the original normalised pro�le transformed with a Box-

Cox parameter � and cyclically shifted over l positions to the right.
If x

(�)
2 and x

(�;l)
2 are regarded identical for all l, it can be proved (see

Appendix B) that this distance measure is indeed a metric.

6.7.2 Results using the nearest neighbour rule

We use a subset from Data set I, the S-Band data of four di�erent
aircraft introduced in Section 4.3. From the input set we selected,
randomly, 52 pro�les per class for training. The same amount of pro�les
per class was randomly selected from the test set. Recall that input
and test set are measured in di�erent legs and are thus independent.
These two sets will be used in this and the next section for classi�cation
experiments. As a large number of experiments is performed in these
sections, this reduction limits the computational burden.

With a straightforward method, we estimate a proper value for the
Box-Cox parameter � using the training set. For each class, we select
randomly half of the pro�les. This set (of 4 � 52=2 pro�les) is used
to classify the remaining pro�les in the training set with a nearest
neighbour rule and the Box-Cox metric for several values of �: � =
0; 0:025; 0:05; : : : ; 1. This procedure is repeated twenty times. We found
that for each of the twenty experiments the optimum � (i.e. the � where
the lowest classi�cation error is achieved) was between 0:025 and 0:35,
the average was 0:125 with standard deviation 0:076.

Let us now classi�y the test set using the full training set and an NN
classi�cation with the Box-Cox metric for several values of �. Figure
6.5 shows the results.
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Using � = 0:125, found from the estimation procedure which in-
volved the training set only, we observe that the classi�cation error
reduces with a factor 4:5 compared to the Euclidean metric (� = 1). If,
from all twenty estimates of the optimum power � using the training
set, the worst � is chosen (� = 0:025) still a classi�cation improvement
of more than a factor three is found.

It demonstrates convincingly that the classi�cation error reduces
considerably if the Box-Cox metric is chosen instead of the Euclidean
metric. A good value for � can very well be found from the training
set.
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Figure 6.5: Classi�cation error as function of the parameter � of the
Box-Cox metric.

6.7.3 Results using Radial Basis Functions

3The NN rule works on distances between samples only. It is interesting
to submit the other technique that works on this information, the RBF

3This section constituted the core of the paper [37].
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network, to the same data.
In the application of the latter technique, we would be inclined

to rely on the training stage to 'repair' a less optimal metric. The
expectation is therefore that � has less inuence on the classi�cation
rate than the nearest neighbour classi�er.

We have shown that an evaluation set (Section 5.3.7) can be used to
�nd the optimum number of centers. We can simultaneously use it to
estimate a good value for �. For this we simply train RBF-networks for
di�erent values of � (� = 0; 0:1; 0:2; : : : ; 1), and take that network where
the lowest evaluation error (Equation 5.15)at the optimum number of
centers is achieved.

This is repeated �ve times for random separations of the training set
in a design- and evaluation set. We found for each of the �ve trials that
the value of � where the lowest evaluation error was achieved, was at
� = 0:1. This is in agreement with the result for the nearest neighbour
rule. The evaluation errors are shown in the upper plot in Figure 6.6.

For this � = 0:1, the classi�cation error on the independent test set
was on average 0:06 (Figure 6.6, lower �gure). The Euclidean metric
(� = 1) performed poorly: we found an error rate of 0:7, only slightly
better than a random-class assignment of 0:75. The results show that
the RBF method performs even worse than the nearest neighbour tech-
nique if � does not have the optimal value.

We can understand this by realising that more training samples are
required when the statistics are far from normality, to achieve the same
performance compared to the case where (near-) normality is obtained.
For RBF networks, half of the training pro�les are used for evaluation to
avoid over�tting. This does not signi�cantly inuence the performance
when the value of � is optimal. However, the performance of the RBF
classi�er deteriorates more seriously than the NN classi�er for non-
optimal values of � because it is designed using half of the training
set.

Nevertheless, the expectation that the settings of the connection
weights in the training phase compensate for a sub-optimal metric is
refuted. The results suggest that an RBF technique based on the Eu-
clidean metric works best if the samples satisfy normality.

We must conclude therefore that the information for the pro�le
classi�cation is extracted in the very �rst step: the computation of the
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distance between range pro�les. If this is not done properly, essential
discriminatory information is lost.

6.8 Conclusions

Departures from normality are encountered in many real world dis-
crimination problems. If measured samples need to be classi�ed using
a nearest neighbour rule a Box-Cox metric may give a considerable
improvement of classi�cation accuracy. This simple and robust met-
ric does not depend on class nor on the number of classes. A single
free parameter can easily be found from a training procedure. In ex-
periments using the nearest neighbour method, the decrease of error
rate compared to other metrics has been demonstrated convincingly on
synthetic data, the IRIS set and range pro�les.



6.8. CONCLUSIONS 131

0 0.2 0.4 0.6 0.8 1

0.04

0.06

0.08

0.1

0.12

η

 E
va

l. 
er

ro
r

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

 η

 E
rr

or

Figure 6.6: Results of the Radial Basis Function classi�er applied to
radar range pro�les using multiple values of the Box-Cox parameter �.
The evaluation error (upper �gure) from each of the �ve trials (dot-
ted) and their mean (dashed) is shown. The lower �gure displays the
classi�cation errors (dotted), and their mean (dashed). For comparison
it also shows, solid, the classi�cation errors for the nearest neighbour
method from Figure 6.5.
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7.1 Introduction

1For a few decades, Radar Cross Section (RCS) prediction techniques
have been under development for computing the total amount of radar
reection of an object at a certain frequency and seen at a particular
aspect angle.

Obviously, the assessment of the accuracy of RCS-prediction tech-
niques against real radar measurements is crucial to acquire con�dence
in predictions when measurements are not available. It is therefore re-
markable that, apart from a few comparison reports on simple objects
(e.g. at plates [66], dihedrals [6] and so-called Bruderhedrals [70]), no
open-literature accounts on the assessment of the resemblance between
predictions and measurements can be found, let alone a comparison on
complex targets.

In this chapter a start is made to �ll this gap as we will perform
an investigation on full sized, in-ight aircraft instead of elementary
objects in a controlled environment. In the literature, comparison is
commonly done on the total strength of the radar reection, the radar
cross section (RCS). We, however, perform the comparison on the dis-
tribution of RCS along the line of sight, that is, on the shape of range
pro�les. This is done to gauge whether they can be used for reliable
target recognition. Additionally, the range pro�le is taken instead of
absolute RCS to become independent of circumstances that heavily in-
uence the accurate estimate of absolute RCS of in-ight targets | we
mention the calibration (i.e. , the conversion-factor between measured
voltages and absolute RCS) of the radar, the estimate of target dis-
tance and the aspect angle. For the same reason we have normalised
the range pro�les in previous chapters. A clear additional advantage
using pro�les is that the locations in range of particular scatterers and
their simulated counterparts are known. We can hence assign contri-
butions in the range pro�les to physical scattering processes.

The eventual goal we want to achieve with the predictions of radar
range pro�les is to be able to classify measured pro�les using predicted
pro�les. It is thinkable that an adequate classi�cation rate can be found
even if measured and predicted range pro�les do not resemble closely. A

1Parts of this chapter have been presented at [35, 34].
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situation can be thought of that in the high-dimensional \range pro�le
space" measured and predicted pro�les from the same aircraft indeed
represent separated subspaces but are still closer to each other than to
pro�les from other classes. An example is where range pro�les from
a very large aircraft can always be distinguished from those of small
aircraft, even though the features within the pro�les do not match
between measurements and predictions.

Admittedly, for the main purpose of this thesis only the classi�cation
rate matters. We, however, judge it essential to assess the resemblance
between measurements and computations in much more detail because
it provides understanding when the recognition accuracy is inadequate:
in the mentioned example, this accuracy will drop when more very
large aircraft types are added such that classi�cation on size alone is no
longer su�cient. Hence the comparison provides similarity information
that would be obscured in a classi�cation experiment as the outcome
of such a test, the recognition error, does not reveal the de�ciencies in
the modelling process.

The organisation of this chapter is as follows: in the next section we
graphically display the correspondence between predictions and mea-
surements and introduce and compute a measure of similarity for the
comparison. One source of di�erences is the error in the aspect angle
estimate: in Section 7.3 we improve the aspect angle estimate utilising
the range pro�le data. Subsequently, we will go into the reasons for the
dissimilarities between the simulations and the measurements. In the
�nal section we draw some conclusions.

For the remainder of this thesis we will use the abbreviations PRP
and MRP for 'predicted range pro�le and 'measured range pro�le',
respectively.

7.2 Comparison on exact aspect angles

For the comparison we regard Data set II (MRPs) and Data set IV
(PRPs). From Chapter 4, recall that all simulated data are from RAP-
PORT and a model of a Boeing 737-500, and the measurements are
done on a Boeing 737 from either the 300 or 500 series. Also bring to
mind that 1) the 737-500 has a 2.4 m shorter fuselage than the 737-300,
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2) the engines of the 737-500 model are closed near the front entrance
and 3) the landing gear bay of the model is inaccurately modelled (it
is too `boxy').

The quanti�cation of the similarity between a predicted and a mea-
sured range pro�le is assessed with a straightforward measure: the
Maximum Correlation Coe�cient �. This number is the peak value of
the normalised correlation function. If x is a vector representing the
MRP and if y is a vector representing the PRP, this similarity measure
is de�ned as

� = max
i
(x(i) � y) (7.1)

Here "�" denotes the inner product of the two vectors and x(i) is the
original vector x, but circularly shifted over i positions to the right. For
example, if x(0) � x = 1p

30
[1 2 3 4] then x(2) = 1p

30
[3 4 1 2]. Both x

and y are normalised: it means that the sum of squares of the elements
(=total energy) equals one. Therefore, if the PRP and the MRP are
identical apart from a discrete shift, � equals unity.

The resulting MRPs and PRPs at the same aspect angles are shown
in Figure 7.1 in the two upper diagrams and the lower left diagram.
They show ten measured range pro�les (blue), each of them aligned
with the predicted pro�le at the same aspect angle (red). The aircraft
contour is aligned with the PRP's. From the �fty pro�les we show in
this �gure only the �ve that have the poorest correlation (the downmost
�ve pro�les) and the �ve that show the best correlation (the topmost
�ve pro�les). For all pro�les the magnitudes are shown. The average
Maximum Correlation Coe�cients are 0.72, 0.80 and 0.69 for leg 1, 2
and 3, respectively. Figure 7.2 shows another presentation of the data.
The positions of the four �gures correspond to those of Figure 7.1 but
here all �fty measured and computed range pro�les are shown in grey-
scales. Before we will discuss these results, let us �rst proceed with the
approach to estimate an improved aspect angle.

7.3 Improvement of aspect angle estimate

Comparing an MRP to a PRP at exactly the same aspect aspect angles
disregards the possibility that there are likely to be errors in the aspect
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Figure 7.1: For each of the three legs the best �ve (top) and the poor-
est �ve (bottom) matching measured (blue) and predicted (red) range
pro�les are shown. The radar is situated at the left hand side. The
numbers in the �gures display �. For the two topmost �gures and the
lower left �gure, the PRPs are computed at the estimated aspect angles.
The pro�les in the lower right show the results of optimal shift from leg
2 (section 7.3). The arrows show where clear physical features of the
aircraft can be observed (Section 7.4).
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Leg 2Leg 1

Leg 3 Shifted leg 2

21 3

Figure 7.2: For each of the three legs �fty measured and �fty predicted
range pro�les are shown as a grey scale image. (white: lowest, black:
highest amplitude). The �fty predictions are shown at the top and the
�fty measurements at the bottom of each sub-�gure. The pro�les in
the lower-right show the results of optimal shift from leg 2. The hori-
zontal extent is 35 m for all images. The dotted arrows point at range
cells where the speckle phenomenon is prominent, the solid arrows show
where clear physical features of the aircraft can be observed (Section
7.4).
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angle estimates of the MRPs. For leg 2 we therefore carried out the
following procedure using the PRPs computed at the grid of aspect
angles.

1. Shift the entire leg over a chosen angle in both aspect azimuth
and aspect elevation.

2. Consider the aspect angle of a shifted MRP. Find the PRP in the
grid of aspect angles that is closest in aspect angle.

3. Perform step 2 for all MRPs, such that for each MRP a PRP
is found. Note that for several MRPs the same PRP can be
found, as neighbouring MRPs di�er less in aspect angle than the
neighbouring PRPs in the grid.

4. Compute � for each MRP-PRP pair and average.

If the procedure is repeated for several shifts in aspect azimuth and
aspect elevation, Figure 7.3 is the result. It shows that the average
correlation coe�cient increases from 0.80 to 0.85 if a proper shift is
chosen. (The worst possible shift gives � = 0:63.) The pro�les in the
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Figure 7.3: Average Maximum Correlation Coe�cients < � > as func-
tion of the shift over aspect azimuth and aspect elevation for leg 2. The
maximum < � > is found at a shift of �� = 2:5 and �� = �2.

lower right diagram of Figures 7.1 and 7.2 show the same MRPs of leg 2,
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but now aligned with pro�les that were found through this optimisation
procedure. A slightly better match is observed corresponding to an
increase of �. We have thus found a better estimate of the target
attitude, i.e. (�̂; �̂), with respect to the radar.

7.4 Observations and discussion

1. Overall results
Viewing Figures 7.1 and 7.2 we observe for leg 1 (near nose-on)
some correlation between the two main collections of scatterers
(nose and wings/engines). For leg 3 (near tail-on) a fairly good
agreement between MRPs and PRPs is seen. The correspondence
for leg 2 (near-broadside) is much better. This is supported by the
average values of � for the legs: 0.72 and 0.69 vs 0.80. Even for
the MRP-PRP pairs with lowest �, the correspondence is quite
good for leg 2 (� = 0:66) and still present for leg 3 (�=0.64).

2. Broadside leg vs o�-broadside legs
The convincing correspondence for the broadside case, leg 2, is
clearly favoured by the aspect angle under which we see the air-
craft: we do not have reections from cavities nor turbines we
have at head-on and tail-on aspect angles. Also, at these aspect
angles not many range cells contain multiple scatterers that give
rise to inaccurate amplitudes.

When we observe an aircraft the noise level on the measured
range pro�les increases with the distance to the aircraft. Also,
the engine perturbations lead to contributions that appear as a
higher noise level. (On page 142 we will further investigate this.)

The noisier appearance of the �rst leg can be fully attributed to
the engine contributions as the aircraft is measured at a smaller
distance than leg 2 (17 km and 26 km, respectively).

The third leg also has a higher noise level than leg 2. Apart from
the perturbations on the turbines, this is caused by the larger
distance to the aircraft (38 km). Note that the disturbances due
to the turbines (tail-on) are of less inuence than those due to the
compressor blades (nose-on) as the latter have a larger surface.
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3. Boeing 737-300/500 ambiguity
For leg 3, we may have actually measured a Boeing 737-300 in-
stead of the somewhat smaller Boeing 737-500 as we do see extra
signal in the MRP left from the leftmost scatterer in the PRP.

4. Peak amplitudes
Considering Figure 7.1 again, it is seen that, although the peak
positions are quite well predicted, the amplitudes match less well.
One of the probable causes is speckle: to predict the amplitudes
of range cells that contain multiple scatterers, the model and
the real target should have the same aspect angle within a few
hundredths of a degree.

This is convincingly shown by Figure 7.2 where certain vertical
lines (i.e. , the peak amplitude behaviour in time) display this
feature, e.g. in leg two in both the predictions and measurements.
The ranges where this occurs are pointed at with a dotted arrow.
Another example is found in the predictions of leg one.

Also, the target approximation by small at patches (instead of
round surfaces) and a perfectly conducting surface (instead of di-
electric surfaces) is only a �rst approximation to the actual scat-
tering mechanisms, and is therefore likely to produce inaccuracies
in amplitude.

One of the obvious causes of amplitude mismatch is the normali-
sation. As no noise-power is present in the PRPs its normalisation
pushes the signal components to higher values compared to the
MRPs. This is mainly seen in the �rst and the last leg, where the
signal-to-noise ratio of the MRPs is signi�cantly poorer compared
to leg 2.

Another observation is that the spaces between the pro�le peaks
are '�lled' for the MRPs and are much less �lled for the PRPs.
This inuences the amplitudes as the pro�les are normalised.

5. Unmodelled reective processes
Several reective processes that occur in reality are presently not
accounted for in the RCS-prediction code. We mention the mod-
elling of edge-di�raction, creeping waves, cavities and rotating
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engine parts.

Possible scatter contributions not modelled on the geometrical
model are: antennas, dielectric materials, transitions between di-
electric materials, surface roughness, rotating engines and fea-
tures that di�er from aircraft to aircraft from the same type.

As the results show, for broadside views the aircraft range pro-
�les can very well be modelled by Physical Optics and Ray tracing
only. The main di�erence is that the MRPs have a clear signal
component between the main peaks in the pro�le. For nose-on
and tail-on aspect angles, the Physical Optics and Ray tracing
approximation predicts the most prominent scatterers, but more
reective processes and better models need to be utilised to ac-
count for the other contributions in the range pro�le. Apparently,
most of the extra non-explained signal in these pro�les is due to
the engines: cavities and rotating fans and turbines.

6. Engine perturbations
We envisage that the engine rotation does not produce discrete
peaks in the range pro�le at other places than the real positions
of the fan. The constant rotation of the engine shaft will give
rise to features equidistant in time. The pulse repetition interval,
however, decreases smoothly as the emission of the waveform pro-
gresses; thus the features are reckoned to be decorrelated and give
rise only to an overall increase of the noise-level (treated earlier
on page 39).

A simple model of the engine [2] supports this view. The Boe-
ing 737-500 is powered by two CFM56-3 engines [49]. This \high
bypass ratio" turbofan has an area of the �rst fan stage that is
much larger than the second one | therefore most of the mod-
ulated signal is reckoned to come from the �rst fan rather than
from the other rotating parts within the engine. To examine
whether any discrete responses in the nose-on range pro�les are
to be expected due to the rotation of this fan, a basic model can
be designed where a point scatterer at the location of the fan is
sinusoidally moving back and forth with an amplitude of the fan
blade thickness. This thickness, which depends on the distance



7.4. OBSERVATIONS AND DISCUSSION 143

from the shaft, is typically two wavelengths on S-band. The fre-
quency at which the point scatterer moves is chosen as the BCF,
the Blade Chopping Frequency. This quantity corresponds to the
displacement of the fan over one blade. For the fan the BCF is
approximately 4 KHz. (Note that the pulse repetition frequency
of the waveform changes gradually from 1.8 to 2.4 KHz.)

Applying this model to our waveform, looking at the aircraft at
an aspect azimuth of 13� (the same as for leg 1) and giving each of
the point scatterers an amplitude of 1=(L+1) (L+1 is the number
of pulses in the waveform) we found Figure 7.4 for a BCF of 4
kHz and several fan thicknesses. It shows that the contribution
from the rotating fan consistently gives an increase of noise level
throughout the range pro�le rather than producing discrete peaks
other than the physical locations of the two fans. The two peaks
are most apparent at the smallest fan thickness because there the
fan nearly appears at at the used wavelength (� � 0:1 m). As
the fan is chosen thicker, more of the energy is spread over full
range pro�le.

The contributions in the measurements that occur behind the
main peaks in the pro�les of leg 1 and 3 are therefore due to
multiple bounces in the engine cavity. These contributions seem
to come from behind the physical engine position as they bounce
a few times in the interior before returning to the radar.

7. Physical scatter-locations
We also observe that for leg 2 the main features on the aircraft,
like the ap tracks (the two dihedral-like structures on each of
the wings), the engines and the fuselage, can well be seen in the
range pro�les. These features, respectively denoted by the solid
arrows 1, 2 and 3 in Figures 7.1 and 7.2 are shown to be very
stable throughout the leg.

8. Similarity measure
We have regarded the Maximum Correlation Coe�cient � as a
measure of similarity between MRPs and PRPs. This parameter
can however be quite low, even if a reasonable correspondence
between the peaks is observed. As an example, see Figure 7.1,



144 CHAPTER 7. COMPARISON BETWEEN MRPs AND PRPs

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

Range [m]

R
el

at
iv

e 
po

w
er

fan thickness=0.05 m

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

Range [m]

R
el

at
iv

e 
po

w
er

fan thickness=0.1 m

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

Range [m]

R
el

at
iv

e 
po

w
er

fan thickness=0.15 m

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

Range [m]

R
el

at
iv

e 
po

w
er

fan thickness=0.2 m

Figure 7.4: Simulated range pro�les (amplitudes) using the ORFEO
waveform for Boeing 737-500 engines where the aircraft is seen at an
aspect azimuth of 13�. We have taken four di�erent fan thicknesses and
a BCF of 4 KHz. The resulting two peaks are positioned at the physical
locations of the two fans.
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bottom-most pro�le in the lower right �gure. For this MRP-PRP
pair, a low � is found even though most peaks in the PRP are also
present in the MRP. The reason is that � is sensitive to di�erences
in the relative amplitudes of scatterers | unfortunately these are
the features that are di�cult to predict accurately (see point 4).

7.5 Conclusion

This chapter has shown that RCS-prediction techniques together with
an accurate model of an aircraft can produce synthetic range pro�les
that are accurate for broadside aspect angles and fairly accurate at tail-
on and nose-on aspect angles. In the latter two cases, the di�erences are
due mainly to unmodelled reective processes concerning the engines.
The results are encouraging for the recognition of measured pro�les
with predictions, in particular at broadside views.
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8.1 Using synthetic data: philosophy and

objectives

Why do we want to use predicted range pro�les for classi�cation?

The answer is that it is impossible to �ll a database with measured
range pro�les only. They are very sensitive to aspect angle, even though
we have shown in Chapter 4 that it is not necessary to sample the
range pro�les so densely that the speckle variations are followed. It has
shown to be su�cient to sample in the order of the angle associated
with the movement of a scatterer outside the limits of a resolution cell,
Rotational Range Migration.

Still, we need a large number of range pro�les for a single aircraft
to characterise it over the desired range in aspect azimuth and aspect
elevation. Additionally, we do not want to perform a supplementary
measurement each time a new type of aircraft is made.

For military aircraft the need for a solution to the database prob-
lem is even more urgent. New aircraft from hostile nations will never
participate in a measurement campaign. Also, �ghters have di�erent
stores con�gurations depending on their mission: center tanks, pods
and missiles. To measure the radar signatures of all occurring stores
con�gurations is a formidable task | if possible at all.

A way to avoid lengthy and expensive campaigns is the use of
RCS-prediction techniques in conjunction with a high-quality computer
model of the object. The model can be viewed at any aspect angle
and range pro�les can be computed through the numerical simulation
of electromagnetic scattering processes. Once we have con�dence that
range pro�les can reliably be simulated for complex targets like aircraft,
pro�les from new aircraft can be produced using a computer model only
and measurements can be avoided.

Evidently, the gain for military aircraft is even larger: models of
stores can be �tted onto the computer model and pro�les can be recom-
puted. Additionally: RCS-predictions may reveal the variation of range
pro�les as a function of con�guration. It may turn out that changing
the con�guration slightly does not signi�cantly alter the range pro�le.

Finally, if we use a di�erent radar or apply other waveform param-
eters, well-validated prediction techniques may avoid the necessity to
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re-measure the pro�les for the database.

This approach (i.e. , using predictions for the classi�cation of mea-
surements) is new: to the best of our knowledge no reports on this �eld
have appeared in the open literature.

In the remainder of this chapter we will show that the approach is
feasible, albeit on a relatively small data set. Clearly, it shows a \proof
of principle" only | the lack of data did not allow us to perform a
decisive test.

In the next section the background will be given for the experiments
in the remainder of the chapter. We shall deal with the preprocessing of
range pro�les which includes more steps than we have used sofar. One
of the interesting additional procedures is to low-pass �lter the pro�les
in order to reduce the uncertainties in predictions and measurements.
Subsequently, we introduce the declaration ambiguous: here the class-
�er is not forced to produce a class declaration, but is also allowed
to leave the pro�le unclassi�ed. Then, we will present two distinct
ways to classify the leg as a whole. After this preparatory section, the
methods and procedures will be applied to the range pro�les from the
ORFEO measurements and RAPPORT predictions in the third part of
this chapter. Finally, we shall draw the conclusions.

8.2 Theoretical background for experiments

8.2.1 Range pro�le preprocessing

Sofar we have classi�ed measured range pro�les (MRPs) with pro�les
that were also measured. In this chapter we will classify measured
range pro�les with predicted range pro�les (PRPs). It is necessary to
understand that there is a fundamental di�erence between the experi-
ments in the �rst case and those in the latter. Let us elaborate on this
now.

Consider a single type of aircraft. If we use the MRPs for both
training and testing, we assume that for a very large number of sam-
ples in both the input and test set the derived statistical properties of
both sets are equal because, eventually, in both the input and test set
most occurring con�gurations of the aircraft are seen under a su�cient
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number of aspect angles.
In the hybrid case the input set contains PRPs, the test set MRPs.

Their nature is very di�erent due to the large number of simpli�cations
in the simulation process and the absence of noise in the predicted
range pro�les. Therefore, no matter how many pro�les are computed
or measured, the statistical properties of the MRPs and the PRPs will
always be di�erent. Loosely (and certainly too pessimistically) stated,
we try to "classify apples with oranges".

Supplementary to the preprocessing steps we have applied in previ-
ous chapters on measured range pro�les alone, we should therefore put
an extra e�ort into removing as many as possible properties from both
the MRPs and PRPs that do not contain information on the target
type but are a result of the generation process of the pro�les only.

We have identi�ed �ve operations to accomplish this task; those
mentioned under numbers 2,3 and 4 have been treated before in the
case when both the input and test set contained MRPs.

1. Vertical o�set removal
Visual comparison between predictions and measurements show
that the amplitudes in the parts of the range pro�le where no
signal is present, are much larger for the MRPs than for the PRPs.
Clearly, this is most apparent when the signal-to-noise ratio is low.
A typical example is shown in Figure 8.2, topmost �gure.

In this way, mismatch is possible as noise contributions are con-
fused with real radar reections. Wishing to avoid such an un-
wanted correlation, it is advisable to subtract an o�set from each
of the elements of the range pro�le.

2. Vertical linear scaling
We do not want the classi�cation to be dependent on the to-
tal energy that is contained in the pro�les. We therefore should
scale the pro�les with certain factors to give the MRPs and PRPs
comparable amplitudes.

3. Horizontal o�set removal
The positions of the scatterers in the range pro�le are unde�ned
and an optimal horizontal shift has to be found for adequate clas-
si�cation.
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4. Vertical nonlinear scaling
To emphasise features that are common between predictions and
measurements, a nonlinear scaling is desired, known from Chapter
6 as the Box-Cox transformation.

5. Adaptation of resolution
Due to the simpli�cations in the simulation, in several ways MRPs
di�er from PRPs. It is thinkable, therefore, that the optimal
range resolution is not the highest resolution available. The in-
uence of details that di�er between MRPs and PRPs can be
diminished when, at the same time, su�cient low-frequency fea-
tures are left for proper discrimination. Hence, it is worthwhile
to search for an optimum resolution.

Ideally, we would like to �nd the parameters involved in these �ve
operations in an optimisation procedure. Such an approach could be
followed when at least two independent test sets were available. A
search in parameter space to minimise the classi�cation error on one
of the test sets hence provides an estimate of the optimum values of
the parameters. To �nd the true classi�cation error, the estimated
parameters are used to classify the second set.

We, however, do not have enough data for performing such an opti-
misation. Therefore, we shall resort to 1) elimination of the dependen-
cies from each pro�le individually (the vertical o�set will be estimated
and subtracted from each pro�le; dependency on linear scaling shall be
eliminated by normalisation), 2) removing dependency on horizontal
o�set by choosing a proper metric (we shall, as before, use the Slid-
ing Euclidean Metric), and 3) taking a �xed value for the nonlinear
scaling parameter (based on prior experience we will choose a Box-Cox
parameter of � = 0:2).

We have hence performed four of the �ve operations. Finding a
parameter for the �fth operation is more problematic. We do not have
a proper choice in advance for the parameter that will be used to control
the resolution, the smoothing parameter �, nor can we think of a way for
elimination. We shall therefore simply study the e�ect of the resolution
parameter on the error in the test set. As will be shown, the important
result is that a clear minimum is achieved which shows that the e�ect is
present. The exact values of the optimum �opt and the corresponding
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minimum test error are of less signi�cance | the same experiment
should be repeated on an independent test set to �nd whether the values
of �opt and the test error can be reproduced.

8.2.2 Ambiguous declarations

In this chapter we will use the nearest neighbour rule as the baseline
technique for the classi�cation of MRPs with PRPs. This rule, in its
simplest form, assigns to an MRP the class of the nearest PRP accord-
ing to some distance metric.

Hence, the classi�er is forced to make a decision about a particular
MRP, even when two PRPs of di�erent classes both have approximately
the same distance to this MRP.

A way to relax this strictness is the introduction of a 'zeroth' class
that contains ambiguous classi�cations. Compared to the true class of
a pro�le, a classi�cation can then have three possible outcomes: error,
correct and ambiguous. In other words, if p1; : : : ;pNtrain

are the pro�les
in the input set (PRPs), then CNNA;p

1
;:::;p

Ntrain

(q) denotes the nearest

neighbour classi�cation with an ambiguous option from the measured
pro�le q; the possible outcomes are 0; 1; : : : ; NC .

It is recommended in future research to pay attention to ambiguous
declarations concerning only a subset of classes. For example, if in a
military scenario aircraft 1 and 2 are very similar and they are both
friendly, an ambiguous classi�cation like \this pro�le is from either
aircraft 1 or 2", is highly desirable. A further step, knowing that we are
measuring one out of these two aircraft, could be to use other features
or more measurements to �nalise the discrimination. In that case we
have e�ectively devised a hierarchical classi�er. For this research we
have limited ourselves to only one ambiguous class.

How can we adapt the nearest neighbour to make the label "am-
biguous" one of the possible outcomes? Sofar, we have used only one
neighbour in our classi�cation experiments. An extension is to use mul-
tiple neighbours and analyse the classes of these neighbours. In short,
we use the (k ; l)� nearest neighbour (extension of the two-class case
provided by, e.g, DeVijver and Kittler [20]):

Compute the k � 1 nearest neighbours to a test pro�le. If
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the most abundant class among the k nearest neighbours
has at least l more votes than the second-most abundant
class, then this class is assigned to the test pro�le. If not,
the test pro�le is assigned to the ambiguous class. Here
k � l, k � 1 and l � 0.

Example: suppose that from a range pro�le �ve neighbours are
computed, and class A has three votes, class B one, class C one and all
other classes none. Then both the (5; 1) and the (5; 2) nearest neighbour
rules assign the range pro�le to class A and the (5; 5), (5; 4) and the
(5; 3) nearest neighbour rules put the pro�le into the ambiguous class.

Note that the (k; k) and the (k; k � 1) nearest neighbour rules are
identical. If the k neighbours belong to class A, both rules assign
the pro�le to class A; if one neighbour belongs to another class, the
di�erence l = (k�1)�1 = k�2 and again both rules provide the same
answer: the pro�le is assigned to the ambiguous class.

Also remind that both the (1; 1) and the (1; 0)-nearest neighbour
rules are the same as the original one-nearest neighbour rule from the
previous sections.

8.2.3 Cost assignments

To assess the usefulness of the ambiguous class, we have to assign costs
to either of the three possible outcomes. If cc, ce and ca are the costs
for a correct, erroneous and ambiguous classi�cation, respectively, and
C(q) the true class of q, we assign linear costs:

c(q) =

8>>>>><
>>>>>:

cc if CNNA;p
1
;:::;pNtrain

(q) = C(q)

ce if CNNA;p
1
;:::;p

Ntrain

(q) 6= C(q)

and CNNA;p
1
;:::;p

Ntrain

(q) 6= 0

ca if CNNA;p
1
;:::;pNtrain

(q) = 0

(8.1)

Without loss of generality we may take cc = 0 and ce � ca > 0.
Operationally, the label "ambiguous" can be viewed as a postpone-

ment of the classi�cation. As long as the classi�er is not sure, no
declaration on the target type is made. The cost for an ambiguous
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classi�cation therefore depends on the time that is available for a clas-
si�cation. Again the scenario is decisive here: in crisis, the cost for an
ambiguous classi�cation could be very low compared to an error. In
time of war and close by aircraft, the cost will approach the cost of an
error since a rapid answer is required.

To give insight in the use of an ambiguous class, let us come up
with a simple Equation for ca. Imagine a military environment and
an observer that desires a classi�cation of an observed target. Initially
assuming that the aircraft is hostile, a certain maximum weapon range
is presupposed. Now, let N be the number of pro�les that can be mea-
sured before the observer is within the weapon reach, given an assumed
maximum velocity of the aircraft. Regardless of scenario or application
for large N the cost of an ambiguous classi�cation should be low, as
a long time is available. When N approaches 1, the cost for an am-
biguous declaration should move towards the cost for an error. This is
desirable as an operator is not interested in the assignment "ambigu-
ous" when the object is too close. Given these boundary conditions, a
viable choice for the cost of an ambiguous classi�cation could then be

ca = ce=N
1

� : (8.2)

The "stress parameter" � is a positive real number depending on the
scenario and application: in times of war, � is large (that is a slow
decay of ca as a function of N), and in crisis, � is low to account for
a fast drop-o� in ca. After all, in the latter case one wants to be very
sure about the classi�cation to avoid escalation. Figure 8.1 shows the
ratio ca=ce for several values of �.

8.2.4 Leg classi�cation

The measured data we consider in this chapter are grouped in legs of
�fty pro�les each. It means that we know in advance that these pro�les
originate from the same aircraft type as the radar has been tracking
the aircraft during the acquisition. Additionally we know that from a
leg, the estimate of the change in aspect angle is accurate, but a large
overall shift could be present. These two sources of a priori information
can be used for extra classi�cation accuracy. We shall use two ways in
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Figure 8.1: Cost for an ambiguous classi�cation for three values of the
"stress-parameter" �.

this chapter to exploit this information, the Majority voting uses only
the �rst kind of a priori knowledge, the Full leg classi�cation employs
both sources.

� Majority voting

An extension to the classi�cation of single range pro�les is to
count the number of classi�cations in favour of each class, and
assign the entire leg to the class that received most votes.

� Full leg classi�cation

When a single MRP is classi�ed, the closest PRP within (a subset
of) the input set is searched for. It means that we allow two
subsequent MRPs that have nearly the same aspect angle, to
match with two PRPs that have very di�erent aspect angles. In
the full leg classi�cation, we will not permit this, but shift the leg
as a whole in aspect angle. We shall make use of the following
procedure.

1. Choose a grid of i = 1; : : : ; Ns shifts in � and �.
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For each class Ck (k = 1; : : : ; NC), do for all i the following:

(a) Shift the leg over ��i and ��i.

(b) Find for each of the �fty MRPs in the leg the PRPs
that are closest in aspect angle and compute the Sliding
Euclidean Distances.

(c) Average these �fty distances. This gives an average dis-
tance for each shift and each class: dik.

2. Find for each indiviual class Ck the lowest average distance
over all shifts: dk = mini dik. (The shift where this occurs
gives an estimate of the leg-shift for this class.)

3. Find for which class the lowest average distance is found |
this class, Carg(mink dk)

, is assigned to the leg.

8.3 Experiments

8.3.1 Available data and preprocessing

Two collections of range pro�les are used in this chapter. The �rst
set consists of measured range pro�les, the second pro�le collection is
simulated using the RCS-prediction code RAPPORT. These sets are
Data set III and IV, respectively, speci�ed in Chapter 4, see Figure 4.3,
page 64.

Recall that both collections contain pro�les from �ve civil aircraft,
seen at approximately broadside aspect angles: the Boeings 737-500
and the 747-400, the Fokker 100, the Airbus A310 and the McDonnell
Douglas of the 80-88 series. The measured data comprise of eight legs
of �fty pro�les each. For each aircraft pro�les are predicted at 215
grid-points in aspect azimuth and elevation, see Figure 4.10, page 75.

As in all previous classi�cation experiments we have normalised the
pro�le (both measured and predicted) such that the total energy in
each pro�le equals unity. As announced earlier, we use the Box-Cox
transformation with parameter p = 0:2.

We estimate the baseline by searching for that consecutive part in
the range pro�le of 30 elements that contains the lowest average energy
(from a total of 648 elements). This average is subtracted from the
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range pro�le. The procedure is carried out for both the PRPs and the
MRPs. No new normalisation is done. As an example, Figure 8.2,
topmost picture, displays an MRP with the best matching PRP with
aspect angle near the MRP aspect angle. The lower diagram shows the
same MRP and the best matching PRP after baseline removal.
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Figure 8.2: MRP of a Fokker 100 and the best matching Fokker 100
PRP, with (topmost �gure) and without (downmost �gure) baseline re-
moval.

8.3.2 One-Nearest neighbour rule

A simple one-nearest neighbour rule is applied to classify the MRPs
with the PRPs. It is not necessary to �nd the nearest PRP searching
in the full input set. To limit the computation time (and possibly also
to reduce the classi�cation error) only PRPs need to be considered that
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are close enough in aspect angle to the MRP. The set of PRPs from
which the nearest neighbour will be selected is found by simply taking
a circle of �ve degrees around the estimated aspect angle of the MRP
(according to the uniform distribution of Equation 4.1) and choosing
all PRPs from all classes with aspect angles within this circle1. Then,
the distances to all PRPs are computed using the Sliding Euclidean
Distance, and the class of the PRP that has the smallest distance is
assigned to the MRP.

We found that the classi�cation error was 24.3%. Figure 8.3 displays
the results, including the confusion matrix.

We observe that the three Boeing 737-500 legs are classi�ed nearly
perfect. Apparently, and as was seen in the previous chapter, the cor-
respondence between measured and predicted pro�les at these aspect
angles is very good. Also, a nearly perfect classi�cation is seen for the
Boeing 747-400. This may not come as a surprise as this aircraft is by
far the largest object in the database.

The main source of confusion is between the MD80 and the FK10.
The MD80-pro�les in leg 7 for example, are nearly all classi�ed as the
Fokker 100. Looking at Figure 4.6, page 69, we can understand why the
classi�er has di�culties to arrive at the correct decisions regarding these
aircraft. (Call to mind that we look at the aircraft at the approximate
angles displayed by the �gure: near broadside.) This is because the
two aircraft that resemble each other most closely are the MD80 and
the FK10: for both aircraft the engines are placed on the fuselage and
the horizontal stabilisers are on top of the tail and the aircraft have
approximately the same size.

Another origin of errors is the similarity between the Airbus and the
Boeing 737-500; they also appear similar if looked upon from broadside
even though the Airbus is considerably larger. The engines are placed
on the wings and the horizontal stabilisers are mounted on the fuselage.

Despite the confusions, we believe that this experiment has shown
that it is possible to identify aircraft with predictions. The error rate
is still high, but the main sources of confusion are understood.

With a majority voting for the classi�cation of the full leg, one leg of

1Strictly speaking, as we deal with a con�nement in two angles, we should talk
about a cone instead of a circle.
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the MD80 is classi�ed erroneously; also the leg of the Airbus is classi�ed
incorrectly, albeit with a very small margin (26 votes for the B73S and
24 for the EA31).
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Figure 8.3: Results of one nearest neighbour classi�cation. Each cross
represents a range pro�le; its colour the classi�cation. Red, blue, green,
magenta and cyan represent the B73S, B74F, EA31, FK10 and the
MD80, respectively. In the upper left corner the confusion matrix is
shown. Each line in this matrix shows the declarations of the pro�les
for a particular aircraft. E.g., the B73S is classi�ed correctly 146 times,
4 times it was recognised as an FK10.
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8.3.3 Classi�cation with an ambiguous class

We have seen in the previous section that the confusion between similar
types of aircraft leads to a rather high classi�cation error. Regarding
legs 5 and 6, it seems that the nearest neighbour rule is forced to make
a decision, even though it is not sure about it. This is demonstrated
by the alternating classi�cation outcomes in, most visibly, leg 5: the
Airbus is classi�ed correctly at the start, but a few pro�les later it
is recognised as a Boeing 737-500. As the pro�les are quite similar
over such a time-scale, the conclusion is that they are placed near the
decision boundary between the two classes.

We apply the (k; l)-nearest neighbour method now with the combi-
nations of k and l, for k = 1; : : : ; 10 and l = 0; k � 1. Figure 8.4 shows
the results.
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Figure 8.4: Classi�cation of pro�les with an ambiguous class. The
combinations for which k = l are connected. The leftmost point of this
line is the original 1-nearest neighbour.
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The points in the plot of the ambiguous rate versus the error rate
represent in good approximation a straight line with a slope of -0.47.
It means, roughly, that for every two ambiguous classi�cations, one
belongs to the originally correctly classi�ed pro�les and the other to
the originally erroneous classi�cations.

Then for ca
<� 0:47ce it is pro�table to include the ambiguous option

| one would choose the rightmost point of the curve. For ca
>� 0:47ce

the one-nearest neighbour gives the lowest total cost. As a tentative
example, let us revisit Equation 8.2 and take a stressful environment
(� = 4). Then we �nd that if the number of pro�les we can measure
of an unknown object (given distance and assumed maximum veloc-
ity/weapon range) is less than twenty the one-nearest neighbour would
be chosen. If N is larger, the ambiguous option should be included.
(The value of N = 20 corresponds to 3.1 s observation time for our
waveform.)

As an example we show for one combination, the (2,1)-nearest neigh-
bour, the results on the individual pro�les in Figure 8.5. In this case
using the majority voting gives an an incorrect classi�cation of one leg
(number 7) and two ambiguous legs (numbers 5 and 6).

8.3.4 Optimisation of range resolution

The classi�cation error depends on the resolution of the range pro�les.
Let us �rst present the method to investigate this dependency and show
some results. After that, we will explain the outcomes. We compare
the classi�cation errors using the (k; l)-nearest neigbour. Figure 8.4
has shown that the combinations of k and l when k = l + 1 (or, equiv-
alently, k = l) give approximately the same results as for the other
combinations, so we use only this curve for our comparison.

A lower pro�le resolution is accomplished by smoothing the range
pro�les with a moving-average low-pass �lter: a Gaussian window,
width � is used. We have performed this for � = 0; : : : ; 14 (� = 1
corresponds to 0.17 m). Figure 8.6 displays the outcomes. We see that
for � = 4 the best performance is achieved.

As an example we again take the (2; 1)-nearest neighbour and choose
the following cost assignments: cc = 0, ca = 0:3 and ce = 1. Figure
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Figure 8.5: Results of one (2,1)-nearest neighbour classi�cation. Again,
each cross represents a range pro�le; its color the classi�cation. Red,
blue, green, magenta and cyan represent the B73S, B74F, EA31, FK10
and the MD80, respectively. The black crosses indicate pro�les that
received an ambiguous classi�cation. In the upper left corner the con-
fusion matrix is shown.
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Figure 8.6: Results of di�erent resolutions induced by the smoothing of
range pro�les. The curves show for � = 0; : : : ; 14 for � the ambiguous
rate versus error rate for the (k; k � 1)-nearest neighbour. For � = 4
(bold, solid line) the range resolution is found to be optimal. The curve
for the original pro�les is also highlighted (dashed, bold line).

8.7 illustrates the total cost as a function of �. As can be seen, again
a clear minimum at � = 4 is present. These results do not depend
critically on the choice for the cost assignments: the same minimum is
found for 0 � ca � 0:77ce. For larger ca higher values of � (up to 6)
are found.
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Figure 8.7: Cost as function of smoothing parameter � for the (2; 1)-
nearest neighbour.

Figure 8.8 shows the classi�cation of the individual legs for a partic-
ular point on the curve for � = 4. Note now that a majority voting leads
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to only one erroneously classi�ed leg (number 8) and one is assigned to
the ambiguous class (leg 6).
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Figure 8.8: Results of nearest neighbour classi�cation with (k; l) = (2; 1)
and a smoothing parameter � = 4, each cross represents a range pro-
�le; its colour the classi�cation. Red, blue, green, magenta and cyan
represent the B73S, B74F, EA31, FK10 and the MD80, respectively.
Black crosses denote pro�les that were assigned to the ambiguous class.
In the upper left corner the confusion matrix is shown.

Let us discuss the results. It seems obvious that the classi�ca-
tion error increases when the resolution becomes very coarse: too little
discriminative features are left in the pro�les to allow accurate clas-
si�cation. Some more explanation is needed to understand why the
error drops if moderate reductions in resolution are e�ectuated; after
all, intuitively we might expect that the best classi�cation would be
achieved at the highest resolution. We will summarise �ve possible rea-
sons. Apart from the �fth one, they boil down to the hypothesis that
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the smoothing makes the errors in the numerous approximations and
assumptions less important.

1. Radar impulse response

The radar system has a certain impulse response that is not in-
�nitely short. The latter response is however assumed for the
predictions. The computed range pro�le should therefore be con-
volved with this response such that it looks more closely to the
measured range pro�le. The true response is unknown, but could
be comparable with the chosen smoothing.

2. Geometrical model imperfections

Small errors and omissions could be present in the geometric
model, such that the resemblance with the real range pro�le im-
proves if looked only at the low-frequency features in the pro�le.

It does not seem coincidental that, looking at the example of
�gure 8.8, the overall enhancement is mainly due to the improve-
ment on the roughest model, the Airbus.

Also, peaks could just `miss' each other due to imperfections in
the model. E.g., suppose that a wingtip gives rise to a very sharp
peak in both the measured and predicted range pro�le. If the
model is not particularly accurate, these sharp peaks could fail
to coincide in the correlation process and therefore not give a
contribution. A smoothing enables the peaks to overlap partially,
and eventually a better correlation can be found.

3. Approximations in RCS-prediction code

Reections from details smaller than 0.5 meters on the geomet-
rical model (if present at all) should be treated suspiciously as
the code is designed to operate in the high-frequency domain,
and therefore on larger parts. This does not take away that the
MRPs do contain reections from such details. With this in mind,
note that the optimum smoothing (� = 4) corresponds to 0.68 m,
which is in the same order of magnitude of the smallest detail
that is reliably modelled.
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Additionally, several reective processes are not included in the
RCS-prediction code (see Chapter 4). Again, a smoothing may
reduce the inuence of the approximations that are made.

4. Undersampling

The reduced classi�cation error may be due to an undersampling
of aspect azimuth and aspect elevation: the numbers in the Table
4.2, page 64 all depend on the range resolution. As we increase
the range resolution cell, we also increase these numbers.

5. Signal-to-Noise ratio

Due to the smoothing, the signal-to-noise ratio of the range pro-
�les increases.

Apart from a decrease in classi�cation error, another advantage of
the smoothing can be mentioned. If the pro�les are smoothed with a
� = 4, we can safely reduce the number of data points in a range pro�le
by a factor four and hence pro�t from a large data reduction, and thus
from shorter classi�cation times.

8.3.5 Full leg classi�cation

In the previous experiments we have, for each pro�le in the leg sepa-
rately, estimated the aspect angle in the leg by searching for the near-
est range pro�le within a circle of �ve degrees around the aspect angle
found from the tracking data.

Now we want to investigate whether we can do better by shifting
the leg as a whole in aspect angle. We employed the procedure from
Subsection 8.2.4, taking the smoothed (� = 4) range pro�les.

Using this procedure with a grid in both aspect azimuth and eleva-
tion of 1�, we have found that all legs were classi�ed correctly.

The technique we have used sofar for classifying a leg as a whole, the
Majority voting, did not give an improvement of the total classi�cation
rate compared to be averaged results for the individual classi�cations.
The current method, where we permit a bias only in aspect angle for
the full leg instead of allowing to estimate the angles for each MRP
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individually, did give an enhancement. It demonstrates that an accurate
aspect angle estimate is very bene�cial for the recognition accuracy.

Two remarks need to be made here. Firstly, the opportunity to
classify �fty pro�les in one batch is not likely to be given in operational
situations as the time on target in our experiment, nearly eight seconds,
is very long. Secondly, we have looked here at slowly manoeuvring
aircraft | MRPs from a more violently steered aircraft could not be
submitted to a full leg classi�cation using a single bias only.

8.4 Conclusions

We have shown a proof of principle that measured range pro�les can
be classi�ed with predicted pro�les.

The smoothing of the range pro�les and the leg-classi�cation were
successful improvements compared to the nearest neighbour method on
the data set we have considered. Classi�cation improvement due to the
applied techniques was evident and the reasons for the improvements
were understood. If one has enough time to measure multiple range
pro�les in a sequence, then the introduction of an ambiguous class in a
nearest neighbour classi�er is fruitful as the total cost can be brought
down.

What the classi�cation enhancement due to the smoothing is con-
cerned, we have to be very cautious to claim that the same will happen
in general. The experiment could not be repeated on another test set
to check if similar improvements at the same smoothing parameters are
observed, simply due to the lack of independent test data.
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In this �nal chapter, we wish to conclude this thesis by looking back
at the objectives that were presented in the �rst chapter and by giv-
ing directions for future research. This will be done by revisiting the
main results and use them to assess what research and developments
are desired in the future. Additionally, we will mention relevant novel
developments in both algorithms and hardware.

� Range pro�le measurement

All measured range pro�les used this thesis are acquired employ-
ing a stepped frequency waveform to synthesise a large bandwidth
from individual pulses. Much attention was paid to the timing of
the pulses | to achieve robustness for any velocity of the aircraft
as well as moderate accelerations we have successfully employed
the Velocity Tolerant Waveform.

Some of the currently available radars (and expectedly many more
in the future) have the possibility, however, to emit a large band-
width in a single pulse. Even though the distances at which a
su�cient signal-to-noise ratio can be achieved are smaller (recall
that in the stepped frequency waveform all pulses in the sweep
are integrated) using such an instantaneous high bandwidth pulse
o�ers substantial advantages. Firstly, the time-on-target is very
short as a full range pro�le is measured in a single pulse. Secondly,
the highly variable reections from the compressors and turbines
of the aircraft engine(s) (Jet Engine Modulation) do not contami-
nate the full range pro�le, but will be located at their physical lo-
cations. Measuring a sequence of range pro�les, a JEM-spectrum
can be produced by monitoring the variability of the range cells
that contain the turbines/compressor parts. Hence a simultane-
ous JEM and range pro�le classi�cation is possible.

It is expected that a considerable research e�ort will be devoted
to pro�t from these technological advances.

� Classi�cation of radar range pro�les

Range pro�les are discriminative for target type. The robust-
ness of featureless classi�cation made us decide to use techniques
based on pro�le-to-pro�le distances, rather than to rely on feature
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extraction. We have presented a methodology for comparison of
di�erent techniques. Furthermore, a dramatic drop in classi�-
cation error was achieved applying the Box-Cox transformation.
Apart from the bene�t for radar range pro�le classi�cation, this
nonlinear transformation deserves to be investigated more closely
for the use in discrimination problems that concern real world
data in a much broader area than radar range pro�les only.

Despite the choice we have made in our approach, it is worth
paying future attention to the selection of features from the range
pro�les; the challenge is to make them truly shift-invariant. It is
probably too optimistic to expect large bene�ts in terms of classi-
�cation accuracy | the main advantage would lie in the increase
of classi�cation speed when the classi�cation is done in a lower
dimension. For the recognition of measured data with predicted
data, an important path to follow is to search for features that
are common between the two types of range pro�les, rather than
to force featureless classi�cation even though it is known that so
many simpli�cations are present in the predictions.

A signi�cant improvement was gained in the classi�cation of se-
quences of range pro�les. We have only considered two di�erent
techniques, but we judge more approaches worth investigating are
available. One could, e.g. , examine the dynamics of a sequence
of pro�les or �nd ways to update the knowledge on target type
each time a new pro�le from the same aircraft is added.

In the previous chapter we have also touched upon the problem
of ambiguous declarations. Many more di�erent but very useful
answers could be produced such as an ambiguous classi�cation
between a subset of types: e.g. if the classi�er cannot decide be-
tween two di�erent classes, but both types are friendly, then such
a declaration is highly valuable in an operational environment. If
one still desires classi�cation between these two types, we can add
another classi�er tailored to discriminate between the two types.
(hierarchical classi�cation). It can be trained on speci�c features
in the signatures that were not used before or, possibly, on new
measurements.
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Also, the classi�er should be able to produce the declaration "un-
known" when example pro�les of the observed object are not in
the database. For operational applications such outcomes of clas-
si�cation systems are very important and deserve a considerable
amount of attention in future research.

� Database problem

In this dissertation a �rst step has been made to solve the prob-
lem of availability of range pro�les. The database should contain
signatures seen at a large number of aspect angles from all tar-
gets of interest. We have shown that the computations of range
pro�les using software for electromagnetic computations on com-
puter models of aircraft can be used for mimicking and recognition
of measured range pro�les. A substantial amount of additional
research and development is required, however, to arrive at the
anticipated goal.

One path is to gradually improve the simulation software and the
target models. This is a long term e�ort from which other �elds of
radar research will pro�t too, such as RCS-reduction programmes.
Recently, the RCS-prediction code RAPPORT has been upgraded
to include edge-di�raction. Along with these improvements bet-
ter, more detailed aircraft models are required. This is easily said,
but we are aware that these are very di�cult to acquire or build.
Additionally, an e�ort should be made to model engine inlets and
compressor and turbine blades as they could be important con-
tributors to the total radar reection when the target is looked
upon from near nose-on or tail-on.

In parallel, we should follow the path of adapting our classi�ers
by teaching them to look at only those features that are common
between predictions and measurements and distinctive between
di�erent target types. By doing this, we become less dependent
on the amount of detail in the modelling process. This could
be achieved using physical insight; for example, we may attempt
to elicit only those features from the measured data that can be
reliably predicted with the available RCS-prediction code. Alter-
natively, the approach could be data-driven: applying automatic
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feature recognition techniques, characteristics that are the same
for both predictions and measurements may naturally appear.

The work in this thesis has shown that radar range pro�les can
be exploited for target recognition. For the actual application in real
radar systems, though, we still have a large but very challenging and
intriguing research e�ort ahead of us. We predict, however, that aircraft
recognition with radar range pro�les will become a vital function of
many operational radars in the future.
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176 APPENDIX A. RANGE PROFILE OF POINT SCATTERER

A stepped frequency waveform consisting of L pulses at frequencies
fl = f0 + l�f is emited towards a scatterer at distance R that has
a reectivity �. On receival of the reected pulse, the modulation of
amplitude and the change in phase is measured. These two quantities
can, for each pulse l, be expressed in a complex number Gl (Equation
3.3 on page 27):

Gl = �e�4�jflR=c (A.1)

Taking the IDFT from this sequence we can write:

gm =
LX
l=0

Gle
2�jlm=(L+1) (A.2)

= �e�4�jf0R=c
LX
l=0

e2�l(m=(L+1)�2�fR=c) (A.3)

Now we shall use the following equality (see reference [78], Equation
5.16)

LX
l=0

ej�l =
sin((L + 1)�=2)

sin(�=2)
ejL�=2 (A.4)

substituting � = 2�y
L+1

with y = m � 2BR
c

where B � (L + 1)�f is the
bandwidth, we �nd:

gm = �e4�jf0R=cejL�y=(L+1)
sin(�y)

sin(�y=(L+ 1))
: (A.5)

taking the absolute value and squaring the result we �nd Equation 3.4:

jgmj2 = �2
�����sin�ymsin �ym

L+1

�����
2

: (A.6)
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The sliding Box-Cox metric is de�ned as:

d(x;y) = min
l
jjx(�) � y(�;l)jj (B.1)

where y(�;l) is the original vector cyclically shifted over l positions to
the right and Box-Cox transformed with parameter �. The equality
symbol \

s
=" is used to express that the vector on the left hand side is

a shifted version of the vector on the right hand side over an arbitrary
number of positions, i.e. y(�;l)

s
= y(�) for all l.

If a vector and a shifted version of this vector are regarded identi-
cal, the following three requirements have to be ful�lled to prove that
d(x;y) is a metric:

1. d(x;y) = 0, x
s
= y

2. d(x;y) = d(y;x)

3. d(x;y) � d(x; z) + d(y; z)

Proof:

1. (a) d(x;y) = 0) x
s
= y

d(x;y) = minl jjx(�)�y(�;l)jj = 0) x(�) = y(�;lmin) ) x(1) =
y(1;lmin) ) x

s
= y

Here lmin is the value for l for which minl jjx(�) � y(�;l)jj is
minimised.

(b) x
s
= y ) d(x;y) = 0

x
s
= y ) x(�) s

= y(�)
s
= y(�;l) ) minl jjx(�) � y(�;l)jj = 0

2. d(x;y) = minl jjx(�) � y(�;l)jj = minl jjx(�;l) � y(�)jj = minl jjy(�) �
x(�;l)jj = d(y;x)

3. Given x, y and z, pick i such that jjx(�) � z(�;i)jj is minimised.
Then, pick j such that jjy(�;j) � z(�;i)jj is minimised. Then
d(x;y) � jjx(�) � y(�;j)jj � jjx(�) � z(�;i)jj + jjy(�;j) � z(�;i)jj =
d(x; z) + d(y; z)
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Samenvatting

In 1988 werd in de Perzische Golf een Iraanse Airbus neergeschoten
vanaf het Amerikaanse oorlogsschip USS Vincennes. Hierbij kwamen
298 passagiers om het leven. De oorzaak van deze ramp was de foutieve
herkenning van het toestel als een F14 gevechtsvliegtuig.

Dit ongeval staat niet op zichzelf. Sinds vliegtuigen worden ingezet
in oorlogs- of crisissituaties heeft de herkenning van vliegtuigen pro-
blemen opgeleverd. Waren deze in het begin niet urgent | vliegtuigen
vlogen immers met relatief lage snelheden en ze droegen grote tekens
die aangaven uit welk land ze kwamen | naarmate de toestellen steeds
meer op elkaar gingen lijken en zich alsmaar sneller konden verplaatsen,
werd het uiterst moeilijk ze tijdig op het zicht te herkennen.

In dit proefschrift is onderzocht in hoeverre radar gebruikt kan wor-
den voor de herkenning van vliegtuigen. Een gunstige eigenschap van
dit instrument is de grote afstand waarop objecten gezien kunnen wor-
den. Ook werkt het zowel bij dag als bij nacht en onder vrijwel elke
weersconditie. Het principe is eenvoudig: de radar zendt een geconcen-
treerde hoeveelheid energie uit in een bepaalde richting. Deze energie
wordt door een een object gereecteerd. Dit object kan een vliegtuig
zijn, maar bijvoorbeeld ook een schip of voertuig. De weerkaatsing
wordt ontvangen door dezelfde radar zodat gemeten kan worden wat
de richting van en afstand tot het object is. Hiermee belanden wij bij de
twee belangrijkste functies van een radar. Ten eerste dient met behulp
van het instrument het antwoord te worden verkregen op de vraag: \Is
er iets aanwezig?" en, ten tweede, indien het antwoord bevestigend is:
\Waar is het?"

Een voor de hand liggende derde vraag die vervolgens beantwoord
zou moeten worden is: \Wat is het?". Alhoewel de radar al sinds de
Tweede Wereldoorlog operationeel wordt gebruikt, krijgt het onderzoek
naar deze laatste vraag pas de laatste decennia aandacht. De reden hier-
voor is dat pas in de loop van de zestiger jaren de eerste radars werden
gebouwd die voldoende detail van een object kunnen waarnemen.

De belangrijkste methoden om met behulp van radar een \vinger-
afdruk" of signatuur van een vliegtuig te meten ten behoeve van classi-
�catie worden belicht in hoofdstuk 2. Aan het type signatuur kunnen
eisen worden gesteld ten aanzien van de operationele bruikbaarheid.
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Vooreerst dient het signatuur snel gemeten te kunnen worden, het
liefst op grote afstand en bovendien onafhankelijk van de bewegin-
gen van het vliegtuig. Vervolgens is het van belang dat de herken-
ning kan plaatsvinden, ongeacht de ori�entatie van het vliegtuig. Het
type signatuur dat deze wensen het dichtst benadert is het zogenaamde
radarafstandspro�el. Een dergelijk pro�el is feitelijk niets anders dan
een gra�ek die laat zien op welke afstanden reectiehaarden op het
vliegtuig aanwezig zijn.

In hoofdstuk 3 wordt uitgebreid ingegaan op het meten en de eigen-
schappen van afstandspro�elen. In dit hoofdstuk worden tevens de
twee belangrijkste kenmerken van deze signaturen voor de bouw van
een vliegtuigherkennend systeem benadrukt. Pro�elen zijn afhankelijk
van de geometrie van het vliegtuig | het is nu juist dit gegeven dat
ons in staat stelt de pro�elen te gebruiken voor de vliegtuigherkenning.
Daarnaast is de vorm sterk afhankelijk van de ori�entatie van het vlieg-
tuig. Kleine verdraaiingen van het toestel kunnen resulteren in sterk
verschillende pro�elen.

Dit laatste gegeven vormt een groot probleem voor operationele
toepassingen | het is zeer duur en tijdrovend om, van alle relevante
vliegtuigen, voldoende pro�elen te verkrijgen in meetcampagnes. Hier-
bij moet gedacht worden aan ettelijke duizenden pro�elen voor �e�en
vliegtuig. Bovendien zullen, uit de aard van de zaak, geen vijandelijke
vliegtuigen deelnemen aan de metingen. Een oplossing wordt gezocht in
computersimulaties waarin geometrische computermodellen van vlieg-
tuigen gebruikt worden en een rekenprogramma dat de weerkaatsing op
het vliegtuig nabootst.

Voor het onderzoek staan twee typen van afstandspro�elen tot onze
beschikking: metingen aan vliegtuigen in volle vlucht en computer-
berekeningen aan modellen. Een uitgebreide beschrijving van deze
gegevens alsmede de opzet van de experimenten in dit proefschrift kan
worden gevonden in hoofdstuk 4.

In hoofdstuk 5 wordt aangetoond dat het daadwerkelijk mogelijk
is om vliegtuigen te herkennen op basis van radarafstandspro�elen.
Hierbij worden voor zowel het trainen van het herkenningssysteem als
het testen gemeten afstandspro�elen gebruikt. Diverse classi�catietech-
nieken worden beschreven, toegepast en vergeleken | hier wordt niet
alleen de classi�catie-nauwkeurigheid in aanmerking genomen, maar
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ook de snelheid waarmee een herkenning wordt geleverd.
In hoofdstuk 6 wordt een eenvoudige schaling, de zogenaamde Box-

Cox transformatie, toegepast op de pro�elen. Aangetoond wordt dat
hiermee een grote winst in classi�catie-prestaties wordt behaald. Tevens
wordt aannemelijk gemaakt dat er voor deze techniek vele andere toe-
passingen zijn. Het succes van de transformatie ligt, kort gezegd, in
de \aard der dingen": hoe groter de gemiddelde waarde van een aantal
metingen van gelijksoortige objecten, hoe groter de spreiding rond dit
gemiddelde. Een voorbeeld van deze \aard" is de variatie in lichaams-
lengte: deze zal groter zijn voor volwassen Nederlanders dan voor, bij-
voorbeeld, volwassen Japanners, simpelweg omdat de laatsten gemid-
deld kleiner zijn.

In hoofdstuk 5 en 6 zijn, zowel voor de training als voor het testen
van de classi�catietechnieken, gemeten pro�elen gebruikt. Al eerder is
genoemd dat radarmetingen all�e�en niet voldoende zijn om een volledige
bibliotheek van afstandpro�elen te verkrijgen voor de herkenning van
alle relevante doelen. In hoofdstuk 7 en 8 is daarom onderzocht in hoe-
verre computersimulaties behulpzaam kunnen zijn voor het completeren
van het bestand van pro�elen.

Allereerst is het van belang om te onderzoeken of de berekeningen
en metingen voldoende overeenkomen. In hoofdstuk 7 wordt hiertoe in
detail een vergelijking uitgevoerd. De resultaten tonen aan dat vooral
op zij-aanzichtshoeken een uitstekende overeenkomst bestaat tussen
metingen en berekeningen. De correlaties worden slechter indien de
radar tegen de neus of de staart van het vliegtuig \aankijkt". De ver-
schillen kunnen verklaard worden uit het feit dat de radarstraling door
de motoren wordt gereecteerd hetgeen in de gebruikte rekenprogram-
matuur niet is ge��mplementeerd.

In hoofdstuk 8 wordt een verdere stap gezet: de classi�catie van de
gemeten pro�elen welke geschiedt op basis van de gesimuleerde pro�e-
len. De experimenten in dit hoofdstuk worden uitgevoerd op een verza-
meling gemeten pro�elen van vijf verschillende verkeersvliegtuigen. Tij-
dens deze metingen waren de vliegtuigen met hun zijkant naar de radar
gericht. Van dezelfde toestellen zijn geometrische computermodellen
aanwezig waarvan pro�elen zijn berekend, uiteraard ook op zijaan-
zichtshoeken.

De resultaten tonen aan dat het in beginsel mogelijk is om de
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vliegtuigen te discrimineren op basis van de computerberekeningen.
Een aanzienlijke verbetering hierbij blijkt te worden behaald indien
meerdere metingen van hetzelfde vliegtuig simultaan voor herkenning
worden gebruikt. Overigens lijkt het ons raadzaam om verder te on-
derzoeken of kleine details uit de pro�elen kunnen worden weggelaten
| de resultaten zoals beschreven in dit hoofdstuk tonen vooralsnog
aan dat hiermee een verbetering van de classi�catie-score kan worden
behaald.

Veruit de belangrijkste conclusies van dit proefschrift zijn dat herken-
ning op basis van radarafstandspro�elen zeer wel mogelijk is en en
dat computersimulaties een mogelijke oplossing van het probleem van
het structurele gebrek aan gemeten afstandspro�elen vormen. Voor
de uiteindelijke toepassing in radarsystemen ligt er niettemin nog een
groot, maar uitdagend en zeer intrigerend onderzoeksgebied braak.
Onze verwachting is echter dat vliegtuigherkenning op basis van af-
standspro�elen een wezenlijk onderdeel zal vormen van toekomstige
operationele radarsystemen.


