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Team Information

The Dutch Nao Team from the Netherlands comprises 24 active members and
a staff member from the University of Amsterdam. The team consists of stu-
dents pursuing degrees in both Bachelor’s and Master’s programs in Artificial
Intelligence and Computer Science. Over the past thirteen years, the team has
acquired a total of 27 NAO robots, although not all of them are currently opera-
tional. Currently, the team has nine NAO V6 robots. The team does not intend
to purchase any new NAOs this year.
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1 Code Usage

Until 2022, the Dutch Nao Team has been using a framework written in C++.
In 2023, we participated with an adapted version of the 2021 HULKs code re-
lease 3 while we were transitioning to our new framework yggdrasil. From 2024
onwards, we have been participating in the RoboCup events with yggdrasil, a
framework fully built in the Rust programming language. All functionalities in
this framework have been developed by the Dutch Nao Team, and the framework
does not use any other team’s code.

2 Own Contribution

In the past year, the Dutch Nao Team has made a lot of significant advancements
which will be used at RoboCup 2025. These advancements include the develop-
ment of a new framework and walking engine. Additionally, we have developed
new techniques for ball, robot, and whistle detection. An elaborate overview of
all the projects conducted in 2024 can be found in [1].

2.1 Framework

In 2023 we started creating our own framework from scratch, in order to deepen
the understanding of the NAO within the team and improve on what we believe
to be a shortcoming of the currently available frameworks. Concretely, we put a
heavy emphasis on creating a fully parallelizable design that future proofs the
team for future iterations of the NAO, as it is likely have more processing power
and physical cores available. A current trend within the SPL is to have each
system running at a different frequency assigned to a dedicated thread. With
yggdrasil, systems are (unless specified) independent of threads and instead
executed in parallel as tasks on the application’s different thread pools. This
gives us two major benefits:

1. Because systems are no longer tied to specific threads, we can simply schedule
more tasks on threads that are not executing anything, allowing for more
complete utilization of the full processing power of the NAO.

2. When a new model of the NAO with more available cores/threads releases,
we can simply scale up the size of the thread pool to fully utilize the extra
processing power.

2.2 Walking engine

This year we focused on building out the required infrastructure for motion rein-
forcement learning (RL). While high-level behavioral policies can be trained in
simplified environments where the robot’s dynamics are less important, low-level
policies such as motion control require a significantly more complex environment.
For such tasks, the accuracy of the robot’s dynamics in simulation is important.
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Even small differences in the robot’s dynamics, often referred to as "the reality
gap” ([2], [3] and [4]), can cause a significant drop in performance when the
policy is used on the physical robot.

To address this, we focused on reducing this gap by using the MuJoCo [5] physics
engine to model the NAO robot. MuJoCo is a general purpose physics engine
that provides us with all the tools we need to accurately simulate the NAO
robot, such as a gyroscope, accelerometer and pressure sensors.

Due to the limited computational resources available, we plan to enhance existing
systems using these learned policies. The first component we want to enhance is
the walking engine, specifically the gait generator. Previous work [6] has shown
that enhancing an existing gait generator using a policy learned in simulation
leads to a more generic and stable gait. [7] showed that this technique is gener-
alizable to different robots, and we are currently working on bringing this to the
NAO.

2.3 Ball detection

In order to quickly find a ball within an image, we split up the detection process
in two steps: a proposal and classification step. In the proposal step, patches
that potentially contain a ball are identified, and in the classification step for
each patch it is determined if it actually contains a ball. Both steps have been
subject to scrutiny and improvement over the course of the past year.

Proposals In the first step, ball proposals are generated. Because of the limita-
tions that the NAO hardware poses, the major point of focus when developing
the model was time efficiency. With that in mind, we focused on: (a) designing
an efficient system with low runtime, (b) minimizing the number of proposals to
reduce the runtime of the classifier step, all the while not losing out on accuracy.
More details on this can be found in [1].

To reduce runtime, proposals are induced not from the camera image, but from
the generated scan lines, which results in a significantly smaller search space. To
find potential ball locations from scan lines, we make several assumptions. We
search through the scan lines, and flag each area where the assumptions hold as
a potential ball location.

Upon visually testing the model, we notice that the proposals are generally
sensible and expected given our assumptions, while still employing a time-wise
efficient model. Furthermore, we note that the number of proposals is kept low,
also achieving the goal of not overloading the ball classifier.

Classification model To classify the ball proposals, a ball classification model
was developed. During development, the goal was to make the model as light as
possible, so that we are able to classify as much proposals as possible in the cycle
time available, while maintaining almost perfect performance. The ball classifier
that was developed uses 939 parameters and has an inference time of around
350µs. The model has an accuracy, recall, precision and F1-score of above 99%.
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The model architecture makes heavy use of the Depthwise Separable Convolu-
tion [8] for inference speed. Additionally it uses a Squeeze-Excite (SE) block
[9] between the two spatial reduction layers in order to learn the dependencies
between channels. This allows the model to focus more on the relevant channels,
and achieves a computationally efficient channel attention mechanism. This block
is important for the model’s ability to generalize, achieving 0.3 ± 0.2% higher
F1-score compared to models without the SE

2.4 Robot detection

Since robots have black and white components, similar to the ball, it can be hard
to distinguish ball patches from robot patches. It was observed that in the ball
proposal phase, there were a lot of proposals on other robots. Because of this,
many proposals had to be processed, resulting in a longer cycle time. Therefore,
a robot detection model was developed, with as the main goal to filter out all
proposals that were on a detected robot. Additionally, the output of the model
can be used for object avoidance and path planning.

The detection model developed is a single-shot detector (SSD) with a custom
backbone. This means that first, feature extraction is done using the backbone.
After this, bounding boxes are fitted on the features by the SSD, the boxes
are refined, and subsequently classified. Since the images from the robot are in
YUV color space, and converting them takes up valuable time, the model was
specifically designed to be able to work with YUV images.

The inference time of the model is 19ms± 8, which is fast enough to run on the
robot in real-time. The model uses 49,412 parameters. The mAP of the model
on the test set is 31.1%, which was good enough in practice.

2.5 Whistle detection

Another key area that has seen significant improvement during the past year
was automated whistle detection. The development consisted of two steps. The
first step, converting a raw waveform to a spectrogram, is typically done us-
ing the Fourier transform (FT) [10]. However, a spectrogram does not account
for frequencies changing over time, even though our goal is to classify at which
moments in time a whistle sound is present and at which ones not for an au-
dio sequence. Hence, we need an adapted version of the FT: the short time
Fourier transform (STFT) [11], which returns an array of spectrograms by re-
peatedly computing the FT for a sliding window over time. Because at the time
of development no suitable Rust implementation of the STFT was available, we
implemented it ourselves using the FT provided by the RustFFT1 crate.

For the second step, developing the whistle detection method, we compared two
different methods. We used an algorithmic approach described by a member of
the HULKs team2 as a baseline. We compared this with a machine learning
1 https://github.com/ejmahler/RustFFT
2 https://github.com/ykonda/Masterthesis

https://github.com/ejmahler/RustFFT
https://github.com/ykonda/Masterthesis
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approach leveraging a feedforward neural network (FNN) that we developed.
Analog to the previous method, this method only considers the high 2kHz to
4kHz bandwidth. However, instead of using a handcrafted detection mechanism,
we train a FNN to classify whistles. The previous iteration of our whistle de-
tection model trained on the entire frequency spectrum, but we found it was
overfitting on lower frequencies to such a degree it became nearly unusable. For
training, we used the dataset provided by [12]. Another key factor we changed
with respect to our previous iteration is that we use our Rust implementation of
the SFTF in both the framework and to preprocess the training data. Previously,
we used the Pytorch implementation in the training code and modeled our Rust
implementation after the Pytorch version. However, the implementations were
not precisely equal, which adversely affected training.

After evaluating the models on the test dataset, we find that the FNN approach
achieves a near perfect accuracy of 99% and substantially outperforms the algo-
rithmic baseline of 93%. Lastly, we performed a practical test by simulating an
exceedingly noisy match environment and sporadically blowing a whistle during
the course of roughly 15 minutes. We found that the model was able to correctly
identify all whistles.

2.6 Field boundary detection

Some vision modules should only consider parts of the image containing the
soccer field, since detecting lines or balls outside of the field would waste com-
putational resources.

To address this, we implemented a neural network-based field segmentation
model, based on the work of [13]. Our approach follows the original method
by predicting the y-position of the field boundary at 40 evenly spaced points
across the image. By fitting a line through these predicted points, we create a
boundary where all pixels below the line are classified as part of the field.

The architecture described in [13] follows a two-stage design based on [14]. The
backbone consists of 3-4 inception V3 blocks, which handle feature extraction.
These features then pass through a single-layer convolutional bottleneck that
outputs the predicted boundary point positions.

Our architecture is very similar, but we switch out the convolutional layers with
depth wise separable convolutions and use the Sigmoid-weighted Linear Unit
(SiLU) [15] as non-linearity instead of the traditional ReLU. The original Ef-
ficientNet architecture shows that this activation results in better performance
[16] as it does not immediately discard negative inputs which makes training
more stable.

3 Unpublished Results

From 2020 onwards, the Dutch Nao Team participated in all main RoboCup
competitions. The results of these competitions can be found on https://spl.

https://spl.robocup.org/history/
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robocup.org/history/. Furthermore, the team participated in the GORE 2022 and
2023, and the RoboCup German Open 2024, of which the results can be found
on https://spl.robocup.org/events/. The team also participated in several editions
of the RoHOW. Prior to the RoboCup 2025, the Dutch Nao Team intends to
participate in the German Open 2025.

4 Impact

The active participation of the Dutch Nao Team in RoboCup over the past years
has had significant impact on the team itself, the University of Amsterdam, and
the SPL. Over the past year, the team has gained members, now having 25 active
members from different studies related to computer science and AI. Because of
this, the team has gained professionality in its organization. Furthermore, over
the years, the Dutch Nao Team has supported several theses and projects that
led to publications [17]–[23] and projects that led to publications on a large
variety of topics [24]–[26]. Additionally, the Dutch Nao Team is part of the
Lab42 community3, which is the centre for Digital Innovation and AI of the
University of Amsterdam.

In 2024, the team has worked on several projects (see Section 2), and has the
intent to publish these results on RoboCup events in 2025. Furthermore, the
Dutch Nao Team is the only team in the Challenge Shield of the SPL that
developed its own framework, something we believe provides a significant input
to the SPL and encourages new development and research.

5 Other

Aside from the events at the University of Amsterdam that the Dutch Nao
Team is a part of, DNT organizes and is part of a lot of events for the entire
community. The team has a collaboration with Startup Village Amsterdam4. In
practice, this means that delegations from all over the world come and visit the
Intelligent Robotics Lab and the team gives presentations and demonstrations
on the work we do as a team. Furthermore, we give programming workshops
for high-school students, both in our robotics lab and at events like the Career
Day5. Lastly, we participate in events that are free for the entire community,
such as 24UurOost6, an event organized by the city of Amsterdam, where we
give presentations about the work that we do for the people of Amsterdam.
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