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Abstract. Ecological knowledge is often characterised as being incomplete, sparse and non-formalised. Qualitative reasoning
provides means to capture such knowledge that is otherwise difficult to represent in computer programs. An additional feature is
that qualitative models can be used to run interactive simulations in learning environments, providing opportunities for learners
to acquire causal insights about ecological phenomena. In this paper we present qualitative models of interactions between two
populations in biological communities. Our approach further explores a qualitative theory of population dynamics previously im-
plemented. Based on this theory we have developed and implemented qualitative models and simulations that support reasoning
about the most common behaviours of two interacting populations. In our models the assumptions are explicitly represented and
therefore can be analysed by students and modellers. We also discuss how these models can be organised to create interesting
learning routes for teaching learners about population and community behaviour.
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1. Introduction

Qualitative simulations are detailed and articulate
knowledgemodels that represent insights humans have
developed of systems and their behaviour. Such knowl-
edge models are interesting, both from an ecologi-
cal and from an educational perspective. This article
presents qualitative models and simulations of interac-
tions between two populations in biological communi-
ties. In addition, it discusses the organisation of such
simulation models into clusters of increasing complex-
ity in order to facilitate their use in interactive learning
environments.

Historically, in the field of ecology, models about
two populations are based on the logistic or re-
lated equations (cf., [10,11]). However, such numerical
means may not always be suitable for representing eco-
logical knowledge, because ecological knowledge is
often incomplete. Qualitative models provide new op-
portunities for articulating ecological knowledge. Par-
ticularly, to represent those aspects which are normally
hard to capture in quantitative models, such as defini-
tions of objects and situations, representation of mod-

elling assumptions, and explanations based on causal
relations.

From an educational point of view, qualitative mod-
els can be used to generate simulations that form the
basis for interactive learning environments. The con-
struction of sucharticulate simulations is of particu-
lar interest, because they facilitate “knowledge com-
munication” between the agents involved in the learn-
ing process [3,6]. The latter even more now that graph-
ical tools have been developed that support learners in
inspecting qualitative simulations [1].

However, qualitative models and simulations of
pairs of interacting populations do currently not ex-
ist. In this article we address this problem by devel-
oping such models. The presented simulations show
the typical behaviours as reported in the literature and
presented in textbooks. Our work further explores the
qualitative theory of population dynamics as presented
in [22–24]. Using this library of basic processes it is
possible to derive complex community behaviour as
illustrated by an implementation of the Cerrado Suc-
cession Hypothesis (CSH). The CSH models are based
on ecological studies and theories concerning succes-
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sion in the Brazilian Cerrado vegetation (cf., [4,17])
and capture knowledge about the structure and behav-
iour of Cerrado communities under the influence of fire
and other environmental factors. Simulations based on
these models reproduce the “common-sense theories”
that domain experts have formulated concerning the
vegetation dynamics in the Cerrado.

The models about population interactions presented
in this article have been added to the models imple-
menting the CSH, resulting in a large set of models.
However, when such a set becomes too complex it can-
not be used effectively for teaching purposes. It has to
be rearranged into smaller parts and ordered in a se-
quence for learners to progress through and gradually
acquire more advanced insights (cf., [28]). The second
part of this article investigates the organisation of qual-
itative simulation models in the domain of ecology for
teaching purposes.

2. Ecology of interactions between two populations

Communities are defined as sets of populations of
different species living in the same space during the
same period of time. Most ecologists believe these
species are not randomly associated, and how commu-
nities are structured has been subject of an intense de-
bate. Negative and positive interactions between pop-
ulations such as competition, predation and symbiosis,
working under the influence of physical factors of the
environment, have been pointed out as the main organ-
ising forces of communities. Particularly, the role of
competition and predation in organising communities
has been emphasised by many authors (cf., [13,19]).

Relationships between populations of different
species can be classified either on the basis of the
mechanismor on theeffectsof the interaction. Mech-
anisms of interaction take into account particularities
of each species life cycle. When these details are left
out, and just the effects considered, interactions can
be classified according to combinations of the symbols
{−, 0, +}: “ −” means that one population is adversely
affected by the other; “0” means that one population
suffers no effects from the other; and “+” means that
one population benefits from the other. If the interac-
tion is to be modelled as an equation, the meaning of
the symbols is to add a positive or a negative term to
the growth equation of both populations. Mechanisms
and effects of main interactions between two popula-
tions as described by [19] are summarised below. The
format used is:Type(A, B): Description.“Type” refers

to the name of the interaction. “A” refers to the effect
the interaction has on population one (written as: pop-
ulation1). “B” refers to the effect on population two
(written as: population2).

• Neutralism (0, 0): Neither of the populations af-
fects the other population.

• Amensalism (0,−): Population1 inhibits popula-
tion2, in general by producing some toxic sub-
stance (and population1 is not affected).

• Commensalism (0,+): Population1 benefits pop-
ulation2, in general providing food or transport
(and population1 is not affected).

• Predation (+, −): Population1, the predator,
causes harm to population2, the prey, and benefits
from the interaction; often the predator is bigger
than the prey and less numerous.

• Parasitism (+, −): Population1, the parasite,
causes harm to population2, the host, and benefits
from the interaction; often the parasite is smaller
than the host and more numerous.

• Herbivory (+, −): Population1, the herbivore,
causes harm to population2, the plant, and ben-
efits from the interaction; this involves eating
fruits, seeds, leaves and other parts of the plant.

• Protocooperation1 (+, +): Both populations ben-
efit, but it is a non-obligatory interaction.

• Mutualism (+, +): Both populations benefit, it is
an obligatory interaction (for one or both popula-
tions).

• Competition by interference (−, −): Each popu-
lation is inhibited directly by the other population.

• Competition by resource exploitation (−, −):
Both species have the same requirement and the
availability of this common resource is limited
(indirect inhibition).

Models representing interactions between popula-
tions are useful for the development of conservation
strategies in natural ecosystems, or in programmes of
recuperation of degraded land. For example, accord-
ing to Morosini and Klink [18], “molassa grass” (Meli-
nis minutiflora) is one of the most aggressive invad-
ing species in the Brazilian Cerrado vegetation. This
African species can cause disruptions in the invaded
area and benefits from fire. It has been shown that af-
ter burning,Melinisoccupies the space leaving out na-
tive species. However, shaded by trees likeCecropia
the grass can be eliminated. These interactions can be
seen as examples of competition betweenMelinis and
native species, and betweenCecropiaandMelinis.

1Protocooperation and mutualism are also calledsymbiosis.
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Positive interactions such as commensalism and
symbiosis are also reported in the literature about the
Cerrado. Mendonça and Piratelli [16] fed animals from
eight vertebrate species on fruits and made germina-
tion tests with the seeds. They found some good po-
tential dispersors of seeds, like monkeys from genus
Cebus. Nearly all of the studied species had increased
seed germination after passing through the animal di-
gestive system. The relationship can be seen as proto-
cooperation, with positive effects for the plants (dis-
persion and germination) and for the animals that feed
on them.

Interactions between two populations may change
over evolutionary time, under different conditions or in
different stages of the life cycle. This is for instance the
situation involving insects of two orders (Hymenoptera
and Lepidoptera), described by [26] in the Cerrado.
Hymenoptera areparasitoidinsects, i.e., larvae of Hy-
menoptera kill caterpillars (larvae of Lepidoptera) but
do not affect adult Lepidoptera. This way, interaction
between these insects can be described as follows:
(a) larvae of Hymenoptera and larvae of Lepidoptera,
(+, −); (b) larvae of Hymenoptera with adults of Lep-
idoptera, (0, 0); adults of Hymenoptera with larvae or
adults of Lepidoptera, (0, 0).

In summary, communities can be seen as complex
webs of relationships and interactions between pairs of
populations. Qualitative models of these interactions
may help ecologists to understand how communities
are structured and to explain the behaviour of inter-
acting populations in terms of underlying population
processes.

3. Qualitative models of interactions between
populations

The work presented in this article further explores
the qualitative theory of population dynamics pre-
sented by [21,23,24]. They describe a fully imple-
mented qualitative model, referred to as the Cerrado
Succession Hypothesis (CSH). CSH simulates a com-
mon sense theory about the succession of communi-
ties as formulated by ecologists for the Cerrado veg-
etation in central Brazil and that has received support
from scientific studies (e.g., [4,17]). The Cerrado vege-
tation consists of many different physiognomies span-
ning from open grassland to a more or less closed for-
est.

According to a widely accepted hypothesis, changes
in the fire frequency determine the composition of

the Cerrado vegetation. If the fire frequency increases
above “natural” levels, woody components of Cerrado
communities decrease and graminoid components in-
crease, so that the vegetation becomes less dense. If
the fire frequency decreases the vegetation tends to be-
come woody and denser. Experts argue that germina-
tion and survival of young plants of tree species are
more likely to occur in shaded, cold and moist mi-
croenvironments, whereas grass species do better in il-
luminated, warmer and dryer microenvironments.

An important characteristic of the CSH model con-
cerns the use of “basic processes” (natality, mortal-
ity, immigrationandemigration) that determine the be-
haviour of each population in a community and from
which the overall behaviour of the Cerrado commu-
nity is derived. For the research presented in this ar-
ticle we also use this qualitative theory based on ba-
sic processes to simulate and explain different kinds of
interactions between two populations. Below, we first
present the basic processes by discussing the behaviour
of a single population. Next, we extend this approach
by introducing a general schema for modelling inter-
actions between two populations. This is followed by
a discussion on the specific interaction types and how
they are implemented using this schema.

3.1. Single population behaviour

The models discussed here are implemented in
GARP2 [2], a domain independentreasoning en-
gine that implements a compositional modelling ap-
proach [6] to qualitative simulation. The engine works
on the basis of three constructs: scenarios, model frag-
ments and transition rules. Scenarios specify initial sit-
uations for the simulator to start a behaviour predic-
tion. Model fragments capture knowledge about the
structure and behaviour of (partial) systems and are
used to assemble states of behaviour. Assumptions
may be used to further detail the applicability of a
model fragment. Transition rules determine valid tran-
sitions between states of behaviour. After selecting a
scenario the reasoning engine proceeds with the pre-
diction task by recursively consulting the library of
model fragments for applicable fragments. This search
is exhaustive and each consistent subset of applicable
model fragments represents a behaviour interpretation
that matches the selected scenario. How many interpre-
tations will be found depends on the kind of scenario,

2The software and models can be downloaded from: http://www.
swi.psy.uva.nl/projects/GARP/.
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particularly on the amount of detail and constraints that
have been specified in it.

Following the compositional modelling paradigm an
important goal is to construct model fragments that
represent elementary behavioural units. These building
blocks should reflect the basic concepts and principles
for a particular domain from which the behaviour of
more complex systems can be explained. To capture
the insights that ecologists have concerning the behav-
iour of populations, the CSH model is based on the
“growth” equation that is typically found in textbooks
on ecology:

Nof(t + 1) = Nof(t) + (B + Im) − (D + E)

In this equationNof represents the number of individ-
uals of the population at the beginning (t) and at the
end of some time interval (t + 1). B, D, Im, andE
represent the amount of individuals being born, that
die, immigrate and emigrate during that interval, re-
spectively. After introducing this equation, ecological
textbooks spend quite a few pages on explaining is-
sues relevant for understanding this equation. For in-
stance, thatB,D, andE are functions ofNof and that
the precise shape of these functions may be different
for different species while immigration (I) seldom de-
pends on the number of individuals already present in
the population.

Causal dependencies, as introduced by the Qualita-
tive Process Theory (QPT) [7], can be used to cap-
ture such knowledge in a qualitative model. Similar
to QPT GARP allows the use of positive and nega-
tive direct influences (I+, I−), and positive and nega-
tive indirect influences (P+, P) (the latter are also re-
ferred to as proportionalities). The flow of individuals
being born is typically captured by an I+, meaning that
“there is a flow (rate) ofB that causes theNof to in-
crease”, thus: I+(Nof, B)3. Next, the fact that “changes
in the Nof, in a particular direction, cause changes in
the flow ofB, in the same direction” is typically rep-
resented by a P+, thus: P+(B, Nof). Following this
approach we can define four basic processes: “natal-
ity” ( B), “mortality” (D), “immigration” (I) and “em-
igration” (E), each modelled by a separate model frag-
ment. The quantitiesB, D, Im, andE can be seen as
the ratesof these processes. But notice that there are
differences on how they relate toNof. Flows originat-
ing from mortality and emigration have anegativedi-

3Following conventions (cf., [7]), the influencing quantity is men-
tioned as the second argument.

rect influence on the size of the population; therefore:
I−(Nof, D) and I−(Nof, E). And there is no indirect in-
fluence fromNof on Im, because immigration is seen
as being independent of the population size.

An important aspect of a qualitative model concerns
the values quantities can have: the quantity spaces.
In GARP quantity spaces are uniquely definedper
quantity and consist of an ordered set of alternating
points and intervals. A quantity space may include 0
(zero), which is universal for a model, that is, all 0’s
are equal. Relationships between other values from
different quantity spaces can be defined using (in)-
equalities and correspondences. Most of the simula-
tions presented in this article use a three-valued quan-
tity space forNof: QS = {zero, normal, max}, refer-
ring to: the population does not exist (Nof is zero), the
population exists and has a “normal” size, and the pop-
ulation has reached its maximum size. A different per-
spective may require a different range of values. For
instance, to characterise and discriminate between dif-
ferent types of Cerrado communities Salles and Bre-
deweg [23] use a five-valued quantity space forNof:
QS = {zero, low, medium, high, max}. Magnitudes
of B, D, Im, andE are represented by the values zero
and plus (a positive interval), thus QS= {zero, plus}.
Derivatives in general can take on the values minus,
zero, and plus, represented as QS= {min, zero, plus}.
Applied to the derivatives ofNof, andB, D, Im, and
E, these symbols represent that the population and the
flows from the basic processes are decreasing, stable
or increasing.

A flow of individuals, as e.g., modelled by the “na-
tality” process, doesonly occur when a population ex-
ists. Therefore a distinction must be made between sit-
uations in which a population exists and in which it
does not exist. Two model fragments describe these sit-
uations: ifNof > 0, there is a population, described
in the fragment “existing population”, and ifNof = 0,
there is no population, described in the fragment “non-
existing population”. The processes “natality”, “mor-
tality”, “immigration”, and “emigration” have the “ex-
isting population” model fragment as a condition, re-
sulting in these processes not becoming active for
“non-existing populations”. However, in some situa-
tions, a new population can start to live in a place with
the arrival of some individuals. This process is called
“colonisation”. Colonisation is modelled as a special
kind of “immigration”, namely one that starts a new
population in a space where there is no such popula-
tion. So the fragment “non-existing population” is con-
ditional for the “colonisation” process to become ac-
tive.
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When a quantity is directly or indirectly influenced
by more than one process, their effects are combined
by influence resolution[7]. In our case,B andIm are
added, whereasD andE are subtracted from the deriv-
ative of Nof. The final result may be ambiguous de-
pending on the relative amounts of these four rates.
Ambiguity is sometimes seen as a problem of qual-
itative models, because the missing information may
lead to enormous state-graphs predicting a large num-
ber of possible behaviours. We like to think of ambigu-
ity as a feature, namely one that drives the knowledge
acquisition. If ambiguity occurs in a simulation, do-
main experts can be further questioned about the miss-
ing knowledge. If that knowledge is available, it can be
made explicit, modelled and the ambiguity can be re-
solved. If that knowledge is not available the ambigu-
ity reflects the incomplete understanding that experts
have of the domain. Notice that, behaviours resulting
from ambiguity should not be confused with spurious
behaviours (e.g., [14]). Spurious behaviours are unde-
sired. They refer to incorrectly predicted behaviours
that do not occur for the real system, but only appear in
the model. Ambiguity, on the other hand, refers to al-
ternative behaviours predicted because information is
lacking, but given what is know they arecorrect be-
haviours.

In the case of the processes that govern population
behaviour extra information can be represented con-
cerning the relative magnitudes of the flows. This is
achieved by aggregating quantities in order to get a dif-
ferent perspective on population growth. As in most
mathematical models, we define the “growth” process
as an aggregation of the four basic processes, using
the intermediate variablesInflowandOutflowto define
growth rate (Growth). The qualitative growth equation
then becomes:

Inflow= B + Im

Outflow= D + E

Growth= Inflow− Outflow

The overall population growth is modelled using a
new model fragment, “population-growth”, that also
introduces the causal dependencies I+(Nof, Growth)
and P+(Growth, Nof). Different from the four basic
processes the quantityGrowth requires QS= {min,
zero, plus} to take care of situations in whichInflow is
smaller, equal or greater thanOutflow.

To run simulations that capture different perspec-
tives on population behaviour, assumptions may be

used. In our models we usesimplifying and operat-
ing assumptions along the lines suggested by [6]. In
GARP, assumptions are implemented as labels that af-
fect the applicability of model fragments. If a model
fragment becomes active, because an assumption ap-
plies, it usually results in additional constraints that
have to be taken into account. A typical operating as-
sumption in population ecology is the notion ofopen
versusclosed populations, referring to the situation
in which migration occurs or does not occur, respec-
tively. To capture this idea two assumption labels are
defined:open-populationandclosed-population. Par-
ticularly, the “closed-population” fragment always ap-
plies when theclosed-populationassumption is active.
It excludes migration by specifying that both magni-
tudes and derivatives are equal to zero (Im = E = zero
and∂Im = ∂E = zero).

Having defined a library of model fragments, scenar-
ios can be specified to run specific simulations. VISI-
GARP [1] implements a graphical user interface on
top of GARP and can be used to control and inspect
the simulations. Figure 1 shows some of the results
produced by VISIGARP when running a simulation
of a single population withunknowninitial values for
all quantities. In the case of unknown values GARP
may assume values for certain quantities if there are
applicable model fragments that capture knowledge
in this respect (for details see [2]). For this scenario,
GARP assumes values for the quantityNof. Following
this, values are derived for other quantities, as well as
possible states and state transitions.

Figure 1 shows different kinds of simulation results,
notably the state-graph (right top), the value history
(right middle), and part of the causal model (left and
bottom). A state-graph starts with a scenario (grey cir-
cle, named “input”) and shows the qualitative distinct
states of behaviour that the system can manifest (num-
bered black circles). It also shows which states of be-
haviour succeed each other (arrows between circles).
In the example, there are six qualitative states. They
implement a single path of behaviour, no branching,
starting at state 8 and ending at state 6 {8→ 5 → 1 →
2 → 3 → 6}.

A VISIGARP user can select a set of states from the
state-graph and open the value history. The quantities
and their values are then shown in the order in which
the states have been selected. In each state all quantity
values are represented as magnitude/derivative pairs,
Value =<mag, der>, representing current value and
direction of change, respectively. For instance, in state
8, Nof is represented as<max, min> (that is: it
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Fig. 1. Basic processes influencing a population. Names used in the drawings relate to the text as follows: number_of (Nof), dead (D), born (B),
emigrated (E), and immigrated (Im). The numbers 1 and 2 are used to distinguish between the two populations. Thus number_of1 refers to the
Nof individuals of the first population and number_of2 refers to theNof individuals of the second population (if there is a second one). The same
procedure is used for the other quantities.

has maximum value and is decreasing). In Fig. 1 the
states have been selected following the order of the
state-graph (notice that a user may select a different
sequence). Thus, the value history diagram actually
shows the sequence of values in the successive states.
The simulation starts with a maximum sized popula-
tion (state 8). It decreases and, via state 5, becomes
zero in state 1 (population became extinct). State 1 is
followed by state 2 in which the population starts to
grow again because of colonisation. After colonisation
it continues to grow and via state 3 becomes full sized
again, as represented by state 6.

The causal model underlyingeach state can also
be inspected using one of VISIGARP’s interactive
screens. Figure 1 shows the causal model details for
state 3. This view also shows the quantity space each
quantity has as well as the specific values and deriva-
tives in this state of behaviour. For instance,Nof has
<normal, plus> (that is: it has a normal value and
is increasing, as shown by the scale and by the tri-
angle respectively). Notice that each state has its own
causal model, possibly different from the causal model
in other states, depending on the model fragments that
are applicable in each state of behaviour. In state 3 the
four basic processes are all active (“natality”, “mortal-
ity”, “immigration”, and “emigration”). Each of these
processes influences the size of the population (e.g.,
the mortality process introduces a negative influence,
I−, on the size of the population). Changes in the pop-

ulation affect the basic processes (e.g., when the size
of the population increases,D (mortality) will also in-
crease, P+). The figure also shows how different flows
are accumulated into the totalInflow andOutflowand
how these flows eventually determine the overall pop-
ulationGrowth.

The simulation discussed here is only one of many
alternative simulations that can be run. Such simula-
tions may typically vary on assumptions, initial values,
and initial inequality statements between the quantities
involved. In a learning situation, students (working in-
dividually or in pairs) may be given assignments that
they have to solve by inspecting simulations. E.g., ex-
plaining why colonisation does not happen in the case
of a closed-population.

Using the library of model fragments, which imple-
ments a qualitative theory of population dynamics, it is
possible to derive complex community behaviour from
the underlying basic processes that can be seen as “first
principles” in population ecology. The CSH model is
an example of that (cf., [21,23,24]). Below we further
detail the interactions between two populations using
the same library of model fragments to derive popula-
tion behaviour during the interaction.

3.2. Base model of interactions between 2
populations

Suppose there are two populations that do not in-
teract. If there are no constraints, all the possible be-
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Fig. 2. Base model for representing interactions between two popu-
lations.

haviours (that each population alone can exhibit) are
expected to appear in a simulation. Therefore, all the
combinations of values (magnitudes and derivatives)
of all quantities for the two populations will be found.
However, when the populations arenot independent,
but interact and affect each other, we expect that some
of these behaviours will be restricted. That is, not
all behaviours can be expressed by both populations.
Modelling these interactions means articulating the
constraintsthat limit the set of possible behaviours for
the two populations.

As a starting point we define thebasic interaction
modelfor capturing interactions between two popula-
tions. A simplified version of that model is depicted
in Fig. 2. It includes the “natality” and “mortality”
process for the interacting populations and relates the
behaviour of the two populations via a new quantity:
“Effect” (we use “Effect” to refer to bothEffect1on2
andEffect2on1). The idea is that the populations are
influencedvia their basic processes. Population1 pro-
duces some effect (Effect1on2), which affects “natal-
ity” ( B2) and “mortality” (D2) of population2. In the
same way, population2 produces an effect on popu-
lation1 (Effect2on1) that in turn influences “natality”
(B1) and “mortality” (D1) of population1. These influ-
ences are modelled using qualitative proportionalities,
represented in Fig. 2 as {P+, P−, P?}. Notice the dif-
ference between P and I (see [7]). Influences (I) rep-
resent flows, which aredirect influences. Proportion-
alities (P) propagate changes, which areindirect influ-
ences. The latter should be used here, because the size
of the influencing population isinitially determined by
the basic processes of that population (which repre-
sent the direct influences). The changes in size are then
propagated to the affected population, hence an indi-
rect influence.

The attributes of interacting populations are thus
represented by the quantities {Nof, B, D, Im, E,
Growth, and “Effect”}. The quantity spaces associated
to these quantities are:Nof has QS = {zero, nor-

mal, maximum};B, D, Im, andE have QS= {zero,
plus}; derivatives of all quantities andGrowth have
QS = {min, zero, plus}; Effect1on2and Effect2on1
have the same QS asNof. Finally, the populations af-
fect each other via their basic processes. This knowl-
edge is modelled using indirect influences (qualitative
proportionalities).

Having set up the basic architecture, each interaction
type can be constructed following a set of modelling
steps:

• Defining the quantities that represent the mutual
interaction effects. For instance, in the case of pre-
dation theEffectof the predator on the prey can
be calledConsumptionand theEffectthe prey has
on the predatorSupply.

• Establishing causal links between the quantities
Nof, B, D, andEffect. DoesEffect influence both
B andD, and what direction does it have for each
of them? Notice that it follows from the base-
model that the influence fromNof onEffectis al-
ways positive (see also Table 1).

• Defining assumptions that implement correspon-
dences and possibly other constraints between the
quantitiesNof, B, D, andEffect. For instance, a
simplifying assumption that we use in all the in-
teraction models is the full correspondence be-
tween theNof and theEffect it causes. Another
simplifying assumption is to state that when the
Effect influencesboth B and D that the impact
will be the same for both processes (see also be-
low).

• Representing conditions for non-existing popula-
tions. An interesting issue concerns the represen-
tation of things that “disappear” in the real world
because of the system behaviour. Should those
things also disappear from the model or should
the model represent that they have disappeared?
In the case of population interactions the non-
existence of a population may have an influence
on the behaviour of the other population and thus
requires reasoning about something that doesnot
exist in the real-world system. For example, the
idea that the predator population cannot survive
when the prey population is extinct.

Before detailing the points mentioned above for spe-
cific interaction types, a few issues must be discussed
that are relevant to all interaction types. One issue con-
cerns the establishment of the specific causal struc-
ture that implements the interaction. Table 1 shows
the refinement of the base model for each interaction



298 P. Salles et al. / Qualitative models of interactions between two populations

Table 1

Main interaction types according to the effects on population growth

Interaction Influences Models

Competition (−, −) Effect1on2 is negative P−(Born2, Effect1on2)

Effect2on1 is negative P+(Dead2, Effect1on2)

P−(Born1, Effect2on1)

P+(Dead1, Effect2on1)

Amensalism (0,−) Effect1on2 is negative P−(Born2, Effect1on2)

Effect2on1 none P+(Dead2, Effect1on2)

Neutralism (0, 0) Effect1on2 none no relations between

Effect2on1 none the two populations

PredatorPrey (+, −) Effect1on2 is negative P+(Dead2, Effect1on2)

Effect2on1 is positive P+(Born1, Effect2on1)

P−(Dead1, Effect2on1)

Commensalism (0,+) Effect1on2 is positive P+(Born2, Effect1on2)

Effect2on1 none P−(Dead2, Effect1on2)

Symbiosis (+, +) Effect1on2 is positive P+(Born2, Effect1on2)

Effect2on1 is positive P−(Dead2, Effect1on2)

P+(Born1, Effect2on1)

P−(Dead1, Effect2on1)

type as it is implemented in our models. Notice that,
a negativeinteraction (e.g., a negativeEffect1on2) can
be represented as decreasing “natality” and/or increas-
ing “mortality” of the affected population. Similarly, a
positive influence increases “natality” and/or decreases
“mortality” of the affected population. The choices,
as shown in Table 1, are not the only possible solu-
tion and interactions between certain species may re-
quire small adjustments to this set. For instance, not all
competition-based interactions may affect both natal-
ity and mortality for both populations. Some compe-
titions only affect the mortality process of both pop-
ulations. However, in our current implementation we
have focused on what seems to be the most typical oc-
currence of the interaction type. Moreover, our models
can easily be adapted to include other options in this
respect as well.

An important aspect of modelling is the use of
assumptions. We have found that some assumptions
make sense in most interaction types. One observation
to be made is that all interaction types concern non-
migrating populations. Migration is apparently not rel-
evant for understanding the interaction types. Hence,
all our models include the “closed-population” as-
sumption. This means that for the quantitiesE and
Im, which are part of all models because they are part
of the basic processes, it is assumed that their influ-
ence on the interactions is zero (and that this does not
change):E = <zero,zero> & I = <zero,zero>. Con-
sequently, the qualitative growth equation is only af-

fected by “natality” (Inflow = B), and by “mortality”
(Outflow = D), and the growth equation effectively
becomesGrowth= B − D.

A third issue concerns the relationships between
Nof, B and D in one population. In principle, all
kinds of variation is possible, e.g.,Nof = <plus,plus>,
B = <plus,min>, andD = <plus,plus>, or Nof =
<plus,plus>, B = <plus,plus>, and D = <plus,
min>, etc. However, these variations are usually of lit-
tle importance to the typical behaviour of an interac-
tion type. Thus, to simplify the matter, it is assumed
that (1) the values ofB andD are fully corresponding,
and (2) thatD andNof always change in the same di-
rection (in some interaction typesB is also included).
Another simplifying assumption concernsNof in rela-
tion to the “Effect” quantity that influences it. In some
interaction types they are assumed to be fully corre-
sponding, whereas in other types it is assumed that the
impact is less strong.

Notice that these simplifying assumptions have no
effect on the typical behaviour resulting from the in-
teractions. Using these assumptions only simplify the
state-graph produced by the simulator; making it easier
for model users, such as learners, to grasp the essen-
tial details captured by the models and the simulations
they produce.

3.3. Predator-prey model(+,−)

The behaviour we want to represent with this model
shows the predator population changing along with



P. Salles et al. / Qualitative models of interactions between two populations 299

Fig. 3. Causal dependencies in the predator (population1) – prey (population2) model.

the prey population. To achieve that, we have to only
slightly adapt the base model shown in Fig. 2: negative
influence of the predator (population1) affectsonly the
“mortality” of the prey (population2) (and not its “na-
tality”). Figure 3 shows the dependencies as they ac-
tually appear in the simulation. As for all simulation
results shown in this article, the figure is produced by
VISIGARP [1]. Notice that this picture captures the
same type of information as shown in the causal model
part in Fig. 1 accept that due to space limitations not
all the available information is actually shown Fig. 2.

The general constraints, as discussed above, imply
that theConsumptionof food (Effect1on2) fully corre-
sponds to the predator population size,Nof1, andSup-
ply of food (Effect2on1) fully corresponds to prey pop-
ulation size,Nof2. In fact, Consumptiondepends on
many factors, such as the ability of predator to catch
the prey and the availability of alternative sources of
food. Supplydepends on the ability of prey to avoid
the predator and the existence of refuges in the envi-
ronment. Thus, our assumptions implement an approx-
imation of the full natural phenomena.

Specific predator-prey restrictions are that the preda-
tor cannot become bigger than the prey nor survive
without it. This is modelled by stating that whenNof1
is zero, so isNof2. Complementary to that, it is as-
sumed that theSupplyhas to be equal or greater than
Consumption, and that the latter cannot increase faster
than the former.

A simulation with this model is presented in Fig. 4.
The state-graph is shown on the left and the value his-
tory is shown on the right. Notice that the latter enu-
merates the states in the order selected by the user.
The order does thus not necessarily reflect a behaviour

path. The actual behaviour paths are shown in the state-
graph.

The state-graph shows the results of simulating a
scenario (input) in which both populations start out at
“normal” size and an unknown direction of change,
thusNof =<normal,?>. From this initial situation four
interpretations are found, state 1, 2, 3 and 4. Each of
these states is the start of a sub-graph representing one
of the four typical behaviours of a predation situation:

• Balanced co-existence. In state 2 the two popula-
tions have a natural balance; they co-exist without
further changes.

• Populations grow to maximum. State 1 leads
to 10, optionally via 11, and shows the case in
which both populations grow to their maximum
size. Notice that the prey may reach its maximum
size before the predator does (state 11), but not
the other way around.

• Populations get extinct. State 4 leads to 6, op-
tionally via 5, and shows the case in which both
populations get extinct. The path via state 5 shows
that the predator may become extinct before the
prey, but not the other way around.

• Predator gets extinct. Finally, state 3 leads to 8,
optionally via 7 or 9. It shows that the predator
may get extinct without the prey getting extinct.
Notice that the opposite is not possible.

3.4. Competition by interference(−,−)

The model of this interaction type should express
a number of behaviours, including coexistence of the
two populations and competitive exclusion of one of
the two populations. Compared to the predator-prey
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Fig. 4. Behaviour states for a scenario within the predator (population1) – prey (population2) model.

model, there is a small difference: the derivatives of
B andD are assumed to be equal within each popula-
tion. This means that the negative influence caused by
one population is the same for both basic processes of
the affected population. This assumption simplifies the
state-graph, but does not affect the typical behaviour of
this type of interaction.

The interaction quantity has not been given a spe-
cific name. Hence,Effect1on2refers to the harm done
by population1 andEffect2on1to the harm done by
population2. BothEffectsimplement a negative influ-
ence on the basic processes of the other population,
namely decreasing “natality” and increasing “mortal-
ity”.

A typical simulation running a competition scenario
is shown in Fig. 5. In total, five types of behaviour are
possible:

• Balanced co-existence. In state 3 the two com-
peting populations have a natural balance. The
competitive interaction is symmetric, that is, the
mutual effects have the same magnitude and the
populations thus co-exist without further changes.

• Populations grow to maximum. Despite the
competition both populations grow to their maxi-
mum size. This interaction is also symmetric. The
behaviour starts in state 2 and progresses to state
16, optionally going via state 15 or state 17.

• Competitive exclusion. Here the interaction be-
tween the competitors is asymmetric. The nega-
tive impact one competitor causes on the other
population is bigger than the harm if suffers.
Thus, one of the competitors becomes extinct
while the other grows to its maximum size. As
knowledge about which population causes most
harm is not specified in the initial scenario, the
simulator generates both options. Starting in state

2, and eventually leading to state 13, optionally
via state 14 and 12, population2 becomes extinct
while population1 grows to its maximum size.
The behaviour starting with state 4, leading to
state 10, optionally via 9 or 11, implements the
opposite behaviour (population1 becoming ex-
tinct while population2 flourishes).

• Populations get extinct. State 5 leads to 7, op-
tionally via 6 or 8, and shows the case in which
both populations become extinct due to their com-
petitive interaction.

An extension of the model above could include the
influence of human actions or environmental factors.
For example, suppose fire frequency decreases due to
management practices. Under this condition, it may
happen thatEffect1on2> Effect2on1and that popula-
tion2 is excluded (as in state 13). Alternatively, if fire
frequency increases,Effect1on2may become smaller,
changing the results of competitive exclusion (as in
state 10). This can be used to predict the behaviour
of the interaction betweenMelinis andCecropia[18],
mentioned above.

3.5. Commensalism(0, +)

This model has to represent that population2 in-
creases when the population1 increases, without influ-
encing the latter. In addition, we also want to repre-
sent, (a) situations in which the size of population2 (the
one that receives theBenefit) is limited by the size of
the population1 (the one that produces theBenefit), and
(b) situations that express the effects ofBenefitwith
different magnitudes. This is realised as follows:

• In order to limit combinations of possible pop-
ulation sizes, explicit associations involving the
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Fig. 5. Behaviour states for a typical competition interaction.

Fig. 6. Behaviour states for a “medium impact” commensalism scenario.

magnitudes ofBenefitandNof2are introduced in
the model. For instance,Nof2can only have value
“maximum” whenBenefitis also “maximum”. If
Benefithas value “normal”, population2 cannot
reach its maximum size.

• To explore the strength of the effect ofBenefiton
Nof2 we used relationships involving the deriva-
tives. For instance, “medium impact” means that
theBenefitis partially responsible for changes in
population2. This is modelled by assuming that
the derivative ofBenefitis greater than or equal
to the derivative ofNof2. “High impact” means
that changes in population2 are fully determined
by theBenefit. This is achieved by stating that the
derivative ofBenefitis equal to the derivative of
Nof2.

The base model (Fig. 2) and the associated set of
constraints are enlarged with more details in order to
produce behaviour that satisfies the above mentioned
requirements. Assumptions about the derivatives ofB
andD are the same for both populations and similar to
those adopted in the competition model. In addition, it
is assumed that theBenefitproduced by the first popu-
lation is essential for the survival of the second popu-

lation. This way, ifNof1 is zero,Nof2 goes to zero as
well.

Comparing simulations, it is possible to see how the
assumptions influence the behaviour. A simulation un-
der the “medium impact” assumption starting with the
same initial scenario (bothNof =<normal,?>) pro-
duces five initial states, representing combinations of
the derivatives ofNof in both populations (Fig. 6).
However, in none of them the derivative ofNof2 is
greater than the derivative ofNof1 (remember that the
derivative ofBenefitis determined byNof1). The full
simulation produces 13 states showing: both popula-
tions stable at normal size (state 3), both populations
extinct (state 6, via 5), population1 normal and stable
while population2 extinct (state 7, via 4), population1
with maximum size and population2 extinct (state 9,
from 2 via 8 or 10), and both populations at maximum
size (state 12, from 1 via 11 or 13). Changing the as-
sumption to “high impact” reduces the number of pos-
sible states in the full simulation to 10.

3.6. Other models

The neutralism (0, 0) model shows the non-interac-
tion, a situation in which there are no influences
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between the two populations. Starting with an ini-
tial scenario in which both populations haveNof
=<normal,?> the full simulation produces 25 states,
showing all the combinations between the values of
magnitude and derivative ofNof. Given that all the
other interactions are modelled by adding constraints
on “natality” and “mortality”, this model can be seen as
the “base simulation model” for interactions between
two populations.

The amensalism (0,−) model introduces different
impacts of the negative effects depending on the size of
population1 (the one that produces thepollution). Sim-
ulations show that both populations can survive alone,
and that population2 cannot become bigger than popu-
lation1.

The symbiosis (+, +) model represents protocoop-
eration (non-obligatory interaction) and the current im-
plementation assumes that the positive effects on both
populations are equal. Simulations show that they in-
crease and decrease together and that both populations
can survive alone.

4. Organising the model library for teaching
purposes

The models that capture the knowledge about inter-
acting populations are part of a rather large library that
also contains the knowledge about the Cerrado Suc-
cession Hypothesis (CSH) [21,23,24]. When teaching
a substantial complex domain, the subject matter must
be divided into units, each unit dealing with a part of
the whole, and ordered in sequence that can be tra-
versed by the learner. Below we present arguments in
terms of “knowledge characteristics” for effectively di-
viding a large set of models into “stand-alone units”
(that is, full simulations by themselves) and for order-
ing these qualitative models of populations and com-
munities for tutoring interactions. The approach inte-
grates and expands ideas on model dimensions as dis-
cussed in Causal Model Progression (CMP) [28], the
Genetic Graph (GG) [9], and the Didactic Goal Gener-
ator (DGG) [29].

4.1. Principles for organising the subject matter

CMP focuses on electronic circuits and defines three
dimensions for models to vary:perspective, order and
degree of elaboration. Perspective concerns the overall
view of a system. For instance, functional, behavioural,
or physical models. The dimension order further re-

fines the notion of behaviour models. Typically, zero-
order models are static, in the sense of not capturing
continuously changing behaviour. In zero-order mod-
els quantities change values abruptly, such as a light
bulb going from on to off. In first-order models be-
haviour changes gradually, such as a resistor gaining
more resistance as power increases. Finally, second-
order models include knowledge about relative speed
of changes. For instance, one resistor building up resis-
tance faster than another. The third dimension is degree
of elaboration. Basically, it refers to the amount of in-
ference detail that is required for deriving a particular
behavioural fact. A model is more elaborated if it has
more intermediate steps that must be reasoned about.

The GG uses four dimensions to classify elementary
sub-skills (i.e., individual rules):refinement, speciali-
sation, generalisationandanalogy. If the student mas-
ters all the rules s/he will be able to assess the situation
at hand adequately and act in the most optimal way.
Seen from that perspective, a refinement step refers to
identifying a new feature (or a concept), that applies
to some entities and not to others (e.g., colour). A spe-
cialisation step refers to further detailing a concept:
there are different ways in how it can manifest itself
(e.g., there are different colours). A generalisation step
is the opposite of a specialisation step (grouping differ-
ent manifestations under a single concept). Finally, an
analogy step refers to identifying other manifestations
of the same concept.

DGG adapts the ideas presented in the GG. DGG de-
fines generalisation/specialisation for organising con-
cepts (with less/more attributes) in a hierarchy.Inver-
sionrefers to concepts being opposites (e.g., in text ed-
itors delete versus paste). DGG also defines analogy
(similar to how it is used for the GG).Similarity is de-
fined as a particular kind of analogy, namely as a sin-
gle concept having two names. Finally, DGG defines
abstractionversusconcretion, which distinguishes be-
tween support and operational knowledge (e.g., how
does a computer application work and how can it be
used).

For organising models of ecological systems it turns
out that the dimensions defined by GG and DGG pro-
vide means to handle “hierarchies of concepts” (con-
cepts in a broad sense). Consider for instance the fol-
lowing statements. A “shrub population” is a kind of a
“plant population” (the former has more features and
is therefore a specialisation of the latter). A “natal-
ity process” is analogous to an “immigration process”
(both increase the number of individuals). A “mortal-
ity process” is the inverse of a “natality process” (one
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decreases and the other increases the number of indi-
viduals). On the other hand, the dimensions defined
by CMP provide means to handle the “order of behav-
iour models”. For instance, we can distinguish zero-
order (static) models from first-order models, in which
things are changing. Summarizing, within the context
of the former (GG & DGG) we can talk about the
composition and structure of a community. The lat-
ter (CMP) can be used explain how active processes
cause changes in communities (succession). The next
section further discusses how to use the primitives dis-
cussed above to effectively divide and sequence quali-
tative simulation models of ecological systems.

4.2. Decomposing and ordering the CSH model

Libraries used by GARP consist of different types
of model fragments (Fig. 7). A single description frag-
ment (S-mf) models features of a single entity (or con-
cept) (e.g., a tree, or a population) and is organised
in a subtype (is-a) hierarchy (e.g., tree-population is-

a plant-population, which again is-a population). A
process fragment (P-mf) influences features of entities
described by a S-mf (e.g., natality in a population), so
the latter has to be applicable (it is conditional) before
a process can become active. Process fragments can
also be organised in subtype hierarchies (e.g., natality
in trees is-a kind of natality). From a technical point
of view, agent fragments (A-mf) are similar to P-mf:
they influence, i.e., change, features of entities. But
they differ conceptually from P-mf in that they model
actions that are exogenous to the system; an external
agent is enforcing the changes (e.g., a person control-
ling fire frequency). Compositional fragments (C-mf)
specify features of interacting entities (e.g., symbiosis,
or populations being part of the Cerrado Sensu Lato).
Of course the S-mf describing the entities have to be
applicable before the C-mf can become active. C-mf
may also be organised in subtype hierarchies. Next,
P-mf and A-mf may apply to an assembly formed by
a C-mf (e.g., a process that is only active in a Campo
Sujo). P-mf influencing assemblies may again be or-
ganised in subtype hierarchies.

Fig. 7. Technical organisation of model fragments in GARP (illustrating the CSH model).
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Combining the organisation of model fragments in
GARP with the model dimensions discussed above,
gives us the basis for constructing progressive learning
routes. The following dimension can now be defined.

Generalisation/specialisation (G/S). The subtype hi-
erarchy is used to organise model fragments on this
dimension. A fragment is a specialisation of another
fragment if it is a subtype of that fragment. A speciali-
sation specifies at least a new name, but usually also in-
troduces new features. Notice that features may come
in many forms, such as quantities, causal dependen-
cies, value ranges, etc. Generalisation is the opposite
of specialisation. It refers to “moving-up” the subtype
hierarchy. For instance, identifying shrub and tree as
being both plant-populations (and e.g., different from
animal-populations).

Analogy (A). Two fragments are in principle analo-
gous when they are both immediate subtypes of the
same super-type. They share at least the knowledge
specified in the super-type, but they also differentiate
on other features. For example, in the CSH models, the
vegetation physiognomies referred to as Campo Limpo
and Campo Sujo consist of similar kinds of plants, but
each Campo type is characterised by the size of each
plant population type.

Inverse (I). Similar to DGG we define inverse as a
special kind of analogy. Namely, when two immediate
subtypes have opposite features. In terms of ecology
this means processes or agents with opposite behaviour
(in fact, opposing influences). For example: natality is
the inverse of mortality, and immigration is the inverse
of emigration (whereas natality is analogous to immi-
gration and mortality is analogous to emigration).

Order (O). The order of a model is defined as zero,
first or second, mainly following CMP. However, a
strict zero-order model, in which “values are on or off”
does not make much sense when discussing ecolog-
ical models. The notion is therefore widened, in the
sense that a quantity can have different values (e.g.,
low, medium or high). This allows for discussing dif-
ferent kinds of ecological situations. For example, a
Campo Limpo in which certain populations are ac-
tive (the “value is on”, using CMP terminology), form-
ing a community which is characterised by the spe-
cific sizes of these populations (one large, the other
small, etc.) and how that differs from another commu-
nity in which the same populations exist, but with dif-
ferent sizes. First-order models include changes, which
means processes or agents will be active. Moving to a

first-order model is an important step, because it intro-
duces parts of the causality that explains the behaviour.
If multiple processes (and/or agents) are active it may
be known that certain processes are stronger than oth-
ers, and thus that the system evolves in a particular di-
rection. For example, when both mortality and natality
processes are active, but the latter is bigger, the pop-
ulation increases. Second-order models represent rel-
ative changes, e.g., both immigration and emigration
decrease, but the former decreases faster.

Structural change (SC). Often when explaining eco-
logical systems there is the need to switch between sit-
uations in which “different” entities exist. For example,
after explaining the basic behaviour of a single popu-
lation, one may want to move to discuss competition
(which requires the existence of at least two popula-
tions). Switching between such situations is a struc-
tural change. In terms of the simulation model a struc-
tural change always requires a modification of the set
of the entities present in the scenario that triggers the
simulation. Thus a structural change involves adding,
or removing, entities. Structural changes have no coun-
terpart in GG, CMP or DGG, but are crucial for ex-
plaining particular ecological concepts.

4.3. Ordered scenarios and simulation models

The dimensions listed above provide “natural” con-
straints to further organise the set of possible simula-
tions. Notice that moving along the dimensionsG/S,
A andI always involvesonesuper-type and its imme-
diate subtypes, whereas moving along the dimensions
O andSC always introduces a new primitive (e.g., a
process or a new population). To exploit this distinc-
tion we use the notion ofclusters(Fig. 8).G/S, A and
I dimensions exist within a cluster,O andSC dimen-
sions exist between clusters. Second, by definition it
now follows that clusters are always of a certain order
(zero, first, or second). Going to a higher order cluster

Fig. 8. Cluster organisation of population ecology simulation mod-
els.
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requires anO change and moving to a more complex
cluster (of the same order) requires aSC change. Third,
a partial ordering among the clusters follows automat-
ically. A zero-order cluster always precedes the adja-
cent first-order cluster. For instance, there is no point in
discussing the effects of natality before discussing the
structure of the involved population. Similarly, a more
complex zero-order model (e.g., Cerrado Sensu Lato)
can only be discussed after the three populations in-
volved have been introduced (i.e., tree, shrub and grass
populations). However, the sequence is not fully deter-
mined, that is, not all aspects within one cluster have to
be dealt with before someone can move on to another
cluster.

Following the principles described above, we have
defined six clusters of simulation models (Fig. 8). Be-
low each cluster is briefly described.

C1: Classifying Populations. A typical progression
first addresses the zero-order cluster for single popu-
lations. Models in this C1 cluster encode knowledge
about general features of single populations (no dy-
namic aspects) (Fig. 9). The main educational goals
concern the kinds of populations that exist and what
their characteristics are. Within this cluster, questions
and assignments follow from the dimensionsG/S
andA.

C2: Single population dynamics. An O dimension
step from C1 leads to the first-order cluster for those
populations. Simulations in this C2 cluster show how
processes enforce changes in a population. The main
educational goals are to discuss the general laws of
population growth; to identify the basic processes that
cause changes to any population; and to discuss spe-
cialised versions of the basic processes (Fig. 10).
Within this cluster questions explore the dimensions
G/S, A, andI.

Fig. 9. Dimensions for learning routes in cluster one.

C3: Classifying two interacting populations. Next,
a SC step from C1 leads to the zero-order cluster for
two populations. Cluster C3 concerns the structure of
pairs of interacting populations. Educational goals are
to demonstrate how two populations may affect each
other (or some natural resource) and how that happens
via the basic population processes. Questions mainly
explore theA andI dimensions, but possibly also the
G/A.

C4: Dynamics of two populations. An O step from
C3 leads to the first-order cluster for those popula-
tions. Cluster C4 represents the dynamics of the in-
teractions between two populations. Ecological con-
cepts represented in this cluster are the same as in clus-
ter C3. However, the learner can now see the dynam-
ics involved in these relations and notice that they ac-
count for community changes. Educational goals are to
demonstrate how the values ofNof for the two popu-
lations change and to express the behaviour of popula-
tions involved in different types of interaction. Ques-
tions and assignments mainly explore the dimensions
G/S, A andI.

C5: Classifying Communities. A SC step from C3
leads to the zero-order cluster for the Cerrado commu-
nity (three populations). This (zero-order) C5 cluster
elaborates on the concept of community by using rep-
resentations of three populations (Fig. 11). The main
educational goal is to illustrate different types of Cer-
rado communities in terms of the values of quantities
representing the population sizes. Questions explore
the dimensionsG/S andA.

C6: Community dynamics. Finally, anO step from
C5 leads to the first-order cluster for that community
(i.e., the full CSH model). This (first-order) C6 cluster
represents the behaviour of Cerrado communities. En-
vironmental factors such as cover, litter, temperature,

Fig. 10. Dimensions for learning routes in cluster two.
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Fig. 11. Dimensions for learning routes in cluster five.

nutrients, water, fire frequency and their influence on
different plant species in the Cerrado are included in
the models of this cluster. Exploring C6, it is possi-
ble for the learner to see the effects of things such as
fire influencing other environmental factors and even-
tually affecting the basic processes involved in popula-
tion growth. The main educational goals to be achieved
in this cluster are related to the process of succession:
to observe community changes due to the effects of
human actions and natural processes; to understand
causal relations between the environment and the basic
population processes (for details see [21,23,24]).

4.4. Related research on supporting learners

Having an organised set of qualitative simulations is
an important step towards actual use in teaching prac-
tice. It allows learners to gradually progress through
the material while acquiring more advanced insights.
However, also crucial is the realisation of means that
support learners in interacting with the simulations.
Graphical user interfaces (e.g., [20]) and diagrammatic
visualisations (e.g., [15]) are important in this respect.
VISIGARP [1] is a tool that (a) provides a graphical
user interface to control the simulation software, and
(b) automatically generates diagrammatic representa-
tions of simulation results. A study with real learners
using the simulations described in this article, albeit
in an experimental setting, showed the usefulness of
this approach [27]. The results obtained in this exper-
iment support the hypothesis that qualitative simula-
tions enable learners to effectively acquiring domain
knowledge. However, to further enhance thecommu-
nicative interaction[5] with interactive learning en-
vironments, such as VISIGARP, additional support is
needed. Our work in this direction includes domain in-
dependent means for automatically generating ques-
tions and assignments [8], tracking learner difficul-

ties and misconceptions [12], and generating explana-
tions [22].

5. Discussion and concluding remarks

Community behaviour can be seen as the result of a
complex web of relationships and interactions between
pairs of populations. Understanding such interactions
constitutes an important part of ecological theory and
practice. We have presented a set of qualitative simula-
tion models that capture knowledge about the interac-
tions between two populations. With these models it is
possible to derive complex community behaviour from
what can be seen as the “first principles” in population
ecology.

Qualitative models can be used to support simula-
tions in interactive learning environments. They pro-
vide modelling primitives for representing aspects that
normally are hard to capture in numerical models, such
as a vocabulary to describe objects and situations, to
represent the assumptions underlying a model, and
to represent causal relationships. Models about pre-
dation, competition, and other population interactions
presented in this article illustrate these points.

Qualitative models force a model builder to expli-
cate the details relevant to a system’s behaviour. Ini-
tially, when reciprocal influences of two interacting
populations are represented (e.g., as proportionalities),
the reasoning engine generates all possible behaviours,
because the situation is (qualitatively speaking) am-
biguous. This means that for each interaction we have
to specify exactly how that behaviour is different from
“just being ambiguous”. The qualitative approach en-
forces the explication of the assumptions and con-
straints that must be true for interacting populations to
show a certain type of behaviour. Articulating all that
knowledge explicitly in simulation models is a major
advantage of the work presented in the paper. The re-
sult provides an interesting workbench for learners to
work with, while constructing their own understanding
of interacting populations.

The newly created simulations, about pairs of inter-
acting populations, are integrated with previous work
implementing a qualitative theory of population dy-
namics and models that simulate the Cerrado Succes-
sion Hypothesis. The resulting complex library of sim-
ulations has been reorganised to facilitate progressive
learning routes using ideas on model dimensions from
Causal Model Progression (CMP), the Genetic Graph
(GG), and the Didactic Goal Generator (DGG). Six
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clusters have been defined and specific scenarios have
been constructed to run simulations within each clus-
ter. The details in the clusters are organized using the
dimensions generalisation/specialisation (G/S), anal-
ogy (A), and inverse (I). The order (O) dimension is
used to move from static to dynamic models (and vice
versa). The structural change (SC) dimension can be
used to increase the complexity of the ecological sys-
tem being modelled and for instance progress from
populations, via communities, to ecosystems (and vice
versa).

The models presented in this paper have been devel-
oped in close collaboration with domain experts. Fur-
ther validation of the models and their usefulness in
classroom settings is still in progress. However, pre-
liminary studies with learners have shown encouraging
results, with respect to the latter. An important factor
in determining the validity of the models is their abil-
ity to scale up and act as building blocks for simulating
complex community behaviours. Recent work [25] on
successfully modelling the behaviour of a community
consisting offour interacting species is promising in
this respect.
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