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Abstract. Ecological theories often explain the behaviour of communities in terms of the underlying interactions that take
place between the species that are part of the community. This closely relates to the idea of compositionality within Qualitative
Reasoning, in which the model that simulates the behaviour of a larger system is automatically assembled from previously defined
elementary units. A recurring question however concerns the viability of this approach, particularly the scalability of such small
partial descriptions. In this article we present a fully implemented model and accompanying simulations of the Ants’ Garden,
a complex system consisting of multiple species with multiple interactions. The Qualitative Reasoning engine automatically
assembles these models by reusing a previously created library with partial models of basic processes that govern population
behaviour and interactions. The simulations show the typical behaviour of the Ants’ Garden as currently known and described
by experts, and support the idea that our previously developed library is adequate and scalable to simulate complex system

behaviour.
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1. Introduction

Conceptual models aid understanding and are im-
portant means for research, management, and educa-
tion. Qualitative Reasoning (QR) engines can be used
to automate and support reasoning with conceptual
knowledge. A characteristic of the QR approach is
compositionality [5]: the development of partial mod-
els that represent the behaviour of elementary units
that can be assembled to reason about the behaviour
of larger systems. Scalability is a typical problem, be-
cause each additional unit (in a bigger system) in-
creases the number of possible interpretations often
due to ambiguity.

In this article we describe qualitative models and
simulations of the Ants’ Garden, a complex system
consisting of four species: ants, their cultivated fungi,
virulent parasitic fungi that may attack the garden and
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bacteria that produce antibiotics against the parasitic
fungi [3,4]. The purpose of our research is twofold.
To support the ecological understanding of such sys-
tems and to show the reusability and scalability of
previously defined qualitative models for population
ecology (e.g., [24]). Interactions between populations
have been a hot topic in ecological theory and prac-
tice. Competition, for instance, is still seen as a driving
force for shaping biological communities. Notice that
such interactions closely match the idea of reusable
elementary units in QR. Food webs, for instance, are
complex systems built from elementary interactions.
Traditional modelling approaches, mostly based in
differential and difference equations, are limited in
capturing complex interactions between species. In
general they are difficult to build, very hard to cali-
brate and their results are almost impossible to under-
stand for non-experts. The required “good quality” nu-
merical data is often not available. Even when such
models can be created they are “black boxes”, be-
cause they have no clear representation of the system’s

0921-7126/05/$17.00 © 2005 — IOS Press and the authors. All rights reserved



306 B. Bredeweg and P. Salles / The Ants’ Garden: Complex interactions between populations

structure and do not capture an explicit explanation of
how the system works [7]. Applied to more complex
systems the predictive capacity of numerical popula-
tion models may be jeopardized by other problems. It
has been shown that even simple mathematical models
may produce complex trajectories, with stable points,
cycles and chaotic behaviour (cf. [12,13]). For exam-
ple, modelling interactions among populations with or-
dinary differential equations, Gilpin [8] demonstrated
that chaos could be observed when there are at least
three populations. Cyclic behaviour has been observed
in many populations, but the existence of chaotic be-
haviour in natural populations is still an open question
(e.g., [12,14]).

QR may play an important role in this discussion.
Qualitative models are conceptual models and imple-
ment an explanation of the system’s behaviour. Us-
ing QR we describe models and simulations that cap-
ture the behaviour of the Ants’ Garden. Our models
are constructed by reusing a previously developed li-
brary of partial models implementing single population
dynamics, community succession [21,23], and interac-
tions between two populations [24]. These models are
“simpler” than the complex mathematics used to rep-
resent population and community dynamics but pow-
erful enough to support useful conclusions about the
system’s behaviour.

The content of this article is as follows. Below we
first present the Ants’ Garden problem. We then dis-
cuss previous work that will be reused for modelling
the Ants’ Garden. The fourth section presents and dis-
cusses the models and simulations of the Ants’ Gar-
den. After that there is a short section on related work
and a section with our main conclusions.

2. The Ants’ Garden

Because few organisms cultivate their own food,
fungi gardening by ants is considered to be a major
breakthrough in evolution. It is a symbiosis in which
organisms of two different species (ants from the
family Formicidae and fungi mostly from the family
Lepiotaceae) benefit from each other and create a sys-
tem that can successfully survive in a number of differ-
ent environments, being the dominant herbivores in the
Neotropics. Recent studies [3,4] show that the Ants’
Garden is far more complex than initially understood.
A third species, the specialized garden parasite fungi of
the genus Escovopsis is often involved and may destroy
the system, by attacking the cultivated fungi. How-

+
Ants - > Cullctivated
n ungi
+ +
) —_ Parasitic
Bacteria > fungi

Fig. 1. The Ants’ Garden: positive and negative interactions between
populations.

ever, it almost never happens because ants carry on
their body colonies of bacteria (genus Streptomyces)
that produce antibiotics that suppress the growth of
Escovopsis. Therefore the system consists of four
species and a complex balance of interactions in which
eventually the Ants’ Garden survives. The basic idea
of the Ant’s Garden is shown in Fig. 1. Further stud-
ies indicate that the bacteria produce metabolites (vita-
mins, amino acids) that may enhance the growth of the
cultivated fungi [3]. This fifth interaction is not shown
in Fig. 1.

How does the Ants’ Garden work? How can the be-
haviour of the overall system be explained in terms of
the behaviour of the constituents? We present qualita-
tive models that simulate the Ants’ Garden phenom-
enon. Such conceptual models are urgently required to
enhance the understanding of complex ecological sys-
tems. Qualitative models are interesting candidates for
this purpose.

3. Previous work on QR and population ecology

Our models are built in GARP [2], a domain inde-
pendent reasoning engine that implements a compo-
sitional modelling approach [5] to qualitative simula-
tion. The engine requires as input a set of scenarios
and a library with model-fragments. Scenarios spec-
ify initial situations for the simulator to start a behav-
iour prediction. Model-fragments capture knowledge
about the structure and behaviour of partial systems
and are used to assemble states of behaviour. Assump-
tions may be used to further detail the applicability of
a model-fragment. After selecting a scenario the rea-
soning engine proceeds with the prediction task by
recursively consulting the library of model-fragments
for applicable fragments. This search is exhaustive and
each consistent subset of applicable model-fragments
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Fig. 2. Basic processes influencing a population [23]. Names used in the drawings relate to the text as follows: number_of (Nof), dead (D), born
(B), emigrated (F), and immigrated (/m). The numbers 1, 2, etc. are used to distinguish between different populations. Thus number_of1 refers
to the Nof individuals of the first population and number_of2 refers to the Nof individuals of the second population (if there is a second one).

The same procedure is used for the other quantities.

represents a behaviour interpretation that matches the
selected scenario. How many interpretations will be
found depends on the kind of scenario, particularly on
the amount of detail and constraints that have been
specified in it.

We have adopted the process-oriented ontology [6].
Two modelling primitives are used to represent the ef-
fects of processes: influences (I+, I—) and qualitative
proportionalities (P4, P—). Every process is associ-
ated to a rate and this quantity has a direct effect on
another quantity (state variable). Changes in directly
influenced quantities may propagate to other quantities
via qualitative proportionalities. Both influences and
qualitative proportionalities have thus a causal mean-
ing and a mathematical rationale. Direct influences
represent the derivative (dX/dt) of the quantity and
cause change in the state variable (X). Proportionali-
ties represent monotonic functions involving the quan-
tities, so that when one of them is increasing or de-
creasing it causes changes on the other quantity (that
may also increase or decrease). Quantities represent
behaviour. Quantity values are characterized by <mag-
nitude, derivative>, representing the current value and
the direction of change, respectively. The possible val-
ues a quantity can take on are represented in its Quan-
tity Space (QS). The derivative can take on three values
{min, zero, plus}, referring to decreasing, steady and
increasing, respectively.

The basic idea of our “single population” mod-
els and simulations is shown in Fig. 2. This figure
is generated with VisiGarp [1] a graphical user in-
terface that can be used to run and inspect simula-
tions with GARP. The figure shows three typical out-
puts when running a qualitative simulation: the depen-
dencies in the causal model (Left Hand Side (LHS)
and bottom Right Hand Side (RHS)), the possible be-
haviours in the state-graph (top RHS) and enumera-
tion of the values for certain quantities in the value-
history (middle RHS). In this simulation the state vari-
able is the population size “Number_of” (Nof). It has
the QS = {zero,normal,max}, meaning that it can
be non-existing (zero), have an average size (normal),
or be at its maximum size (max). The black triangle
(pointing upwards) signifies that Nof is increasing (a
circle means steady and a triangle pointing downwards
means decreasing). Most of the other quantities rep-
resent rates from currently active processes: birth rate
(B), death rate (D), immigration rate (Im) and emi-
gration rate (E). They all use the QS = {zero, plus}
meaning that they are active or inactive. They all have
the value plus and increase, except immigration whose
derivative is unknown (no triangle nor a black circle).
Notice that each process rate has a direct influence on
Nof, namely: I+ (Nof, B); I +(Nof,Im); I —(Nof, D)
and [ —(Nof, E). It represents a qualitative version of
the “growth” equation that is typically found in text-
books on Ecology:
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Nof(t + 1) = Nof (t) + (B + Im) — (D + E).

We used proportionalities to model the feedback
loop involving the state variable (Nof) and the rates
capturing the idea that when Nof is increasing or de-
creasing, the rate is changing in the same direction. For
example: P+(B, Nof). This relation does not apply to
the immigration process because the size of the pop-
ulation seldom influences the number of immigrating
individuals. We represented also an aggregated process
(Population growth) to combine all the basic popu-
lation processes, and its rate (growth rate) uses the
0S = {min,zero,plus}. These values capture situa-
tions in which (B + Im) is smaller than, equal to, or
bigger than (D + E)), respectively. Finally, there are in-
equalities, such as B = D, and two additional quanti-
ties representing the total inflow (B + Im) and outflow
(D +E).

The state-graph shows only one behaviour-path,
namely: {§ — 5 - 1 — 2 — 3 — 6} (notice
that the state numbers are just identifiers and that they
do not necessarily reflect the order of the states). The
value-history enumerates the quantity values for Nof
in each of those states. It tells us that Nof starts in
state 8 with magnitude max and that it decreases (min).
State 8 is followed by state 5: Nof = <normal, min>,
which is followed by state 1: Nof = <zero, zero>. Af-
ter becoming extinct, the colonization process estab-
lishes a new population in state 2. After that the popu-
lation grows and via state 3 ends in state 6. In state 6
it has again its highest value and is still increasing:
Nof = <max, plus>. Notice that the causal model dis-
cussed before is part of the facts that hold in state 3.
Each state has its own causal model, and causal mod-
els can thus differ among states. For instance, in state
1 there are no processes active, hence none of the rates
(B,Im, D, F) influences the state variable Nof.

Starting from the basic processes that govern the
behaviour of a single population we have constructed
models that simulate the behaviour of two interacting
populations. The interactions covered by these models
are amensalism, commensalism, predation (similar to
parasitism and herbivory), symbiosis, and competition
(following [19]). A general mechanism was defined as
the basis for these interactions (Fig. 3). Interactions are
classified as combinations of the signs {+,0, —} ac-
cording to the effects they cause on the growth of the
other population (positive, neutral or negative, respec-
tively). The mechanism assumes that the effect one
population can have on another must be represented
by a specific intermediate quantity (Effect). This way,

[ effect2onl

number_of2

Fig. 3. The base model for pairs of interacting populations [24].

there are two quantities that represent the effects of
populationl on population2 and vice-versa: Effectlon2
and Effect2onl which can be seen as Benefit in the case
of positive interactions or Harm in the case of nega-
tive interactions. Depending on the type of interaction
the P? in Fig. 3 becomes a negative (P—) or a positive
(P+) proportionality. Simulations with these models
show the typical qualitatively distinct behaviours that
experts describe for each of these interaction types. For
details see Salles et al. [24].

Qualitative models have a number of features that
support their use to approach complex systems such as
the ants and their gardens. They express concepts us-
ing a large vocabulary, create explicit representations
of causality that may support explanations, and use a
compositional modelling approach so that a library of
situation-independent model-fragments can automati-
cally be combined to form a set of distinct models and
simulations. Compositionality involves re-using “sim-
pler” partial models to scale up to more complex mod-
els. In the work presented in this article, models about
single population behaviour and interactions between
populations are re-used to model the Ants’ Garden.
We take the approach that the Ants’ Garden may be
represented as a combination of interactions between
pairs of populations. This way, models of symbiosis,
predation (parasitism), amensalism and commensal-
ism are re-used to describe the interactions between
ants, their cultivated fungi, parasitic fungi, and bacte-
ria. Given that model-fragments implemented in our
previous work are problem-independent, the knowl-
edge already encoded in GARP should be sufficient
and adequate to model the Ants’ Garden.

4. Qualitative models of the Ants’ Garden

As discussed above, the goal is to implement a quali-
tative model of the Ant’s Garden by reusing previously
defined model-fragments. Table 1 presents the relation-
ships between the four species involved in the Ants’
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Garden system, described by Currie and her collabora-
tors [3,4].

The table should be read as the effects that the popu-
lation in the row has on the populations in the column.
In the table, (+) refers to a population positively influ-
enced by another; (—) refers to a population negatively
influenced by another; (?) means that there is no infor-
mation available; (**) refers to “self-interaction”. For
example, the second row reads as follows: Cultivated
fungi have a positive effect (+) on Ants and Parasitic
fungi, and an unknown effect (?) on Bacteria (see also
Fig. 1). Using the mechanism depicted in Fig. 3, the
following minimum set of interactions is required to
model the Ants’ Garden:

e Ants/Cultivated fungi = symbiosis (+, +);

e Parasitic fungi/Cultivated fungi = parasitism
(+,-)

e Ants/Bacteria = commensalism (0, +);

e Bacteria/Parasitic fungi = amensalism (0, —).

4.1. Single population models revisited
To address the modelling problem, let us go back to

the models defined for the behaviour of a single popu-
lation. Discussing these models with domain experts!

1QSER (http://www.qrser.de/), QRO3 (http://www.unb.br/ib/
necbio/QR0O3/), and NNR (http://www.naturnet.org/).

Table 1

Qualitative relations between the four species involved in the Ants’
Garden

Ants Cultivated Parasitic Bacteria
fungi fungi
Ants Hk + ? T
Cultivated fungi + ok + 9
Parasitic fungi ? _ *k ?
Bacteria ? + _ ke

have resulted in a few modifications. A summary of
that is shown in Fig. 4. Experts argued that the ag-
gregated population growth process (representing the
whole set of basic processes) was unnecessary, and
should not be included in one model at the same level
of detail as the basic processes. Moreover, the deriva-
tive of the Nof already represents growth. In the new
model the growth process is therefore left out, which
means that the total inflow and outflow quantities be-
come superfluous and can also be left out. Notice that
this modification has no effect on the simulation out-
come of the models. It only simplifies the representa-
tion.

A second issue concerns the question whether a
quantity may increase while being in its highest point.
Consider state 5 in the state-graph and value-history
shown in Fig. 4 on the RHS, for which holds: Nof =
<max, plus>. In the simulation shown on the LHS this
state of behaviour does not happen. The simulation on
the LHS only has state 4 in which: Nof = <max, zero>
(which also appears in the simulation shown on the
RHS). Is state 5 in Fig. 4 on the RHS appropriate or
not? There is no single answer to this issue, because
it depends on what the modeller wanted to represent
with the upper limit in the quantity space. Is it a real
limit beyond which the population cannot grow? Or is
it a virtual limit: the population can in principle grow
beyond this landmark but the values above the land-
mark are not of interest? Not being able to resolve this
discussion with experts has inspired us to augment the
qualitative reasoning engine with user definable fea-
tures controlling the problem solving behaviour of the
engine. In total 18 of such features have been identi-
fied. Some of the most typical ones are listed in Ta-
ble 2. For the simulations discussed below the idea is
that Nof cannot increase beyond its maximum value.
Hence, the engine is set to not allow increase in the

9 populationl

number_ofl(populationl)

{(®) max

® ® @ normal
{®)— zero

1 2 3 4 5

00’00

number_of1(populationl)

®—@) max
» & @ normal
®)— zero

1 2 3 4 5 6

Fig. 4. Single population behaviour revisited.
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Table 2
Some of the problem solving features in GARP that users can change
Type Description Default
Closed-world assumption Applying the closed-world assumption during influence resolution results in assum- off
ing that non-influenced quantities are steady.
Inequality terminations assumption Inequalities such as g1 > g2 only terminate when their derivatives are unequal. When off
this information is unknown, all possibilities are tried.
Extra termination rules Additional termination rules can be defined and included, e.g., domain specific ones. off
Epsilon ordering rule Changes from a point (and equality) happen instantly and therefore precede changes on
that take at least some small amount of time.
No derivative constraints on extreme Allow the derivative of a quantity to keep increasing (or decreasing) in the highest off
point values (or lowest) point of the quantity space.
Inactive quantities removal When processes stop related quantities (mainly rates) may become superfluous. off

These quantities are removed.

highest and decrease in the lowest point values of a
quantity space.

Explanations on interactions between pairs of pop-
ulations usually do not require migration. We use the
idea of operating assumptions [5] to develop models
that include migration or exclude migration. In our
previous work “no migration” was implemented as:
Im = E = 0 and 0Im = OF = 0 [24]. In our current
model we have taken a slightly different approach. We
still use they idea of operating assumptions to set the
range of model applicability. However, the superfluous
quantities are now fully removed from the model. No-
tice that this does not affect the simulation results of in-
teracting populations. As before, it only simplifies the
representation.

4.2. Interaction models revisited

Interactions between population pairs are based on
the base model discussed above (Fig. 3). For preda-
tion this is implemented as follows. The prey bene-
fits the predator by influencing D negatively and B
positively. The predator harms the prey by positively
influencing D. These influences depend on the size
(Nof) of the populations and are mediated via the (Ef-
fect) quantities supply and consumption. The simula-
tion shown in Fig. 5 starts with a scenario in which both
prey (population2) and predator (populationl) start at
normal with an unknown direction of change: Nof =
<normal, 7>. The state-graph has 13 states. States 1,
2, 3, and 4 are possible interpretations of the scenario.
From those the following main behaviours are possi-
ble.

e Balanced co-existence. In state 2 the two popula-
tions have a natural balance; they co-exist without
further changes.

e Populations grow to maximum. State 4 leads to
5 and shows the case in which both populations
grow to their maximum size. Alternatively 4 may
lead to 6 in which case only the prey grows to its
maximum value.

e Populations get extinct. State 1 leads to 10, or to
12 via 11, showing the cases in which both popu-
lations get extinct.

e Predator gets extinct. State 3 leads to 7, to 8,
or to 13 via 9, showing that the predator may get
extinct while the prey survives. State 3 may also
lead to 6, a situation in which the predator stabi-
lizes at normal. Finally, state 1 may lead to 8 in
which case the predator gets extinct but the prey
does not reach its highest value.

Two issues should be pointed out with this simula-
tion. First, one may wonder why there is apparently
little ambiguity in the simulation results. Consider for
instance D for the predator. It has multiple influences
and could show ambiguity when for instance supply in-
creases while Nof for the predator increases. D would
then be ambiguous resulting in the simulator generat-
ing all possibilities for its derivative. If we consider
state 3 then there should have been at least two other
states with the same values for both sizes, but with
different derivatives for D, namely decreasing, steady,
and increasing. In fact this source of ambiguity would
lead to a state-graph consisting of 48 states, that is, 35
additional states compared to the graph shown in Fig. 5
due to ambiguity in the B and D rates of both popu-
lations. Why does this not happen in our simulation?
Although the additional 35 states represent correct pre-
dation behaviour, they do not add much to the insights
explaining the main behaviours. This triggered the idea
that the variations in the derivates of the rates should
be made dependent on changes of the Nof. Put differ-
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Fig. 5. Simulating predation based on processes determining single population behaviour.

ently, it is assumed that changes in the rates always fol-
low the change in the population size. To implement
this idea we introduce a new primitive: derivative cor-
respondence (of two types, directed or undirected). It
can be used to have the change in one quantity follow-
ing the change of another quantity. By using this de-
pendency between Nof and its D and B the superflu-
ous ambiguity on rates is removed, leaving an easy to
interpret simulation result.

In the simulation results shown in Fig. 5 (RHS) state
12 seems similar to state 10, and state 13 similar to
state 7. The pairs differ because in state 12 and 13 the
derivate of the Nof of the predator is unknown (des-
ignated by the empty white circles), while in states
10 and 7 this derivative is zero (steady). This reflects
the difference between known and unknown informa-
tion. Let us focus on state 13. Its predecessor is state
9 (see state-graph, LHS). In state 9 the predator al-
ready became extinct Nof = <zero, zero>, while the
prey still increases Nof = <normal, plus>. Because of
that, in state 9 there are no processes, and thus no influ-
ences, acting upon Nof. When moving from state 9 to
13 the prey changes values, but for the predator noth-
ing changes. The predator’s Nof magnitude is zero and
stays zero, because its derivative was zero in state 9.
But, how can we determine the derivative for Nof in
state 13? There are no influences acting upon Nof, so
strictly speaking the derivative is unknown, which is
different from being able to calculate that it is zero. If
migration was included, state 13 might be a state in
which colonization could start. But as mentioned be-
fore, migration is excluded, and for simulating preda-
tion the distinction between unknown and being zero
is not really important. In fact, to simplify matters it
would be better if the simulator considered state 12
“equal” to 10, and 13 “equal” to 7. This can be realised
using the idea of the “closed-world assumption” [6]. It
states that for influence resolution we may assume that
all relevant information is known and that unknown
information can be considered to have no influence.

Specifically this leads to the following rules for do-
ing influence resolution. If Q; directly influences >,
thus I +/ — (@, @), and the magnitude of )| is un-
known, then assume that it is zero and hence the influ-
ence of Q1 on (J; becomes zero (the magnitude of Q>
does not change). Similarly, if @; indirectly influences
Q», thus P+/—(Q)», Q1), and the derivative of (0 is un-
known, then assume that it is zero (steady) and hence
the indirect influence of )1 on @5 is zero (and @), re-
mains steady). In GARP the user can decide to turn the
closed-world assumption on or off (Table 2). Turning
it on reduces the simulation for predation to 11 states,
merging state 12 with 10, and 13 with 7. For the sim-
ulations discussed below, the closed-world assumption
is set to being on.

4.3. The Ants’ Garden — four interactions

Within the Ants’ Garden there are at least four inter-
actions between the species (Fig. 1). They map onto the
basic interactions described above as parasitism, sym-
biosis, commensalism and amensalism (Table 1). Ta-
ble 3 enumerates the causal dependencies that imple-
ment these interaction types and can be summarized as
follows. For parasitism the parasite increases D for the
host (Consumption), while the host increases B and re-
duces D for the parasite (Supply). For symbiosis both
populations benefit (Benefitl and Benefit2), each other
reducing D and increasing B. For amensalism, one
population harms the other (Pollution), decreasing its
B and increasing its D, while the influencing popula-
tion itself remains unaffected. For commensalism, one
population benefits the other (Benefit), increasing its B
and reducing its D, while the influencing population
itself remains unaffected.

Figure 6 shows the main simulation results for these
models, except for parasitism because in the Ants’ Gar-
den model discussed here it is implemented in the same
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Causal dependencies implementing the interactions (RHS quantity influences LHS quantity)

Parasitism
P + (Consumption, Number_of1)
P + (Supply, Number_of2)
P + (Dead2, Consumption)
P — (Deadl, Supply)
P + (Bornl, Supply)

Symbiosis
P + (Benefitl, Number_of1)
P + (Benefit2, Number_of2)
P — (Dead2, Benefitl)
P + (Born2, Benefitl)
P — (Deadl, Benefit2)
P + (Bornl, Benefit2)

Amensalism
P + (Pollution, Number_of1)
P + (Dead2, Pollution)
P — (Born2, Pollution)

Commensalism
P + (Benefit, Number_of1)
P — (Dead2, Benefit)
P + (Born2, Benefit)
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Fig. 6. Simulation results (state-graph and value-history) for the qualitative models of amensalism (top), commensalism (bottom, LHS), and

symbiosis (bottom, RHS).

way as predation.? Notice that the main simulation re-
sults are the same as those presented in [24], but de-
tails differ because of the modifications discussed in
the previous sections. Most notable difference is that in
the models discussed here the Nof may not increase in
its highest point value.

At this point all the ingredients required to simu-
late a scenario of the Ants’ Garden are established. The
only thing that needs to be done, is to actually con-
struct a scenario and give it as input to the engine.
Based on that, GARP will consult its library and find
model-fragments detailing single population behaviour

2 Another option (also implemented) is to have the harm affect
both D and B(and not only D as done for predation).

and interactions between populations. Based on the in-
formation found in the applicable model-fragments it
will generate a state-graph with possible behaviours (if
any exist). The backbone of GARP is a description of
the entities involved and definitions of how they are
related. This is achieved by using a subtype hierarchy
representing the entities and a set of labels that specify
structural connections between them. From these de-
finitions the structural specifications in scenarios and
model-fragments can be built. A scenario uses it to
specify the structural organisation of the system that
is subject of the simulation. Within model-fragments
it is used to define the structural conditions to which
the fragment applies. Figure 7 depicts the structural de-
tails for the scenario of the Ants” Garden. It reads as
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an unknown derivative: Nof = <normal, 7>.
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Fig. 8. Simulation results (state-graph and value-history) for the Ants’ Garden (4 interactions).

follows. There are four populations’: ants, cultivated
fungi, bacteria, and parasitic fungi. Each population
starts with Nof = <normal, 7>. There are four interac-
tions: symbiosis, commensalism, amensalism, and par-
asitism. For commensalism, ants produce the benefit
and bacteria are affected. For amensalim, bacteria pro-
duce the harm and parasitic fungi are affected. For par-
asitism, cultivated fungi are the host and parasitic fungi
the parasite. Finally, for symbiosis ants are symbiont
one and cultivated fungi are symbiont two.

3The fact that the ants and the other organisms are populations
can be found in the subtype hierarchy. This hierarchy is not shown
in Fig. 7.

Feeding the scenario as shown in Fig. 7 to GARP
results in the simulation shown in Fig. 8. The state-
graph (LHS) has 15 states, from which 9 are end-sates
(that is, states that do not produce any follow up):
[3,6-10,12—14]. The values for the main quantities
(Nof) are enumerated in the value-history (RHS). The
initial scenario leads to four states [1-4]. Thus, accord-
ing to the simulator there are four possible interpreta-
tions of this initial situation. In each state the magni-
tude of Nof is normal and the states differ on the deriv-
atives calculated for the population sizes. In state 1,
all populations decrease. In state 2, all populations in-
crease except the parasitic fungi decreases. In state 3,
all populations are steady. In state 4, all populations in-



314 B. Bredeweg and P. Salles / The Ants’ Garden: Complex interactions between populations

crease except the parasitic fungi is steady. Following
these initial states there are 17 possible behaviours: [3],
[l — 14], [1 — 12], [1 — 15 — 12], etc. The follow-
ing main behaviours can be found in the state-graph:

o Different ways of coexistence, e.g., [3].

e Complete extinction of the garden, e.g., [l —
15 — 12].

e Ants, bacteria, and cultivated fungi reaching their
maximum size, e.g., [2 — 11 — 7].

o Elimination of parasitic fungi, e.g., [1 — 10].

Each state has approximately 35 model-fragments
that specify behavioural details captured by the state.
Consider for example state 1. For each single popula-
tion 5 model-fragments are found: “population” (de-
fines the structural details of a population, and is a con-
dition for other population-related model-fragments),
“assume_closed_population” (introduces B and D,
and the related indirect causal dependencies, while ig-
noring migration), “existing_population” (Nof > zero,
distinguishes it from an extinct population, as for in-
stance in state 12), “mortality” (introduces the direct
negative influence from D on Nof), and “natality” (in-
troducing the direct positive influence from B on Nof).
For each interaction type there are at least 3 model-
fragments, e.g., for symbiosis: “symbiosis” (defines
the structural details for the interaction to become ac-

tive, introduces the main quantities, and is a condi-
tion for the other model-fragments detailing the inter-
action to apply), “symbiosis_interaction” (introduces
the causal dependencies that implement the interac-
tion), and “symbiosis_assumptions” (specifies interac-
tion specific assumptions if needed). With respect to
the latter, consider for instance commensalism. To set
the strength of the benefit on the affected population
we use two versions of commensalism: medium and
high impact. Medium impact means that the benefit is
partially responsible for changes in the other popula-
tion. High impact means that changes in the other pop-
ulation are fully determined by the benefit. The “as-
sumptions” model-fragment is used to represent such
details.

The causal model that is assembled by these applica-
ble model-fragments for state 1 is shown in Fig. 9. It
shows the four populations, each being influenced by
its basic processes (B and D), and the interactions be-
tween them (Benefit, Supply, Consumption, and Pollu-
tion).

4.4. The Ants’ Garden — five interactions
The literature on the Ants Garden discusses the pos-

sibility of a fifth interaction in addition to the four
already discussed. This interaction concerns bacteria
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Fig. 9. Causal model of the Ants’ Garden in state 1 (4 interactions).
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producing metabolites that may enhance the growth
of cultivated fungi [3]. To simulate this hypothesis we
have augmented the scenario shown in Fig. 7 with a
commensalism between bacteria and cultivated fungi.
The simulation results for this scenario are shown in
Fig. 10. The state-graph has 10 states of which 5 states
are end-states: [3—6,9], and shows 9 behaviours. Again
we can observe the typical behaviour of the Ants” Gar-
den: different ways of coexistence (e.g., [3]), com-
plete extinction of the garden (e.g., [l — 10 — 9]),
ants, bacteria, and cultivated fungi reaching their max-
imum size (e.g., [2 — 8 — 6]), and elimination
of the parasitic fungi (e.g., [2 — 7]). The causal
model for this simulation closely matches the one
with the four interactions. The main difference being
the additional benefit from bacteria to cultivated fungi
when those two populations exist (as for instance in
state 1), which introduces the following dependencies:
P-+(benefit3, number_of3) & P+(born2,benefit3) &
P—(dead?2, benefit3).

Compared to the state-graph resulting from four in-
teractions the graph based on the five interactions is
smaller. Apparently less behaviours are possible. This
is in line with the understanding that ecologists have of
communities, namely that there is a limit to the number
of species that can in total interact and depend on each
other. Finally, both models and their simulation results
support the idea that our qualitative models of popula-
tion dynamics and interactions can be reused and scale-
up to model more complex situations.

5. Related work

Noble and Slatyer [18] and Moore and Noble
[16,17] proposed an approach for building qualitative
models about the dynamics of communities subject to
recurrent disturbance (such as fire). This approach is
based on a small number of attributes of the plant’s life
history (vital attributes) that can be used to characterise
the potentially dominant species in a particular com-
munity, under different types and frequencies of dis-
turbance. Simulations typically produce a replacement
sequence that depicts the major shifts in composition
and dominance of species that occur following a dis-
turbance.

Guerrin and Dumas [9,10] describe models repre-
senting empirical knowledge of freshwater ecologists
on the functioning of salmon spawning areas and its
mortality in early stages, aiming at predicting and ex-
plaining the survival rate of fish under various scenar-
ios. Their approach represents processes that occur at
different time-scales (fast and slow) and introduces a
real time dating and duration in a purely qualitative
model.

State-transition modelling is often used to describe
community dynamics. For example, MclIntosh [15]
presents a rule-based modelling language to describe
succession in communities stressed by fire and graz-
ing using this paradigm. Pivello and Coutinho [20] also
describe a state-transition model about changes in the
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Brazilian Cerrado vegetation under influences of fire,
wood-cutting and grazing. Although successful in cer-
tain ways, these approaches do not explain why things
happen, because there is no representation of the un-
derlying mechanisms that cause changes in the system.

One of the most important studies on complexity
and stability of biological communities was a qual-
itative analysis of the results produced by differen-
tial equation models about interactions between pop-
ulations [11]. May’s research question was to investi-
gate what can be said if only the topological structure
of the trophic web is known, i.e., knowing only the
signs {—, 0, +} of the interaction between the species
and reasoning with changes over time, that is, with
the derivatives of the quantities. May showed that the
“common-sense wisdom” that more complexity means
increased stability may not be true. In his simulations,
a less complex community met the conditions for sta-
bility, while the more complex one was not stable. It is
pointed out that this can be a useful approach for mod-
elling quite complex food webs and to capture the gen-
eral tendencies of the system, bypassing long and com-
plicated steps required by numerical models. However,
larger populations violate some of the criteria required
for stability analysis and, in these cases, the signs of the
interactions alone are not enough, and the interaction
magnitudes should be taken into account.

6. Conclusions

Qualitative Reasoning techniques can be used to
develop conceptual models of complex systems such
as the Ants’ Garden. These techniques provide a rich
vocabulary to describe objects, quantities, relations,
causality, situations, mechanisms of change, and con-
ditions for changes to start and finish, and are thus
important means to capture and simulate, and further
develop, insights and explanations that experts have
of systems and their behaviour. Compositional mod-
elling is an important principle of qualitative reason-
ing. It refers to the idea of developing partial mod-
els (model-fragments) that capture the workings of el-
ementary units so that the behaviour of larger and more
complex systems can be generated by reusing these
model-fragments. The models and simulations of the
Ants’ Garden presented in this article support this idea.
The simulator automatically generates them by reusing
a previously developed library of model-fragments on
basic processes determining population growth and in-
teractions. Although some details in this library have

been improved, based on discussions with domain ex-
perts, the basic approach has not been changed. This
is an important result both for research on Artificial
Intelligence and on Ecology. It also supports the idea
that our previously developed library of partial models
is adequate and scalable to simulate the behaviour of
complex system. For additional discussion on the im-
pact of this work for Ecology, see Salles et al. [22].

Further research may focus on trying to model alter-
native interactions within the Ant’s Garden to answer
some of open questions that can be found in the litera-
ture. It would also be worthwhile to explore the behav-
iour of other communities, reusing and further improv-
ing the library develop thus far.
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