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Abstract

Qualitative computer simulations have great potential for teaching people to understand
and interact with their physical environment. Prerequisite for using that potential, is
that these simulations can be explained to humans in ways that they comprehend.
Preferably, these explanations should be generated on the basis of the qualitative
models that underly the simulations, to avoid having to handcraft the explanations for
every new domain. The research that we describe in this paper deals with exactly
that problem. It combines two lines of earlier research: representing qualitative
models, GARP [2], and didactic discourse planning, DDP [13]. All qualitative models
represented in GARP can be questioned by students, using an as yet limited set of
questions, that will be answered by a generic didactic discourse planner. The overall
interaction between students and systems is guided by a ‘mental tour’ through the
successive states of the simulation (the ‘envisionment graph’). At each state several
questions can be asked. These questions are linked to ‘information needs’, the topics
of discourse. On the basis of these topics, the discourse planner will plan sequences
of utterances, taking into account such things as the students beliefs, and the state of
the discourse process.
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1 Introduction

Early systems such as SOPHIE [4] and STEAMER [6] can be seen pioneering landmarks in trying
to have computers communicate knowledge about the behaviour of (physical) systems with students.
Efforts such as these gave raise to an area of AI research known as Qualitative Reasoning (QR). In this
paper we investigate how qualitative models can be used for explanation purposes. Our work combines
two lines of earlier research: representing qualitative models, GARP [2], and didactic discourse
planning, DDP [13]. We have constructing a prototype of an Interactive Learning Environment
(ILE), based on the qualitative models implemented in GARP, that can be consulted by students to
investigate the behavioural characteristics of some (physical) system. The specific domain that we are
dealing with in this paper is the ecology of the Brazilian cerrado vegetation and the effects of fire on
this vegetation. It provides a diversified set of problems for exploring the possibilities of automatic
generation of explanations.

2 Ecology in Brazilian Cerrado

The central region of Brazil is covered by a vegetation called cerrado. This huge area of almost 2
million square kilometres is characterised by a tropical climate, with two well marked seasons (wet and
dry), and by soils that have low fertility. Within the cerrado vegetation it is possible to identify several
types of cerrado physiognomies, spanning from open grasslands to more or less closed forests. These
physiognomies have well defined floristic composition and are mainly determined by fire, soil fertility
and the amount of water available in the soil during the dry season. Researchers have investigated the
effects of fire on the cerrado (e.g. [5, 8]). It has been shown that fire can affect both physical and
biological factors: fire causes changes on (1) the energy flux, (2) water and nutrient cycles, (3) the
species composition of communities, (4) the biomass in many plants, and (5) stimulates flowering and
germination of seeds in many species. Fire can therefore be used as a management tool, for example
to stabilise the vegetation in certain areas, and to reduce the risk of big fire events [9]. Qualitative
simulations are particularly important for ecological domains. Not only are quantitative data often
almost non-existent, qualitative models also provide many additional features that are important for
having learners interact with the simulation (see also [3]).

3 Modelling the Cerrado Vegetation

Following important research on the Brazilian cerrado vegetation [5, 9] our models should support
explanations about the relation between fire frequency and the structure of the vegetation, expressed
as follows: (1) If the fire frequency decreases, for example because of human actions, then succession
will occur and as a consequence the vegetation will evolve and become denser, with more trees and
shrubs and less grass. (2) If the fire frequency increases, then a degradation process is active and
the vegetation tends to become more open, with less trees and shrubs and more grass. The models
should provide access to the underlying causal models that represents how these changes follow from
different responses of populations of trees, shrubs and grass to environmental influences such as light,
humidity and temperature. Next to these more general modelling requirements we enforced a number
of additional requirements in order to make the model useful for our teaching purposes (see also [10]
for details):

Population as a key concept Reasoning about changes in communities requires knowledge about
populations [11]. We have therefore developed a kernel of partial models that represents general
knowledge about populations which can be used in different situations.

Model fragments as knowledge chunks Model fragments should represent stand-alone parts of the
domain knowledge that students should master. The idea is that each relevant domain concept
should be expressed in one model fragment. Model fragments will therefore be an important
ingredient for deriving an explanation.
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Assumptions as simplifying model fragments In order to reuse detailed model fragments in com-
plex scenarios (problem situations) it is often necessary to reduce the range of the model. In
other words, more complex scenarios usually require a more abstract view in order to keep
the interpretation of the simulation tractable. In our model we realised more abstract views by
defining model fragments that summarize certain variations at a lower level.

Aggregated processes and agent models Typically in ecology, different vocabulary exists for rea-
soning about changes in an ecological system at different levels of detail. In order to be able
to represent this aspect we introduced the notion of an ‘aggregated process’. It consists of the
sum of a number processes at a lower level. In order to represent actions performed by humans
within an ecological system we use the notion of an agent model [2]. Usually an agent model
sets the value of some derivative, such as a decrease in fire frequency representing the notion of
‘conservation’.

3.1 Models of Populations

Populations consist of groups of individuals of the same kind, living in a certain place, during a certain
period of time. The size of the population is an important factor (Number-of), because it is an indication
of the balance of the forces acting on the individuals. It can take on values from different quantity
spaces, depending on the objectives of the model. For example, we used the quantity space

�
zero,

low, medium, high, maximum � to describe the ‘absolute’ qualitative values, and make comparisons
between populations.

Following our assumption that each relevant concept should be represented by a model fragment,
we defined fragments for the concepts: small, medium, large, maximum sized, non-existent and
extinct populations. Behaviour is expressed in model fragments representing the notions of increasing,
decreasing and steady populations. Combining them we can say, for instance, "the population is small
and increasing".

In order to predict changes in populations and to build explanations about the results of simulations,
we need a vocabulary to express the basic processes affecting the individuals: natality, mortality,
immigration, and emigration. These basic processes introduce the following quantities (rates): Born-
flow, Dead-flow, Immigrated-flow and Emigrated-flow. These flows have the quantity space

�
zero,

plus � (they cannot be negative). Note that these processes are independent of each other. We need the
notion of population growth to express how the basic processes combine in a particular situation. The
growth process is defined as an aggregation of the four basic processes and represents a unique flow
(the addition of the individual flows). It introduces the quantity Growth-rate with the quantity space�

minus, zero, plus � .
3.2 Models of Communities and Ecosystems

Communities are groups of populations. Communities in cerrado can be classified according to the
Number-of trees, shrubs and grass. Typically, researchers classify the cerrado into: campo limpo,
campo sujo, campo cerrado, cerrado sensu stricto and cerradao [5]. The cerrado communities are
related to a general ecosystem, the cerrado sensu lato. The model fragment that defines the cerrado
sensu lato specifies relevant properties of the micro-environment at the surface of the soil. It introduces
the quantities Nutrient, Humidity, Light and Temperature. These quantities are related to the amount
of Litter, the dead material that covers the ground (leaves, small pieces of wood and other parts of
plants). We assume that these factors are always present in any scenario described by the models.
Thus, their quantity space is:

�
plus � .

The canopy of the trees has an important influence on the factors mentioned above. In our models
this is represented by the quantity Cover, with the same quantity space as used for the population of
trees. It is assumed that there exists a direct correspondence between the Number-of trees and the
amount of Cover: the value taken by the former is also assigned to the latter. For example, if the value
of Number-of trees is low, then Cover is also low.

All the above mentioned factors are influenced by fire. Fire frequency is a component of the so
called ‘fire regime’ [12]. It expresses how often a vegetation is burned. In the model this is represented
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by the quantity Fire-frequency, which can take on values from the quantity space
�
zero, plus � . Fire

frequency changes as a consequence of human actions. This is modelled by agent models.
The influence from fire frequency on the community is indirect: it propagates through the described

network of environmental factors that finally influences the basic processes underlying populations.
Altogether, 13 direct influences (I) and 28 indirect influences (P) constitute the structure of the causal
model, as shown in Figure 1.
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Figure 1: Causal model for the cerrado communities

3.3 Results from Simulations

A simulation with this model produced the envisonment graph depicted in Figure 2. It shows the
successional changes in the cerrado predicted by the hypothesis presented in the beginning of this
section. In order to reduce the number of ambiguities and possible states in the full simulation, we made
some assumptions. The most important one was redefining the campo cerrado as a typical community
with the values for trees, shrubs and grass equal to medium. We also removed the influences from
Humidity and Nutrient on the population of grass in order to reduce ambiguity.

The resulting qualitative models offer several possibilities for tutoring. Using different initial
scenarios, it is possible to explore selected parts of the causal path. For example, we can analyze the
effect of each factor on the populations, or the effects of a group of factors on a specific population.
Currently we are expanding the library, to be able to represent other aspects of the ecology of fire in
the cerrado.

4 Generating explanations

In the literature there are at least two fundamentally different approaches to generating explanations.
One is based on typical rhetorical structures of explanations, represented in so called schemata, and is
exemplified by McKeown’s TEXT system [7] for answering questions about a database. The second
major approach to explanation is that of using planning formalisms to dynamically plan sequences of
utterances to achieve certain communicative goals. It is exemplified by Appelt’s work on KAMP [1].
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1. Campo Limpo

G = {max, 0}
S = {zero, +}
T = {zero, +}

2. Campo Limpo

G = {max, -}
S = {zero, +}
T = {zero, +}

3. Campo Sujo

G = {high, -}
S = {low, 0}
T = {low, 0}

5. Campo Limpo

G = {high, -}
S = {zero, +}
T = {zero, +}

4. Campo Sujo

G = {high, -}
S = {low, 0}
T = {zero, +}

8. Campo Sujo

G = {high, -}
S = {low, 0}
T = {low, +}

9. Campo Sujo

G = {high, -}
S = {low, +}
T = {low, +}

6. Campo Sujo

G = {high, -}
S = {low, +}
T = {low, +}

7. Campo Sujo

G = {high, -}
S = {low, +}
T = {zero, +}

10. Campo Cerrado

G = {medium, -}
S = {medium, +}
T = {medium, +}

11. Cerrado Sensu Stricto

G = {low, -}
S = {medium, +}
T = {high, +}

12. Cerradao

G = {zero, ?}
S = {high, +}
T = {high, +}

13. Cerradao

G = {zero, ?}
S = {high, ?}
T = {max, ?}

Figure 2: Succession in cerrado vegetation

In the EUROHELP project, Winkels used a combination of the schemata and planning techniques in
his didactic discourse planner [13]. Discourse strategies are planned on the basis of communicative
goals, but the starting point is a library of ‘skeletal plans’ that have worked in the past. Only when these
strategies do not work, general fall-back strategies are refined to meet the current information need.
The skeletal strategies can be viewed as hierarchical schemata, that still contain the communicative
(sub)goals they are supposed to meet. It is this last approach we will follow in this research.

The overall interaction between students and the ILE is guided by a ‘mental tour’ trough the
successive states of the simulation (the ‘envisionment graph’). At each state several questions can be
asked. These questions are linked to ‘information needs’, the topics of discourse. On the basis of
these topics, the discourse planner will plan sequences of utterances, taking into account such things
as the students beliefs, and the state of the discourse process.

4.1 Asking questions

At present, the student can ask the following questions about a simulation in a specific state:

1. What are the system elements in the present state? This is asking about basic concepts, its
instances, its attributes and values, and relations between concepts or instances.

2. What are the initial causes of change in the state? This is asking about processes and agents
that can cause change. Causality is modelled as ‘influences’ between quantities. Agents will be
given in the input system. Inequalities between quantities may trigger a process (e.g. quantity
‘Number-of’ greater than zero will trigger a mortality process).

3. How does change propagate to other quantities in the present state? This is asking about
‘proportionalities’ between quantities, and possibly new ‘influences’.

4. How does a particular quantity change over states? This is asking about values and derivatives
of a quantity. For a specific quantity, it is easy to find its value and derivative in every state of
the simulation.

Questions are formed by filling a text form or template with instances from the simulation. There
is a logical order in these questions. One cannot ask (or explain) propagation of change, before one
knows about the initial causes of change, etc. Therefore, questions have preconditions attached to
it, that check whether the necessary prerequisite information is already available. Given a student’s
question, we have to determine what to say, i.e. what his or her information need is, what the topic(s)
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of the interaction will be. This is what McKeown calls the ‘relevant knowledge pool’ [7], or Winkels
calls the ‘topicalization’ process [13]. Since there is no task the student is supposed to do (except
for understanding the ‘cerrado’ model), there is no generic diagnostic process that tries to infer the
student’s information need when he or she asks a question. A procedure to determine the initial topic
is directly linked to the questions. These initial topics can be shortened or extended by the discourse
planner when needed (see below). An example question is:

Type: Propagation of influence X within state
Conditions: Influence X has been introduced
Template: “How does X propagate in this state?”
Procedure: Find all proportionalities between the quantity that is being influenced X and other

quantities. Look recursively for influences or proportionalities with these other quantities until
no more can be found.

We will illustrate the workings of such a ‘topicalization’ procedure for the simulation shown in
Figure 1. The scenario specifies a population of grass (‘population3’), and a human agent called
‘fire-decreaser1’. The initial change is caused by the human agent ‘fire-decreaser1’ which causes a
decrease in ‘fire-frequency1’. Now the question: “How does the negative influence of fire-decreaser1
on fire-frequency1 propagate in this state?”, leads to a topic in the following way. First, find all
proportionalities between ‘fire-frequency1’ and other quantities. There is only one in this state, a
negative proportionality with ‘litter1’ (fire will burn litter on the ground). Now look for influences
or proportionalities on this other quantity: positive proportionalities with ‘moisture1’ and ‘nutrient1’
(litter provides nutrients and will keep the soil moist), negative proportionalities with ‘light1’ and
‘temperature1’ (litter will block light and warmth). And again, for all these quantities, look for
influences or proportionalities on them, etc.

[ inf-neg-by(fire-frequency1,fire-decreaser1),
[ prop-neg(litter1,fire-frequency1),
[ prop-pos(moisture1,litter1), [],
prop-neg(light1,litter1),

[ prop-pos(born-flow3,light1), [inf-pos-by(number-of-3,born-flow3), []],
prop-neg(dead-flow3,light1), [inf-neg-by(number-of-3,dead-flow3), []]

],
prop-pos(nutrient1,litter1), [],
prop-neg(temperature1,litter1),
[ prop-pos(born-flow3,temperature1),

[inf-pos-by(number-of-3,born-flow3), []],
prop-neg(dead-flow3,temperature1),
[inf-neg-by(number-of-3,dead-flow3), []]

]]]]

4.2 Planning the explanation

Next, plan the interaction that is aimed at getting the needed information across to the user. This
planning process is done by a generic Didactic Discourse Planner (DDP) [13]. Basically, DDP takes
the information need (‘local need’) and first looks in a library of skeletal discourse strategies to see
if one of those is applicable in the current situation. If it is, it is instantiated to the current situation,
and the strategy will be transformed to natural language and presented to the student. If none can be
found, general fall-back strategies will be refined to deal with the situation. The strategies take care
of skipping or summarizing information, possibly extending parts, sequencing it, minimizing shifts of
focus, etc.

DDP’s strategies implement general principles for (didactic) discourse, of which the two most
important ones are:

Given ��� New. Always try to link new information to given, or “known” information. Practically,
this means linking new information to: Something the student already knows (Student Model),
something that has recently been taught (Coaching History), something that had just been
mentioned (Discourse Model), or something that has just happened (Performance History).
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Conciseness and relevance. Try to be to the point, do not explain things the student already knows,
or is assumed to know. Do not introduce new topics, unless necessary for understanding the
new information. Whenever possible, use references to existing (‘given’) information instead of
describing a topic again (cf. ‘given-new’ principle above). An interesting example is explaining
a topic when a similar topic is known, or has just been described. In that case, focus on the
differences.

4.3 Explaining Qualitative Primitives

As mentioned before, the overall interaction between a student and the ILE is guided by a tour through
the envisionment graph (see Figure 2). The student can ask questions that lead to topics (information
needs) to be handled by the discourse planner. The discourse strategies take care of general rational,
and didactic principles at the higher levels, but the utterances at the lowest, ‘executable’ level will have
to map onto the knowledge representation of the qualitative simulator, i.c. GARP. In this section we
will discuss the ways to explain the GARP primitives, and show how these primitives can be combined
to assemble more complex explanations.

For the primitives we represent:

Type: Label to indicate its use;
KR: the GARP knowledge representation it maps onto;
Loc: Where the instantiations for the current simulation can be found in the state description;
Known: The information that should be known or given in order for the primitive to be used (a special

type of condition). This means, the information should be either in the student model or the
discourse model of the current session;

Cond: Other conditions that need to be met for this version of the primitive to be used. They may
refer to the current state of the simulation (e.g. the value of a derivative), and the current state of
the discourse (e.g. topic in focus);

NL: The natural language expression for the primitive when the conditions are met.

We distinguish the following primitives:

1. Explaining basic concepts: These building blocks are used to explain system elements of a
simulation, their attributes, and their interrelations (the ‘isa’ hierarchy).

2. Explaining quantities of an instance, their values, value ranges, and derivatives.
3. Explaining a causal dependency between quantities: Used for explaining direct causality (mod-

elled as influences) and indirect causality (modelled as proportionalities).
4. Explaining constraints between quantities and/or values.

An example primitive is:

Type: explaining a quantity, its value, and derivative (no value scope)
KR: Generic Name( Instance, Inst Qname, continuous, Qspace )

value( Inst Qname, unk, Value, Derivative )
Known: Instance
Where: in list of parameters and par_values in a predicted state (SMD)
Cond: Derivative is plus; Qspace is only Value; focus on Inst Qname
NL: "Inst Qname is the quantity Generic Name of Instance.

It has currently the value Value and is increasing.’’

4.4 Combining primitives

In answering questions, the discourse planner will eventually combine the primitives. For the example
question presented above, concerning the propagation of change of the decreasing fire frequency, this
may result in an explanation as the following:

[context]
[remind basic concept]
You know: There is a cerrado referred to as cerrado1

[remind quantity]
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You know: cerrado1 has a quantity fire frequency referred to as
fire-frequency1. It has currently the value plus and is decreasing.

[new information]
[explain causal dependency]
The decrease in fire-frequency1 increases the litter1
[explain quantity]

litter1 is the quantity litter of cerrado1.
It has currently the value plus and is increasing.

[signalling]
The increase in litter1 has four effects:

[explain causal dependency]
1. The increase in litter1 increases the moisture1

[explain causal dependency]
2. The increase in litter1 increases the nutrient1

[explain causal dependency]
3. The increase in litter1 decreases the light1

[explain causal dependency]
The decrease in light1 decreases the born-flow3
[explain quantity]

born-flow3 is the quantity born-flow of grass1.
It has currently the value plus and is decreasing.

[explain causal dependency]
The decreasing amount of born-flow3 decreases the number-of3
[explain quantity]

number-of3 is the quantity number-of of grass1.
It has currently the value max and is stable.

[explain causal dependency]
The decrease in light1 increases the dead-flow3
[explain causal dependency]

The increasing amount of dead-flow3 decreases the number-of3
[explain causal dependency]
[explain similar]
4. The increase in litter1 decreases the temperature1

[refer same]
This propagates the same way as light1

[explain difference]
but now for temperature1

5 Discussion and Concluding Remarks

In this paper we have described the initial results of a research project designed to create an ILE
combining previous work in representing qualitative models, GARP [2], and in didactic discourse
planning, DDP [13]. Our objective was to explore how the primitives used for building the qualitative
models can be used to support explanations.

We built a set of qualitative models that represent some widely acceptedhypothesis about the effects
of fire on the vegetation dynamics of the Brazilian cerrado. In modelling this domain requirements
were formulated in order to make the resulting model more useful for teaching purposes. Particulary,
the notion of having model fragments represent stand-alone parts of the domain knowledge that
students should master was important in this respect.

The qualitative models and the results of the simulations were used by the DDP to create the
explanatory discourse. Although the current state of the prototype does not allow for the full use
of DDP’s explanatory possibilities, the students can inspect the qualitative models and the reasoning
process, and ask questions about them. Given a particular question, a set of procedures is triggered
to decide what to say. The topics selected are worked out according to a set of general tactical and
strategical principles by the discourse planner. Next, using GARP’s primitives, the system collects
the knowledge to compose the answer. The primitives are finally combined and an answer for the
question is produced. Some examples of how the main elements in the discourse map into the
knowledge represented in the qualitative models are presented in this paper.

We are currently extending the ILE prototype in order to cover a broader range of facilities already
present both in GARP and in DDP. This includes a more detailed ontology to represent the ecology of
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the cerrado, the definition of tasks and problems to be solved by the students in order to provide more
context for the generation of explanations, and a refinement in the process of mapping the primitives
of qualitative models and the domain concepts.
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