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Problem 1 (Two estimators for the Poisson parameter)

Let X1, X2, . . . be an i.i.d. sample from a Poisson distribution with parameter λ > 0.

That means that,

P (Xi = k) =
e−λλk

k!
,

for all i ≥ 1, k ≥ 0. Define two sequences of statistics (Tn) and (Sn) as follows:

Sn =
1

n

n∑
i=1

1{Xi = 0}, Tn =
1

n

n∑
i=1

1{Xi = 1},

a. (5 points)

Show that log(1/Sn) and Tn/Sn are consistent estimators for the parameter

λ.

b. (5 points)

Show that λ̂1 = log(1/Sn) is asymptotically normal and give the limit distri-

bution.

c. (5 points)

Show that λ̂2 = Tn/Sn is asymptotically normal and give the limit distribu-

tion.

d. (5 points)

Describe what the relative efficiency of two estimator sequences signifies (e.g.

through sample sizes). Based on your answers at parts b. and c., calculate

the relative efficiency of λ̂1 and λ̂2.
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Problem 2 (A transformed exponential distribution)

Let X1, X2, . . . be i.i.d. non-negative real-valued random variables with single-

observation distribution Pµ0
and Lebesgue density pµ0

: R → [0,∞) for some

µ0 > 0, with pµ(x) = 0 for x < 0, and

pµ(x) = 2µx e−µx
2

,

for x ≥ 0 and µ > 0. A change of variables Z = X2 leads to Z ∼ Exp(µ).

Hint: you may use the following integrals,∫ ∞
0

x2e−x2
dx =

√
π

4
,

∫
x3e−x2

dx = −
e−x2

(x2 + 1)

2
+C,

∫
x5e−x2

dx = −
e−x2

(x4 + 2x2 + 2)

2
+C,

a. (5 points)

Find the maximum-likelihood estimator µ̂n for µ0 based on the first n sample

points X1, . . . , Xn.

b. (5 points)

Calculate the expectation EµX
2
1 of the second moment for a single observa-

tion and show that µ̂n is a consistent estimator sequence for µ0.

c. (5 points)

Calculate the Fisher information Iµ for a single observation X1, show that

µ 7→ Iµ is continuous and that Iµ > 0 for all µ > 0.

d. (5 points)

Show that, for any x > 0, the map µ 7→ log pµ(x) is Lipschitz in a neighbour-

hood of µ0. In other words, prove that for some ε > 0 and any µ1, µ2 > 0

such that |µ1 − µ0| < ε and |µ2 − µ0| < ε,∣∣log pµ1
(x)− log pµ2

(x)
∣∣ ≤ ˙̀(x)|µ1 − µ2|,

for some measurable function ˙̀ : R→ R such that Eµ0
˙̀2 <∞.

Hint: for any µ1, µ2 ≥ µ > 0, we have | logµ1 − logµ2| ≤ |µ1 − µ2|/µ.

e. (5 points)

State a theorem from the lecture notes and use parts a.– d. to prove that
√
n(µn − µ0) is asymptotically normal under Pµ0 . Give the variance of the

limit distribution.

The moment estimator for µ0 is,

µ̃n =
π

4

( 1

Xn

)2
,

where Xn denotes the sample average.

f. (5 points)

Use the delta rule to find the limit distribution for
√
n(µ̃n − µ0).
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Problem 3 (Domain boundary estimation)

Let Y1, Y2, . . . be an i.i.d. sample from the uniform distribution Pθ on [0, θ], for

some θ > 0. The distribution function for X ∼ U [0, 1] is given by P (X ≤ 0) = 0,

P (X ≤ x) = x, (0 < x ≤ 1), P (X ≤ 1) = 1. Denote the maximum of the first n

observations by Y(n) = max{Y1, . . . , Yn}. (Hint: in the problem, you may use that

(1 + a/n)n → ea as n→∞, for any a ∈ R.)

a. (5 points)

Given n ≥ 1, find the maximum-likelihood estimator θ̂n for θ, based on the

first n observations.

b. (5 points)

Show that, for given n ≥ 1 and θ, the distribution function of satisfies,

P (Y(n) ≤ x) =
(x
θ

)n
,

for all 0 < x ≤ θ.

c. (5 points)

Show that θ̂n is consistent for estimation of θ.

d. (5 points)

Show that n(θ − θ̂n) converges weakly and give the limit distribution.

Given any estimators θ̃n for the parameter θ, define the bias ∆n of θ̃n by the

(θ-dependent) expectation ∆n = Pnθ (θ̃n − θ).

e. (5 points)

For every n ≥ 1, give the bias ∆n of θ̂n. Find a real-valued sequence (an)

such that the bias of the estimators anθ̂n is exactly zero.
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