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Overview

- What is computational semantics?
- Why use functional programming for computational semantics?
- Today, as a first sample of computational semantics, we present a natural language engine for talking about classes.

- [http://www.cwi.nl/~jve/cs/](http://www.cwi.nl/~jve/cs/)

- But first: Getting Started with Haskell
What is computational semantics?
The art and science of computing or processing meanings

- ‘meaning’: informational content, as opposed to syntactic ‘form’
- ‘computing’: what computers do
- ‘processing’: what happens in the human brain
A Brief History of Formal Linguistics
A Brief History of Formal Linguistics

1916 Ferdinand de Saussure, *Cours de linguistique générale* published posthumously. Natural language may be analyzed as a formal system.

1957 Noam Chomsky, *Syntactic Structures*, proposes to define natural languages as sets of grammatical sentences, and to study their structure with formal (mathematical) means. Presents a formal grammar for a fragment of English.
1970 Richard Montague, *English as a Formal Language*, proposes to extend the Chomskyan program to semantics and pragmatics. Presents a formal grammar for a fragment of English, including semantics (rules for computing meanings). Links the study of natural language to the study of formal languages (languages from logic and computer science).
Richard Montague (1930-1971)

Developed higher-order typed intensional logic with a possible-worlds semantics and a formal pragmatics incorporating indexical pronouns and tenses.


Towards a philosophically satisfactory and logically precise account of syntax, semantics, and pragmatics, covering both formal and natural languages.
“The Proper Treatment of Quantification was as profound for semantics as Chomsky’s *Syntactic Structures* was for syntax.” (Barbara Partee on Montague, in the *Encyclopedia of Language and Linguistics.*)

- Chomsky: English can be described as a formal system.
- Montague: English can be described as a formal system with a formal semantics, and with a formal pragmatics.

Montague’s program can be viewed as an extension of Chomsky’s program.
The Program of Montague Grammar

- Montague’s thesis: there is no essential difference between the semantics of natural languages and that of formal languages (such as that of predicate logic, or programming languages).
- The method of fragments: UG [6], EFL [5], PTQ [4]
- The misleading form thesis (Russell, Quine)
- Proposed solution to the misleading form thesis
- Key challenges: quantification, anaphoric linking, tense, intensionality.
Misleading Form

Aristotle’s theory of quantification has two logical defects:

1. Quantifier combinations are not treated; only one quantifier per sentence is allowed.

2. ‘Non-standard quantifiers’ such as most, half of, at least five, . . . are not covered.

Frege’s theory of quantification removed the first defect.

The Fregean view of quantifiers in natural language: quantified Noun Phrases are systematically misleading expressions.

Their natural language syntax does not correspond to their logic:

“Nobody is on the road” \( \sim \neg \exists x (\text{Person}(x) \land \text{OnTheRoad}(x)) \)
Solution to the Misleading Form Thesis

<table>
<thead>
<tr>
<th>expression</th>
<th>translation</th>
<th>type</th>
</tr>
</thead>
<tbody>
<tr>
<td>every</td>
<td>every</td>
<td>$(e \to t) \to ((e \to t) \to t)$</td>
</tr>
<tr>
<td>princess</td>
<td>$P$</td>
<td>$(e \to t)$</td>
</tr>
<tr>
<td>every princess</td>
<td>every $P$</td>
<td>$(e \to t) \to t$</td>
</tr>
<tr>
<td>laughed</td>
<td>$S$</td>
<td>$(e \to t)$</td>
</tr>
<tr>
<td>every princess laughed</td>
<td>(every $P$) $S$</td>
<td>$t$</td>
</tr>
</tbody>
</table>

where **every** is a name for the constant $\lambda P \lambda Q. \forall x (P x \to Q x)$.
From semantics to pragmatics

- Analysing communication as flow of knowledge.
- Logical tool: Dynamic Epistemic Logic
- Computational tool: Dynamic Epistemic Model Checking
- DEMO: Epistemic Model Checker [1]
- Will be discussed on the last day of the course.
A Brief History of Functional Programming

1932 Alonzo Church presents the lambda calculus

1937 Alan Turing proves that lambda calculus and Turing machines have the same computational power.

1958 John McCarthy starts to implement LISP.

1978-9 Robin Milner cs develop ML.

1987 Agreement on a common standard for lazy purely functional programming: Haskell.
http://www.haskell.org
http://www.haskell.org/hugs/
Natural language analysis and functional programming

• Usefulness of typed lambda calculus for NL analysis.
• Linguist Barbara Partee: “Lambda’s have changed my life.”
• Computational linguistics: From Prolog to Haskell?
• Appeal of Prolog: Prolog-style unification [8], ‘Parsing as Deduction’ [7]
• But a new trend is emerging [2, 3]
• NLP Resources in Haskell: see
  http://www.haskell.org/haskellwiki/Applications_and_libraries/Linguistics
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