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Introduction

Open Educational Resources (OER) are a well-studied topic in communities of scientists [58, 30, 24], practitioners [31, 60, 59] and policy-makers [11, 44]. In addition to standard learning objects [39], OER are free to be reused, revised (i.e. altered), remixed (i.e. combined with others) and afterwards redistributed [26]. As a consequence the threshold for innovation of education material is lowered. This results in a less stable quality level of the shared learning objects due to a larger diversity in authors [56].

The selection of OER from repositories and the subsequent determination of the quality are particularly dependent on actions of instructors. Ochoa and Duval [42] show that the size of OER collections vary from hundreds to millions of objects depending on the type of repository. Ochoa and Duval expect that exponential growth will occur when the repositories are capable of retaining its productive users. Determining the quality of an exponentially growing number of open educational resources by human effort is infeasible [14, 41, 61]. Acquiring a reliable automatic method for assessing OER quality is thus required.

Previous approaches have predominantly focussed on proxies of OER quality. Some automatically evaluated the quality of metadata [43, 51]. Cechinel et al. [14, 15] took a different approach by predicting quality ratings of learning objects based on intrinsic metrics (e.g. number of links in a document). Duval [23] proposed the context-dependent ranking algorithm LearnRank, where learning objects that are used in many contexts receive a higher rank. Ochoa and Duval [41] take the attention given to an OER as a proxy for its usefulness. A recent report from the European Commission on the quality issue of OER identified one of the challenges to be that educational resources of high quality are fragmented with no particular way of distinguishing them from the other available learning objects [12]. Duval [23] states that in an ideal case empirical data of the learning effect caused by a particular OER bootstraps its ranking. Camilleri et al. [12] refers to impact as one of the five important aspects of OER quality. However, in the proposed automatic mechanisms to assess OER quality, the impact a particular OER has on learning has thusfar been mostly neglected [32]. This is an undesirable situation as the sole purpose of any learning material is to have a positive effect on learners. This situation is particularly unsatisfactory because of the growing demand for evidence-based teaching decisions using quantitative data [55, 37, 49, 19].

A complication with the assessment of OER quality by measured impact is that in general educational material is sequenced with other educational material before being presented to students [10, 45]. Furthermore, the activities before and after an OER also affect its quality [23]. It is therefore necessary to determine the quality of an OER within the sequence it is part of. As a consequence, two issues need to be taken into account when automatically assessing OER quality. First of all, there are many OER sequences possible, even when there are only a few OER available for a particular topic. These sequences will require multiple evaluations before an estimate of learning impact can be made due to the inherent noise in the domain. This experimentation clearly does not come without cost. Each time a sequence shows to be less effective than a different one, a learner has received a lower level of education than necessary. This turns OER quality assessment
in a curriculum sequencing task [2] with an exploration vs. exploitation trade-off [27]. Second of all, repositories are constantly updated with new OER. The collection of possible sequences of OER will therefore continue to grow during a quality assessment process. This is known as the open corpus problem [6].

This thesis introduces and evaluates TutOER, a novel approach to automatic assessment of OER quality. TutOER estimates the impact of a sequence of OER by measuring the knowledge level of a student before and after the sequence is presented to the student. Figure 1.1 depicts the situation. The curriculum sequencing task is executed by a genetic algorithm with generational replacement and elite preservation. Sequences of OER are evolved by crossover and mutation in order to consider better sequences over time. The survival chance of an OER sequence is proportional to its measured impact. An additional confidence-based selection mechanism was added to the genetic algorithm for better cost boundaries.

The TutOER system was evaluated in a newly created online course around the mathematical game Nim. The course contained four lessons through which a participant was instructed about the game and its winning strategy. Each lesson contained a sequence of OER that was selected by the TutOER system to be evaluated. Additionally a series of simulations were executed to explore the behavior of the system in several theoretical situations.

![Diagram of OER sequence](image.png)

*Figure 1.1: The impact of an OER sequence is measured by a knowledge test before and after the sequence was presented to the student. The sequence is selected by the TutOER system.*

This thesis is structured as follows. Chapter 2 provides background information and related work. Chapter 3 contains a detailed description of the task. The approach is described in Chapter 4 and the resulting software in Chapter 5. In Chapter 6 the simulations are discussed. Chapter 7 covers the setup of the experiment. The results of this experiment are discussed in Chapter 8. Chapter 9 concludes the findings in this thesis and provides general discussion.
Background

This thesis addresses a problem in the community of Open Educational Resources. It does so with a solution from the Intelligent Tutoring Systems community, called curriculum sequencing. More specifically, the balance between good quality estimates and the cost bad teaching is optimized as a curriculum sequencing problem. The curriculum sequencing is executed by a genetic algorithm. This chapter provides a background in OER, automatic assessment of the quality of OER and curriculum sequencing. Section 2.1 describes what OER are. In Section 2.2 an overview is given on how assessment of quality is done at the moment. Section 2.3 gives an overview of the relevant literature in the field of curriculum sequencing.

2.1 Open Educational Resources

Several definitions of the term Open Educational Resources (OER) are given, since the term was first coined by UNESCO in 2002 [12]. UNESCO defines OER as follows.

“The open provision of educational resources, enabled by information and communication technologies, for consultation, use and adaptation by a community of users for non-commercial purposes” [52]

The William and Flora Hewlett Foundation, the key funders of OER initiatives, define OER as follows.

“OER are teaching, learning, and research resources that reside in the public domain or have been released under an intellectual property license that permits their free use or re-purposing by others. Open educational resources include full courses, course materials, modules, textbooks, streaming videos, tests, software, and any other tools, materials, or techniques used to support access to knowledge.” [3].

OER are closely related to reusable learning objects. The key difference lies in the emphasis on openness [12]. Hilton III et al. [26] provides a framework to think about openness in OER, called “The Four R’s of Openness”. The four R’s are reuse, revise, remix and redistribute. In the context of OER, these can be explained as follows. OER are free to be used in any way (reuse). OER are free to be altered in any way (revise). OER are free to be combined with other work (remix). OER are free to be shared with others (redistribute).

Collis and Strijker [20] enumerates six stages in the lifecycle of a reusable learning object. First, a learning object is obtained or created. Second, the learning object is labelled with metadata information. Third, the learning object is offered, often in a learning object repository, to be selectable for potential use. Fourth, the learning object is selected to be used in an educational context. Fifth, the learning object is used either in a self-contained manner or in combination with other learning objects in an educational context. Sixth, after of during the learning object is used a decision is made whether or not to retain this learning object. Figure 2.1 depicts the cycle that these stages form.
The advent of OER lowered the threshold of creating and distributing educational material. Weller [56] states that the resulting diversity of authors will cause a less stable level of quality. However, a lot is expected from these authors. The human instructor plays an important role in almost all of the mentioned stages in Figure 2.1. In particular, the human instructor is responsible in most systems for quality assessment. According to [12] quality assurance ranges from strict top-down controlled production processes to peer-review and everything in between. However, according to [42] the number of OER in learning object repositories vary from hundreds to millions of objects. The growth of these repositories is still linear in the number of authors [42]. However, Ochoa and Duval expect that this growth will become exponential when authors are better retained by the repositories. Determining the quality of an exponentially growing number of open educational resources by human effort is infeasible [14, 41, 61]. As a result, there is a growing interest in automatic assessments of OER quality.

2.2 Automatic assessment of OER Quality

One approach focuses on the quality of the metadata of the learning object [43, 51], as a proxy for the quality of the object itself. A problem with this approach is that metadata can be inaccurate [13] and incomplete [48]. A different approach is to automatically assess the quality of learning objects based on intrinsic metrics, such as the number of links in a learning object. Cechinel et al. [14] managed to find statistical profiles of different quality labels by comparing intrinsic metrics of good and poor learning objects in the MERLOT repository. Duval [23] however states that the quality of a learning object is context-dependent and intrinsically subjective. As examples of context Duval mentions a.o. learning goal, available time and educational level. Duval proposes the context-dependent ranking algorithm LearnRank, in which learning objects that are used in many contexts receive a higher rank. In [41] the “use of contextualized attention metadata for ranking and recommending learning objects” is proposed, where the attention given to a learning object by a student or a teacher within a certain context is considered to be a proxy for the usefulness of the object in that context. Duval however also mentions in [23] that “In an ideal world, we would actually bootstrap and steer this process [of establishing the LearnRank] through empirical data on the learning effect that specific objects have actually caused (or helped to realise) in specific contexts ...”. According to [32] the effect of a learning object on actual learning is underrepresented in the research on learning objects.

In a recent report from the European Commission, quality of Open Educational Resources had five aspects: efficacy, impact, availability, accuracy and excellence [12]. The aspect of impact referred to the extent to which an object or concept proves effective. However, little is said in Camilleri et al. [12] about methods that would measure this impact. Camilleri et al. further state as one of the challenges that educational resources of high quality are fragmented with no particular way of
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Table 2.1: Different NLG values

<table>
<thead>
<tr>
<th>C1</th>
<th>C2</th>
<th>NLG</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
</tr>
<tr>
<td>2/3</td>
<td>2/3</td>
<td>2/3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Distinguishing them from the other available learning objects. They recommend creating specialised directories where exclusive lists of repositories of high-quality content are maintained. It is however not stated how these high-quality repositories could incorporate impact in their quality assessment.

This thesis presents work that assesses OER quality by the impact it has on learning. This impact is measured by assessing the competence level before and after the OER is presented. The normalized learning gain (NLG) is used to express the impact the OER has on the competence level. The NLG metric is a widely adopted measure of student learning. The main advantage of NLG is that student learning is measured irrespective of the student’s incoming competence [18]. The NLG metric is calculated using formula (2.1), where C1 and C2 denote the pre-test and post-test scores respectively. The value 1 is assumed to be the maximum score of an assessment.

Table 2.1 shows the NLG value for a variety of parameter values. The normalized learning gain is essentially a normalized distance metric. Thus, any linear function expressing competence with a known maximum value is applicable to C1 and C2. The experiments performed for this thesis use the ratio of correct answers. Using the NLG metric, sequences of OER can be evaluated by comparison of the assessment score before and after presentation.

\[ nlg(C1, C2) = \frac{C2 - C1}{1 - C1} \]  

(2.1)

2.3 Curriculum Sequencing

Curriculum sequencing concerns generating a sequence of teaching operations that is optimal for an individual learning [8]. The level on which this takes place ranges from course sequencing to content sequencing. Curriculum sequencing is an established part of the larger field of intelligent tutoring systems [9]. Vanlehn [53] provides an introduction into intelligent tutoring systems. Although most intelligent tutoring systems used to be supported by extensive and explicit knowledge engineering, data-driven systems are now emerging [33]. Within and around the intelligent tutoring systems community there have been different technologies involved with curriculum sequencing tasks.

The field of Adaptive Hypermedia Systems (AHS) explores adaptive presentation and adaptive navigation in hypertext documents [7]. Many existing AHS require the set of documents to be known in advance, referred to as a closed corpus [6]. According to Brusilovsky and Henze, these documents are annotated with metadata and linked to ontologies before presented to students. Based on this additional information adaptation takes place to cater for individual needs. Examples of such systems [1, 34] are used in formal education as authoring tool. Due to the closed corpus assumption, these systems are not useful in dealing with open educational resources [6]. Brusilovsky and Henze further state that AHS should move to work with an open corpus.

A technique that is much more suited for the open corpus task is collaborative filtering [36]. Together with content-based filtering and hybrid models, it is one of the three main recommendation techniques [54]. Collaborative filtering bases recommendations on actions of similar people. Content-based filtering compares content instead of people and bases recommendations on that. Hybrid models combine multiple recommender systems. [36] provides an extensive review of recommender systems using in technology-enhanced learning. A recent example that was published after the review is [54]. Verbert et al. [54] recommends learning designs to teachers based on patterns of
existing learning designs of peers. Furthermore, resources are recommended within these designs, based on students’ usage data.

A Markov Decision Processes are a branch of reinforcement learners that indirectly generate sequences. [18] presents a conversational physics tutor that makes micro-decisions about whether to tell or elicit a certain fact. Features from both the conversation and the student performance are used. As a result, a sequence of pedagogical actions is created.

Another popular approach to curriculum sequencing is evolutionary computing. Al-Muhaideb and Menai [2] provides an extensive overview of this literature. The main approach is taking curriculum sequencing to be a constraint problem. Several systems include a term that expresses how well a particular solution fits the pre-determined prerequisite structure of the learning objects [47, 17, 46]. Other work in this field includes a term that expresses how smooth the transitions are between learning objects in difficulty [28, 47, 16, 29] or how well their difficulty matches the competency level of the student [47, 16, 17, 46, 29]. De-Marcos et al. [22], de Marcos et al. [21] redefines the sequencing problem to be a permutation problem and applies both a genetic algorithm and a particle swarm optimization. The sequencing done tries to match competencies the students has or desires with competency-related metadata of the learning objects. Both evolutionary algorithms work, but particle swarm optimization outperforms the genetic algorithm.

The proposed work in this thesis applies the genetic algorithm with many of the same features as earlier systems, such as generational replacement, integer-encoding for chromosomes and elitism. However, unlike all mentioned work, the approach taken in this thesis uses the normalized learning gain caused by the sequence to be its fitness. Furthermore, the learning objects are treated as black boxes in this thesis. No metadata or expert-driven ontologies are used. The only thing known about the learning objects, within the context of this thesis, is their topic.
OER Sequencing

The impact a sequence of OER has on learning is not known within OER repositories. Any system that would want to present the optimal sequence to a learner would have to empirically discover this impact. In the process of this discovery, suboptimal sequences are presented to a learner, which could reduce learning. The goal of this thesis is to find the optimal sequence of OER while minimizing the negative consequences of the search process. The rest of this chapter discusses this in more detail.

3.1 Educational context

We consider OER sequencing within a lesson of an online course. The course focuses on a particular topic and is split up into various lessons that cover a concept or knowledge area that is required for understanding the course topic. The lesson is taught by an automatic tutor through a sequence of educational material that is presented to an individual student. Several educational resources are available for this lesson, from which the tutor needs to make a selection. The result of this selection is an ordered sequence of educational resources that are consecutively presented. At the beginning and at the end of each lesson there is an assessment, referred to as the pre-test and post-test respectively. These assessments measure the relevant competence level before and after the presented sequence. The situation is depicted in Figure 3.1. The task central to this thesis is to find the optimal sequence of resources.

![Figure 3.1: The sequencing task takes place within a lesson of a course.](image)

There is no pre-defined length of the sequences for each lesson. Only one educational resource could be enough to explain it. The lesson might also require multiple resources. However, the lengths are restricted to a pre-defined lower and upper bounds. Additionally, to simplify the problem slightly more, the sequence must not contain an educational resource multiple times. This is partly to reduce the number of possibilities and partly because the time span between the duplicates would be rather short. In this short time span, it is unlikely that repetition would be useful.
3.1.1 Quality of OER

The quality of a particular sequence of educational material is determined by the impact it has on learning. The impact is defined as the measured normalized learning gain between the pre-test and the post-test, as given by Equation (2.1). A sequence is optimal when the measured normalized learning gain is maximized. The search task is thus straightforward. Namely finding the sequence with maximum expected impact out of all possible sequences. Equation (3.1) describes this mathematically, where \( R \) denotes the set of all educational resources available for that lesson, \( C_1 \) and \( C_2 \) denote the normalized pre-test and post-test scores respectively, \( a \) and \( b \) denote the minimum and maximum length of a sequence respectively and \( S \) denotes the set of all possible sequences for that lesson.

\[
\arg\max_{s \in S} \left[ E[nlg(C_1, C_2)] \right], \quad S = \bigcup_{k=a}^{b} R^k
\]  

(3.1)

3.1.2 Solution space

The number of sequences of educational resources that need to be considered can increase quickly. A sequence of three slots can be instantiated from a collection of five resources in 60 (5 \(*\) 4 \(*\) 3) different ways. When the collection is twice as large, in total 720 sequences would be possible. The number of possible sequence instantiations is given by the \( k \)-permutation of \( n \) elements, where \( k \) is the number of slots to instantiate and \( n \) the number of elements to draw from.

Apart from the number of different instantiations, sequences have a variable length. The total number of possible sequences is thus the sum of all possible instantiations of sequences of all possible lengths. This results in Equation 3.2, where \( |R| \) denotes the number of resources for the lesson, \( a \) and \( b \) denote the minimum and maximum number of resources in the sequence respectively and \( |S| \) denotes the number of possible sequences. The equation is essentially the formula for the number of \( k \)-permutations of \( n \) given by \( \frac{n!}{(n-k)!} \) summed for all possible values of \( k \). Table 3.1 shows the outcome of this equation for various values of \( |R|, a \) and \( b \).

\[
|S| = \sum_{k=a}^{b} \frac{|R|!}{(|R|-k)!}, \quad a \leq b \leq |R|
\]  

(3.2)

| \( |R| \) | \( a \) | \( b \) | \( |S| \) | \( |R| \) | \( a \) | \( b \) | \( |S| \) | \( |R| \) | \( a \) | \( b \) | \( |S| \) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 3 | 1 | 3 | 15 | 5 | 1 | 4 | 205 | 10 | 1 | 3 | 820 |
| 4 | 1 | 3 | 40 | 5 | 1 | 5 | 325 | 10 | 1 | 4 | 5860 |
| 5 | 1 | 3 | 85 | 5 | 2 | 5 | 320 | 10 | 2 | 4 | 5850 |

| \( |R| \) | \( a \) | \( b \) | \( |S| \) | \( |R| \) | \( a \) | \( b \) | \( |S| \) | \( |R| \) | \( a \) | \( b \) | \( |S| \) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 10 | 1 | 3 | 820 | 10 | 3 | 5 | 36000 | 10 | 5 | 10 | 9.864.100 |
| 10 | 5 | 10 | 9.858.240 |

Table 3.1: Solution space sizes calculated for a few parameter values using Equation (3.2). Parameters \( |R|, a \) and \( b \) represent the number of resources, the minimum length of a sequence and the maximum length of a sequence respectively. \( |S| \) represents the number of possible sequences, given the parameters.

3.1.3 Student Groups

Within the scope of this thesis, the sequences are not optimized for every individual student. Instead, each student is assigned to a student group, for which the sequence of educational material is optimized. Students are assigned to the student group based on their normalized pre-test score. The score is discretized in a low and high value. Specifically, students who have less than half the questions correct are assigned to the low student group and the others are assigned to the high student group. The optimal sequence of educational material must be found for each student group. In order words, students who know little about the topic might receive different material than students who know a lot. This results in a new situation, which is depicted by Figure 3.2.
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Figure 3.2: The sequencing task is performed separately for each student group.

There are several other features on which students could have been divided even further into more specific groups. Learning style, gender and age are not uncommon feature candidates. These are not used in this thesis for mainly two reasons. First, determining the values for these characteristics can be difficult and unreliable in a web context. Second, this would result in more groups. Each additional group requires new students in order to find the optimal sequence in that group. Acquiring many students is not possible within this thesis.

The coarse division of students in groups could cause a large diversity of students within each group. That means that the evaluation of a sequence by a student is not necessarily representative for the average evaluation. On top of that, the assessment of impact will be noisy. For example because students might be distracted during one of the assessments. That means that sequences must be evaluated multiple times in order to acquire a better estimate.

Although the optimal sequence is determined per student group, they are not entirely independent. This becomes apparent through an analogy. A teacher that teaches different cohorts will try to optimize his teaching for each separate group. If however the teacher would observe that a particular approach works really well for one group, the teacher might try it out on other groups as well.

3.2 Multiple objectives of OER sequencing

Evaluating the optimality of a sequence comes with a cost. Each evaluation requires a new student and there are only limited students available. Therefore the number of students required to find the optimal sequence need to be minimized. Furthermore, presenting a less-than-optimal sequence to a student could limit the amount of learning. That is something one wants to avoid in an educational setting.

The “damage” done to the student’s learning can be expressed in regret. The definition of regret is the difference in the reward received between performing the optimal action and the current action. In other words how much reward is missed by not choosing the optimal action. In the context of this thesis, regret is the learning gain that is missed by not presenting the optimal sequence.

However, we do not know beforehand what the optimal sequence is. The process of searching for the optimal sequence will result in evaluations of less-than-optimal sequences. Recall that these evaluations involve actual students. Thus, the regret built up during this search process, known as the online regret, needs to be minimized. Furthermore recall that observations of the sequence’s optimality are noisy. Multiple evaluations are needed for accurate estimates. This results in two objectives, namely better estimates and minimizing online regret.

This situation is familiar to many fields and is known as the exploration vs. exploitation trade-off [27]. An often used example is the n-armed bandit problem [50] where a casino offers n different
slot machines (a.k.a. one-armed bandits) to play. A player would want to optimize the total amount of money earned and is therefore looking for the slot machine that has the highest pay-off. It is tempting to stay with a slot machine that gives the highest return you have seen so far (exploitation), but it is important to also try out other slot machines to see if they perform even better (exploration). This can be applied to OER sequencing by aligning the bandits with sequences of learning objects and the pay-off with learning gain.
4

Approach

As described in Chapter 3, the goal of this thesis is to find the optimal sequence of OER while minimizing online regret. The TutOER system needs to select a sequence for each student within a lesson. This chapter describes how the system does this. The approach uses a genetic algorithm to search in a more structured manner through the space of possible sequences. The genetic algorithm paradigm is introduced in Section 4.1. Section 4.2 discusses how this paradigm is applied to this thesis.

4.1 The Genetic Algorithm

This section provides a brief introduction into genetic algorithms. The purpose of this section is to establish a shared understanding of the standard setup. For a more in-depth introduction, the reader is referred to [25].

The genetic algorithm [27] is a part of a family of search algorithms called evolutionary computing. The technique draws inspiration from Darwinian evolution and natural selection. In genetic algorithms, a population of individuals evolves over multiple generations to better perform on some metric. These individuals all have a set of traits that influence their performance. For example, a bird could have traits like a long tail or bright colors. Traits are caused by certain genes. A particular configuration of genes is called a chromosome. Individuals that perform better than others have a higher chance of survival. The new generation contains the offspring of the individuals that survived. The offspring inherits the chromosomes of their parents. That way, traits that have a positive influence on performance have a higher chance of ending up in new individuals. Surviving individuals pair up with others to form a set of two parents. The resulting offspring inherits a combination of the chromosomes of both parents. Usually two parents form two new individuals. This application of the survival of the fittest results in more individuals with successful traits and less individuals with unsuccessful traits.

The peppered moth, the most cited example of Darwinian evolution [35], illustrates this perfectly. The peppered moth rests during the day on the trunk of particular trees. At that moment birds pray on the moths. The color of the peppered moth is originally light gray. This trait camouflages them fairly well against the light bark of the trees. In other words, the fitness of these white moths is higher than moths of a different color. As a result most peppered moths had a light color. However, that all changed during the industrial revolution. The industrial revolution caused pollution in the air that blackend the bark of the trees. As a result, the white peppered moths were easily spotted by praying birds. A variation of the peppered moth, with a dark color, suddenly had a better camouflage against the dark trunks. The black-bodied peppered moth produced more offspring because their increased chance of survival. As a result the occurrence of dark peppered moths rose significantly. In modern times, the air is much cleaner and the color of the bark of the trees became light again. As a result the dark peppered moths were at a disadvantage. The frequency of light peppered moths rose to be the large majority once again.
New variations like the dark peppered moths, are caused by genetic mutations. A mutation is a copying error of the chromosome during inheritance. The mutated chromosome causes traits that could benefit an individual’s chance of survival. In that case the mutated chromosome will occur more often in new generations of the population. As was the case in the example of the peppered moths.

The genetic algorithm uses the same approach to find optimal solutions in a large space of possibilities. In our case, finding the optimal sequence of OER. A particular application of this algorithm designs counterparts of the components of the natural selection mechanism. The components that need to be designed are briefly discussed in the rest of this section. The standard genetic algorithm follows roughly the following steps [25].

**Genetic Algorithm Outline**

1. Initialization
2. Evaluation of each candidate
3. Repeat until termination condition is satisfied:
   a) Parent selection
   b) Recombination of parent pairs
   c) Mutation of the resulting offspring
   d) Evaluation of each candidate
   e) Survivor selection

**4.1.1 Representation of the domain**

The *phenotype* is the collection of properties of an individual, such as a long tail or color. The *genotype* is the genetic information that causes those properties. In other words, the chromosome containing particular genes represents the aforementioned properties in genetic terms. This distinction is important for genetic algorithms, as it is often the case that there is a translation necessary between the two. Arguably, one of the first tasks in applying a genetic algorithm is finding a translation of your solution space to a genetic encoding.

A commonly used encoding is the *binary encoding*, where chromosomes are encoded as strings of 1’s and 0’s. This encoding allows for simple mutation and crossover operators that work on the bit level. However, for many problems this can result in invalid individuals. Other encodings have been developed to improve this.

For example, suppose we want a genetic algorithm to work on the travelling salesman problem. In this problem, the salesman needs to find the shortest route through all cities. Each solution to this problem would be some travelling plan that enumerates cities in the order that the salesman should visit them (*phenotype*). This could be encoded as an ordered list of numbers, where each number represents a city (*genotype*). This encoding is known as the integer or *permutation encoding*. In the field of curriculum sequencing, the permutation encoding is also widely used [2].

**4.1.2 Candidate evaluation**

Individuals, carrying a particular chromosome, are exposed to the environment. This environment determines the chance of survival of the individuals, and thereby of their chromosomes. In the peppered moth example, the bark of the tree’s trunk determines the survival chance of each individual moth. This survival chance, due to how well the individual fits its environment, is expressed by the fitness value. In more abstract terms, the fitness value expresses how good the found solution is. The fitness function can calculate these values for an arbitrary individual.
The example of the travelling salesmen has an obvious candidate. The fitness function could measure the distance travelled in the proposed travelling plan. Although in this particular example, you would want the distance to negatively correspond to the survival chance.

The selection of individuals to evaluate is done uniformly in the basic implementation. In domains where the fitness function is deterministic, each individual is evaluated once. In more noisy domains there is a larger number of evaluations that can be divided over the individuals uniformly in each generation.

### 4.1.3 Population

A population of individuals goes through several generations. Each generation is a new step in the search for the optimal solution. The initialization of a population is usually done by random sampling of chromosomes for its individuals. An important property is the number of individuals in each generation. Usually this number is fixed to one number, but it can also vary. The number of individuals is important as it determines the capacity for variation in one generation. The population is however a multiset. This means chromosomes can be contained by multiple individuals. Therefore it is also relevant to look at the diversity in the generation.

The standard implementation of a genetic algorithm needs to terminate. One obvious candidate for a termination condition is when the algorithm found an optimally performing individual. In other words, when the fitness of the individual is, within a small range of, the maximum possible value. However, there are no guarantees that the genetic algorithm would reach this point. Other termination conditions can be added to deal with this. One example is to stop after a fixed number of evaluations.

### 4.1.4 Evolution

Searching occurs in genetic algorithms by means of evolution. There are three important stages in this evolution. First parent pairs are selected from the survivors. The chromosomes of these parents are then recombined into two new chromosomes. After the recombination, mutation may take place on the resulting chromosomes. At the end, the two new chromosomes end up in the new generation. The three stages are further clarified in the next subsections.

#### 4.1.4.1 Parent Selection

When all fitness evaluations have been made, some chromosomes will be selected to become a parent. Parents are selected in pairs, in order to let their chromosomes recombine. This selection of parents is at least based on the fitness of the chromosomes. However, also other features such as a chromosome’s age may influence the selection. There are also various ways in using these values for selection. One is tournament selection, where individuals compete against each other and the one with the highest fitness wins. Another is ranking selection, where the probability of a chromosome being selected is proportionate to its rank in fitness values. A common selection method is roulette wheel selection or fitness-based selection. This is a sampling method where the fitness value is proportionate to the probability of being sampled. The roulette wheel is a circle divided in a number of segments. Each segment corresponds to an individual. The size of the segment is proportionate to the fitness value of the individual. A random position on the circle is chosen. The segment that contains this position corresponds to the individual selected.

#### 4.1.4.2 Recombination

Recombination is responsible for combining information from two chromosomes. This recombination occurs by a crossover operator. There many different possible crossover operations. Two common ones are one-point crossover and two-point crossover. The one-point crossover splits the chromosomes at the same random point. The resulting four halfs are recombined in the alternative way, while maintaining their position in the chromosome. Figure 4.1 illustrates the splitting of two parent chromosomes and their recombination into two child chromosomes.
The two-point crossover splits the chromosomes at two points. The segment of genes between the two split points in both both chromosomes is swapped. Figure 4.2 illustrates the application of the two-point crossover.

Although mutations can be vital for performance, it is still a disruption. Too much mutation will prevent convergence. Mutation is therefore usually only applied with a very low probability. The mutation operator is applied after recombination took place.

4.1.4.4 Survivor selection

Populations often have a fixed size. The newly created offspring together with the existing population forms a group of candidates that exceeds this size. In the survivor selection step, the members of the new generation are selected from these candidates. Unlike the parent selection, which is stochastic, the survivor selection is often deterministic. An example selection method is to just take the top $n$ chromosomes in order of their fitness. Another common method is generational replacement. In this method, the chromosomes in the generation are completely replaced by their offspring.
4.1.5 Extensions

Several extensions have been proposed to the standard genetic algorithm. Two of them are relevant for this thesis. They will be briefly explained.

4.1.5.1 Elite preservation

Although mutation ensures that every chromosome is theoretically reachable. However, the probability of this happening might be very small. In a finite number of generations there is no guarantee that the optimal solution will be found. There is furthermore no guarantee that good solutions will be kept in the population. Elitism, or elite preservation, ensures that the $n$ best individuals of each generation are transferred to the next one. Elite individuals are not subjected to crossovers or mutation. Nor are they dependent on stochastic sampling. The number of elite individuals must be kept small. Otherwise the genetic algorithm will no longer have enough individuals to evolve.

4.1.5.2 Island model

In the island model, a population is split up in separate subpopulations, called demes. These demes evolve independently from each other. However, periodically communication can occur through migration of individuals. The approach is a form of parallelisation and works particularly well when a problem consists of linearly separable subproblems [57].

According to [40], the island model is controlled by four parameters. These are the topology, the migration interval, the migration scheme and the migration size. The topology determines which demes are connected, which allows for migration. The migration interval determines the number of generations between a migration. The migration scheme determines which individual is picked from the source deme: the worst, the best or a random individual. It also determines which individual is replaced at the target deme: the worst, the best or a random individual. Replacement only occurs if the migrating individual has a higher fitness. The migration size determines how many individuals are exchanged during each migration. For a more extensive analysis of the island model in genetic algorithms the reader is referred to [38] and [57].

4.2 Applying the genetic algorithm

This section describes the way in which the task described in Chapter 3 is modeled using genetic algorithms. Each section discusses an important aspect of the modeling: representation (Section 4.2.1), initialization (Section 4.2.2.1), termination conditions (Section 4.2.2.2), fitness (Section 4.2.3) and parent selection, variation operators and survivor selection (Section 4.2.4). The applied island model to support for related student groups is described in Section 4.2.5.

4.2.1 Representation of the domain

The permutation encoding is used to represent each sequence. However, unlike most curriculum sequencing approaches [2], the chromosomes have variable length. The variable length is necessary because the OER sequences have variable length as well. Chromosomes can thus also be partial permutations, where not all OER are contained in the sequence.

4.2.2 Population

4.2.2.1 Initialization

The population is not initialized purely randomly. Instead, the first generation contains only sequences with exactly one gene. This is to introduce a bias towards smaller sequences. The individuals are generated according to the following steps:

1. For all resources in pool:
a) If population is full, stop
b) Else, add an individual with the chromosome that contains only that resource.

2. While there is room left in the population:
   a) Select a resource according to some probability density function
   b) Add an individual with the chromosome that contains only that resource

The probability density function (PDF) referred to in step 2a is a uniform distribution by default, but can also represent apriori weights of resources.

4.2.2.2 Termination

Given the inherent noise in the fitness values, the algorithm should not stop before the fitness of each possible chromosome is determined with some certainty. That would seem to lead to a valid point of termination when all chromosomes are evaluated with enough certainty. However, the pool of resources is assumed to grow (i.e. new educational resources are made available) and each time a new resource is introduced it theoretically needs to be tried out in every combination with the already existing resources before the valid termination point would be reached. This would mean that the algorithm would never terminate, as it should wait for any new resources to arrive. If it is vital that the algorithm finishes, a practical approach could be to stop if the fitness of one or more individuals is within a small margin of the optimal value. Provided an optimal value can be defined.

The application presented in this thesis does not require the genetic algorithm to terminate. The web-based variation to the algorithm described in Section 5.3.1 ensures that computation only happens on an event basis. Furthermore, due to the nature of the application, it is not as interesting to have the best solution at the end as it is to select the best known solution at each point that an individual is tested. Naturally a exploration-exploitation trade-off applies where occasionally individuals need to be tried out that could both be better or worse. So instead of termination, moving towards convergence is important.

4.2.3 Candidate evaluation

4.2.3.1 Fitness function

Learning objects are often not a perfect fit. They might explain too much or too little about some context. On top of that, it is not that well indexed in terms of the exact type of presentation that they have. Thus, what we want is a sequence of imperfect learning objects that together maximize the educational performance. We do not know what the order should be, given that the order is a matter of pedagogy and not knowledge engineering. And even if we were able to fully specify the right pedagogical order for each type of student perfectly. We would still not have the required information about these learning objects, or the information might be wrong. Thus, we are learning a sequence of black boxes of which we only know that they attempt to teach a particular knowledge component.

The only way we can measure the value of a particular sequence for a group of students, and thereby assess its fitness, is to look at the gain in knowledge as observed by the post-test. More precisely the fitness function used in this thesis is the normalized learning gain between the pre-test and post-test for a given knowledge component, given by \( \frac{C^2 - C^1}{1 - C^1} \) where \( C^1 \) and \( C^2 \) represent the percentage of correct answers on the pre-test and post-test respectively of the student.

The observed fitness is probably not the same each time a chromosome is evaluated. This is due to the fact that students are not identical, especially not given the coarse division into student groups. A solution is to see the fitness as a stochastic variable that has some noise on top of the “true” value. In order to obtain an estimate of this true value, several approaches are possible. The most simple one is to take multiple samples and average over them. However, in this case, taking

\[ i.e. \text{all possible sequences given the constraints on length and the uniqueness requirement} \]
samples must be considered to be expensive. The approach taken must therefore try to minimize the number of samples while maximizing the certainty of the fitness value. Which is why Upper Confidence Bound selection was applied in this thesis, as described in Section 4.2.3.2.

4.2.3.2 UCB Selection

In this thesis, the Upper Confidence Bound (UCB) selection algorithm is used to determine which of the individuals will be evaluated. In particular the UCB-1 algorithm is used. In UCB-1, first every individual is evaluated once. After this has been done, the individual is evaluated for which equation (4.1) is maximized, where \( \bar{x}_i \) denotes the average fitness of the individual, \( n_i \) denotes the number of times the individual has been evaluated so far and \( n \) denotes the overall number of evaluations that occurred.

\[
\bar{x}_i + \sqrt{\frac{2 \ln n}{n_i}}
\]  

(4.1)

UCB-1 is proven in [4] to logarithmically bound the regret, which ensures that a suboptimal individual is selected logarithmically less often than the optimal individual. It is important to note that UCB-1 can only consider the individuals that are present in the current generation of the population for which the evaluation occurs. This means that there is some interplay between the UCB-1 mechanism and the selection mechanism of the genetic algorithm, where the genetic algorithm is responsible for searching through the solution space efficiently and the UCB-1 algorithm is responsible for reducing the regret.

4.2.4 Evolution

4.2.4.1 Parent selection

Parents are selected in pairs using roulette wheel selection. If the number of individuals in the population is odd, there will be one parent remaining after all pairs have been formed. That parent’s chromosome is then added to the new generation as its own offspring.

4.2.4.2 Combination operator

When two parents are matched to create offspring, their chromosome’s are combined using a crossover operation. The resulting chromosome is placed in a new individual. There are two crossover operations implemented for this thesis: one-point crossover and append crossover.

One-point crossover The one-point crossover operation is typically implemented by picking one point for both parents to split, after which the four halves are recombined into two new children. The individuals in this thesis, however, can vary in length. That means that crossover points could be selected that do not exist in both parents. Naturally one could restrict the set of valid crossover points to be within the boundaries of both chromosomes. However, that would also limit valid chromosomes, even though they can be achieved by combining both parent chromosomes.

In this thesis, the one-point crossover operator is implemented differently. Instead of picking one point for both parents at once, one crossover point in each parent is randomly picked independent from the other. These two crossover points then split up both parents in two pieces each, allowing for the formation of two new children after recombination. The implementation ensures that only valid children are the result of the operation. When no valid children can be created, the one-point crossover is skipped and the append crossover is attempted.

Append crossover The append crossover was designed for the edge case where two parents cannot be split up and recombined into two new valid children. For example when one or both parents have a chromosome with one gene, which is impossible to split up. The append crossover operator simply appends one parent after the other. The two ways to do this result in two children.
4.2.4.3 Mutation operator

In this thesis three different mutation operators have been applied: swap mutation, addition mutation, deletion mutation.

**Swap mutation**  The standard swap mutation for permutations is used. The chromosome needs to contain at least two genes in order to be applied to this mutation. If this is not the case, a different mutation is attempted.

**Addition mutation**  The chromosome applied to the addition mutation operator will be appended with a new gene from the gene pool. The gene that is added must not already exist in the chromosome. If no gene can be selected from the pool that satisfies this constraint, a different mutation is attempted.

**Deletion mutation**  The deletion mutation operation deletes a random gene from the chromosome, resulting in a shift in position of the genes after it. The resulting chromosome must have at least one gene left. If this is not possible, a different mutation is attempted.

4.2.4.4 Survivor selection

This thesis implements generational replacement with elite preservation, which are commonly used strategies for survivor selection in the curriculum sequencing domain [2].

4.2.5 Island model

Section 3.1.3 described how the sequencing task is done per student group and per knowledge component. Each combination is represented as separate populations. However, the populations that represent the same knowledge component but different student groups co-evolve.

The island model was used to model exchange of information between related populations. The migration scheme is set to migrate the best individual of the source population and replace the worst individual in the target population. This occurs at every new generation. The migrated individuals are copies, and do not change the occurrence of the migrated chromosomes in the source population. The topology links populations of the same knowledge component together. Only one individual is migrated per generation.

Important to note is that all other actions of the genetic algorithm in each population are still independent, meaning that the populations can also evolve at different speeds. As a consequence, a population that evolves really slowly will continue to migrate the same individual towards the target population. Even if it turned out not to work well. To counter this, the migrating individual of the source population competes with the worst individual in the target population through roulette selection. If the fitness of the migrating individual is worse than the worst individual in the target population, the replacement is not likely to proceed.
Software

In order to test the approach described in Chapter 4, the TutOER system was built\(^1\). TutOER is a web-based tutor that optimizes the sequence of OER to teach a concept to students. The two main software modules are the Tutor Module and the Genetic Algorithm (GA) Module. The latter implements the genetic algorithm approach chosen in this thesis in order to assist the Tutor module in selecting educational material. The software is web-based for mainly two reasons. First, it will make it easier to have people interact with the system, which is important when one needs to collect large amounts of data. Second, given the inherit intention of OER to be distributable, most OER are created for a web environment.

This chapter is structured as follows. Section 5.1 will describe the interface of the TutOER system. The Tutor Module is covered in Section 5.2. In Section 5.3, the implementation of the genetic algorithm approach in the GA Module will be discussed. Section 5.4 describes the Monitor Module, which allows for the analysis of the live system. The Logging Module is discussed in Section 5.5. The database schema of the system is shown in Appendix A.

5.1 Interface

The TutOER software provides an online interface for students\(^2\) which presents the educational material and assessments for each knowledge component to the student. The interface can be seen in Figure 5.1 and consist of two main boxes. The top box indicates how far the student is in the course, which is based on the knowledge component the student is currently in. The middle box contains either the educational resource or the test questions. The middle box also always contains a button through which the user can advance to the next page. Section 5.2.1 describes the user flow through the system, which determines the result of clicking the button. The educational content is displayed in an iframe, which means that the content could also be an independant online resource. Most open educational resources are of that nature at the moment. That being said, the experiments described in Chapter 7 only utilize material that was made by the author and specifically designed to fit within the layout of the TutOER interface.

5.2 Tutor Module

The tutor module contains all program logic and database models related to the educational task. It handles all interactions with the student and connects with the genetic algorithm module. This module is responsible for implementing the user flow, through which the student is guided towards the end of the course. This flow is described in Section 5.2.1.

---

\(^1\)Software can be found on [https://github.com/mslatour/oertutor](https://github.com/mslatour/oertutor)

\(^2\)The term student is used in the broadest sense: anyone who wants to learn something
5.2.1 User Flow

The software enforces a specific flow through the system on the student. This flow is divided up in phases. The path between the phases is shown in Figure 5.2. The button described in Section 5.1 almost always triggers a change in phase, as denoted by the arrows in the figure. The rest of this section explains the different phases and the exact effect of clicking on that button in each phase.

New  A student that is new to the system is shown an explanation of the course. Provided a student does not clear the stored cookie in the browser or switches browsers altogether, this phase only occurs once in the interaction between the student and the software. A button is shown to start the course, which would put the student in the introduction phase.

Introduction  The introduction phase presents the student with the description of the current knowledge component. The knowledge component is either the first one, or the knowledge component set in later phases. The introduction phase is encountered for each knowledge component, provided the student finishes the course. A button is shown to move to the pre-test phase.

Pre-test  In the pre-test phase the knowledge of the student on the current knowledge component is assessed. It shows all the questions at the same time underneath each other on one page. The student is not forced to answer the questions by form validation or otherwise which refuses to
submit a test without an answer for each question. The button shown at the bottom submits the answers given to be graded. Based on the score, the student will either move on to the sequence phase or, if the score is perfect, the student will skip the current knowledge component. If the knowledge component is skipped, the student will either be sent to the introduction phase of the next knowledge component or, if this was the last knowledge component, move forward to the exam phase.

**Sequence**  The student in the sequence phase is presented the sequence of educational material that has been selected by the system. Sequences can contain more than one educational resource. In that case, only one resource will be shown at a time, starting with the first of the sequence. A button is displayed which will bring the student to the next sequence, if there is one. If the student has reached the end of the sequence, the button will sent the student to the post-test phase.

**Post-test**  The post-test phase displays the questions of the post-test for the current knowledge component. The appearance, the questions and the button function is identical to the situation in the pre-test phase. When the answers are graded, the normalized learning gain is calculated to feed back into the genetic algorithm as fitness value. If there is a next knowledge component in the course, the student is sent to the introduction phase of that knowledge component. If this was the last knowledge component, the student is sent to the exam phase.

**Exam**  When the student has passed through all phases of all knowledge components (or skipped them), he or she is sent to the exam phase. In this phase an exam is presented to the student that needs to be completed before the student can move on. The exam grade is not used in any way by the genetic algorithm, but merely provides a way to evaluate the level of the student after having interacted with the system. When the exam has been submitted, the student is sent to the done phase.

**Done**  When all other phases have been completed, a student enters the last phase. Here a questionnaire is presented to the student, which is optional to fill in. In the experiment there are two types of participants, one group is coming via Amazon Mechanical Turk and the other through a different source. The group from Mechanical Turk is shown a button to return to the Mechanical Turk website to collect their reward, while at the same time submitting the answers to the questionnaire, regardless of whether they are empty. The other group is shown a button to submit their questionnaire answers, but there is no side-effect. The student remains in this phase and has finished his or her participation. This is also explained to the student.

### 5.3 GA Module

The genetic algorithm (GA) module is responsible for selecting the sequence of educational material to be presented to a student. This module is separate from the tutor module in order to be replaceable by a different approach, as was already needed earlier in the thesis process when this module replaced its predecessor that applied a Markov Decision Process. The module implements the approach described in Chapter 4, but several adjustments were made to the standard genetic algorithm in order to make it work in a web-based environment. These adaptations resulted in the web-based genetic algorithm as described in Section 5.3.1.

#### 5.3.1 Web-based genetic algorithm

The implementation of the genetic algorithm had to be adjusted in order to be applicable in a web context. In particular, the asynchronous nature of the HTTP protocol requires an adapted step-wise version of the straightforward implementation using loop constructs. The reader can compare this situation with that of a parallel implementation where fitness evaluations are run in parallel threads, where in this analogy the students play the role of the parallel threads. In this parallel case, it is

---

See Section 4.2.3.2
already necessary to deal with fitness values being sent back from the threads in a different order than the threads were started in. A difference between the analogy and the actual situation is that the students are not guaranteed to provide a fitness value, since they can decide to close the website. That difference is important because it complicates the decision on when enough sequences have been evaluated, since you don’t know whether a sequence you assigned to a student for evaluation will actually be evaluated by that student or whether the system needs to assign it to another student.

The web-based genetic algorithm is best described by its interactions with one student. The entire list of interactions between the student’s browser and the TutOER software is given by the phases described in Section 5.2.1. Only the pre-test, sequence and post-test phases are of interest for the web-based genetic algorithm. Figure 5.3 shows the relevant parts of the client-server interaction between the student’s browser and the TutOER software. Note however that these interactions are likely to be interrupted by interactions with other students. The figure also shows the communication between the tutor module and the genetic algorithm. There are six numbered components in the diagram. The rest of the section describes these components in more detail.

1: **Initialize population** Before any interaction occurs with students, the population of the genetic algorithm is initialized. This is done for all populations that are required later on and do not require a trigger from the client. As such it is not an interaction, but it has been added to this list for completeness.

2: **Group assignment** The pre-test grade is used to determine which student group the student will be assigned to. Each student group and knowledge component combination is captured in a separate population in the genetic algorithm. The assignment of the student to a student group, within the context of a knowledge component, determines the population from which an individual will be selected to be evaluated.

3: **Loop condition check** In a parallel implementation you would start each evaluation thread in a loop, iterating for the desired amount of episodes. Translating that to this situation
would mean that the system somehow activates the student to evaluate it. In a web-based implementation, everything is client-driven. Nonetheless, the genetic algorithm still consist of an, at least implicit, loop for each desired episode. This component is designed to bring the two together. It checks how many evaluation episodes have been stored in the current generation and compares that to the desired total number of episodes. If the total has not been reached yet, the UCB-select component is executed. If enough evaluations have been collected however, the implicit loop has reached its termination condition. This means the population must evolve to a new generation, which happens in the regenerate component.

4: UCB-select For the largest part this component is identical to what it would be in any other implementation. It uses the UCB-1 formula to select which sequence of educational resources it wishes to evaluate, while balancing exploration and exploitation. Because the evaluation is done asynchronously, takes up significant time and is client-driven, it is necessary to keep track of which sequences have already been selected by UCB and assigned to a student. This in order to prevent UCB from unintendedly assigning the same sequence to many students, simply because the evaluation results have not come back yet. Therefore sequences are locked when they are assigned to a student and UCB can only choose from the sequences that are not locked. This is probably similar to what you would do in a parallel implementation. However, unlike in a typical parallel implementation, it is not at all guaranteed that a student will actually study the entire sequence and submit the post-test afterwards. When a student decides to stop participating for whatever reason, the sequence that was assigned to the student would be forever locked. That could result in a situation where there are not enough evaluations stored to proceed to a next generation, but since all sequences are locked UCB has no way of assigning sequences to students. This is solved as follows. First, UCB attempts to select a sequence that is not locked. Second, if that is no longer possible, the oldest lock is discarded. Third, the method is tried again. This could mean that the system wrongly decides to assign the sequence to another student. With the consequence that a sequence is evaluated more often than UCB chose to. On the other hand, the lock could have prevented the UCB in the first place from being able to deliberately select the sequence twice. This mechanism is thus choosing between two evils, however it will likely not be applied often.

A side-effect of this is that an evaluation result could actually be submitted to the genetic algorithm when it already moved to a new generation. The result of this is stored in connection to the new generation, which means that effectively a sequence that was not part of the new generation could still be evaluated. The sequence could not be selected as one of the survivors at the next generation switch, but its fitness value is still stored and can be used whenever the sequence reappears due to combination or mutation. This seemed to be the best solution.

5: Regenerate When enough evaluations have been gathered, this component executes the generation switch for the current population as described in Section 4.2.4. The Django web framework that was used to implement the TutOER software should ensure that during this process the database tables were locked, preventing synchronization issues. This was however not tested. After a the new generation has been formed, the loop condition check component is retried again.

6: Store evaluation When a post-test is graded and the normalized learning gain is calculated, the resulting fitness value is stored for the sequence that was evaluated in the context of the current generation. This could be a different generation than the one the sequence was selected from.

5.4 Monitor Module

The monitor module provides a real-time insight in the relevant processes, events and data stored in the database. This module has only been used to monitor the experiment while it was running and contained three views: log, student and population. The log view showed a long list of logged events, as described in Section 5.5. The student view showed a list of the logged events related to a particular student. It also showed an overview of the test scores, the assigned student group
and the presented sequence for each knowledge component the student participated in so far. The population view displayed a list of the individuals in each generation for a specific population. This included observed fitness values and the cumulative regret graph for that population.

5.5 Logging Module

All logging of events is done by the logging module. This module is tightly connected to the tutor and genetic algorithm modules and provides input to the monitor module. The tutor and genetic algorithm modules send out signals when certain events occur, these signals are picked up by the logging module and stored in the database as log entries. These log entries are then presented again by the monitor module. The purpose of the logging activities is to aid monitoring and analysis of what goes on within the TutOER software and its modules. The following events are stored in the log entry table.

- **Error** Any unexpected errors that were caught in the system are logged by the module.
- **New participant from external source** The module logs each new participant that came from an external source. In particularly it stores the identifiers of people participating via Amazon Mechanical Turk, in order to be able to reconstruct the connection between the student object in the database and the Mechanical Turk user in case something went wrong. This was especially applicable during the experiment period.
- **Change in student state** When a student object is created in the system and each time the student enters a new phase in the user flow, the module logs this.
- **Trial created** A trial is the particular instance of the tutor teaching actions for a specific knowledge component and a specific student. The trial object contains the pre-test and post-test results and the sequence that was presented to the student. The module logs when this object is created.
- **New generation in population** Each time a population moves to a new generation, this is logged by the module.
- **New immigrant in the population** The module logs each time an individual immigrates in a population. The individual that the immigrant replaced is also stored in the log entry.

5.6 Bootstrap values after restart

The experiment had to be restarted after 492 evaluations were already gathered. This was due to some technical changes that had to be made. No changes were made to the resources or the assessments. As such the gathered evaluations would still be valid observations. In order to reuse these evaluations at least partly, the TutOER system was equipped with a bootstrap mechanism. This mechanism reuses evaluations from earlier experiments where possible.

The technical changes affected the search behavior of the genetic algorithm. It is therefore not likely that all evaluations will be reusable. In fact only when UCB-1 selects a particular sequence to be evaluated, that evaluation could be bootstrapped. The bootstrap procedure extends step 4 in Figure 5.3 and goes as follows.

1. Retrieve UCB-1 selection
2. If selected sequence is present in unused bootstrap values,
   a) Submit bootstrap value as if a student evaluated it at that moment
   b) Return to step 1.
3. Else, present sequence to student.
Simulations

Apart from a modeling of the domain, genetic algorithms also require several parameter values to be set. These values can, together with modeling decisions, have an enormous impact on performance. It is therefore important to gain more insight in the properties and effectiveness of the genetic algorithm approach under various parameter values. This chapter describes and analyses a series of simulations that explored this. The goal of the simulations is to find good parameter values for the experiment. Additionally they provide some insight in the behavior and performance of the TutOER system after a larger number of evaluations that would be possible in an experiment. The simulations are executed using the same software that is used for the experiment. However, for the sake of simplicity and speed the actual web interaction was left out of the simulation. Sequences are therefore evaluated using a handcrafted model instead of using actual students. Each simulation is repeated ten times to deal with the random components of the algorithm.

This chapter is organized as follows. The parameters that are examined are described in Section 6.1. The simulations that cover these parameters are enumerated in Section 6.2. Section 6.3 describes the general setup of each simulation. In Section 6.4 the simulation results are listed and an analysis presented of the findings.

6.1 Parameters

The approach described in Chapter 4 requires several parameters to be set in advance. These parameters influence the behavior and performance of the algorithm and are often not independent. This section describes the effect of the four parameters that need to be set: population size, number of episodes, number of elite and mutation rate.

**Population size** In the genetic algorithm modeling of the thesis the population has the same amount of individuals in each generation. At the end of the generation, fitness-based selection chooses individuals to produce offspring using crossover operations. The resulting offspring is then potentially mutated. The amount of crossover and mutation operations are influenced by the population size. A larger value allows for more diversity in the population, although it is not a guarantee. Diversity is important when dealing with the possibility of local optima. However, a smaller value allows for a more directed search towards an optimal solution.

**Number of episodes** The number of evaluations that will be assigned by UCB-1 within a single generation is referred to as the number of episodes. A higher value of this parameter raises the certainty of the estimated fitness values of each individual. This certainty is important when the fitness value is subject to noise. UCB-1 however only ranks individuals and does not express whether more evaluations will be beneficial. If the fitness of the individuals in the current generation is rather low, a higher number of episodes will also increase the cumulative regret. Furthermore, the number of episodes determines the “duration” of a single generation. A lower number of episodes results in more completed generations, which is important for effective search.
Number of elite  Elitism, as described in Section 4.2.4, preserves the best performing individuals of the previous generation. The number of elite members reduce the number of crossover operations, since elite members are maintained as is and are not replaced by their offspring. Moreover elite members are protected against mutation. A higher number of elite members reduces the influence of randomness on the population. However, elite members slow down the exploration. A high number of elite members will cause the algorithm to get stuck in local optima.

Mutation rate  The mutation rate determines the chance that a mutation occurs in the chromosome of a new individual. Mutation ensures that areas of the search space are explored, even when the genetic algorithm moved in a different direction. When this parameter value increases, more exploration occurs. Setting this parameter too high will result in a lack of convergence.

6.2 Simulation setups

The parameter values of the genetic algorithm that need to be determined by simulation are combined in parameter setups. Each setup contains a specific combination of values for each parameter. The parameter setups are shown in Table 6.1. Two groups of six have been formed out of these twelve parameter setups. The analysis of the TutOER system under specific parameter setups is done per group. Group 1 contains the first six parameter setups and covers the interplay between population size and the number of episodes. Group 2 contains the second six parameter setups and covers the interplay between the number of elite and the mutation rate. Each parameter setup is labelled with a systematic name for later reference.

<table>
<thead>
<tr>
<th>Label</th>
<th>Population size</th>
<th># Episodes</th>
<th># Elite</th>
<th>Mutation rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>pop5ep5</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>0.05</td>
</tr>
<tr>
<td>pop5ep10</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>0.05</td>
</tr>
<tr>
<td>pop5ep20</td>
<td>5</td>
<td>20</td>
<td>2</td>
<td>0.05</td>
</tr>
<tr>
<td>pop10ep10</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>0.05</td>
</tr>
<tr>
<td>pop10ep20</td>
<td>10</td>
<td>20</td>
<td>2</td>
<td>0.05</td>
</tr>
<tr>
<td>pop20ep20</td>
<td>20</td>
<td>20</td>
<td>2</td>
<td>0.05</td>
</tr>
<tr>
<td>el0mu05</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>el1mu05</td>
<td>10</td>
<td>10</td>
<td>1</td>
<td>0.05</td>
</tr>
<tr>
<td>el2mu05</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>0.05</td>
</tr>
<tr>
<td>el0mu25</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>el1mu25</td>
<td>10</td>
<td>10</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>el2mu25</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>0.25</td>
</tr>
</tbody>
</table>

The parameter setups are tested in two artificial environments. The first provides evaluation outcomes using the handcrafted model displayed in Table 6.2. The handcrafted model contains patterns that match to sequences, the explanation of these patterns can be found in Table 6.3. Sequences that are not matched by any pattern get a fitness of 0. The model is based on the author’s expectation of the true quality of the sequences containing resources about the intuition of the game. The first environment will be referred to as the normal environment.

The second environment uses the same handcrafted model as the first environment, but adds gaussian noise of 0.2 standard deviation. The purpose of the second environment is to see how the performance of the TutOER system under each parameter setup is changed when the observed fitness contains noise. The second environment will be referred to as the noisy environment.

In all simulations the sequences are restricted in length. Each sequence must contain one, two or three resources. This restriction is the same as in the experiment described in Chapter 7.
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Table 6.2: Fitness values for each sequence.

<table>
<thead>
<tr>
<th>Sequence pattern</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>0.7</td>
</tr>
<tr>
<td>[6]</td>
<td>0.8</td>
</tr>
<tr>
<td>[7]</td>
<td>0.1</td>
</tr>
<tr>
<td>[8]</td>
<td>0.8</td>
</tr>
<tr>
<td>{6, (5</td>
<td>8)}</td>
</tr>
<tr>
<td>{5, 6, 8}</td>
<td>1</td>
</tr>
<tr>
<td>{5, 6, 7}</td>
<td>0.6</td>
</tr>
<tr>
<td>{*, *, (5</td>
<td>6), (5</td>
</tr>
</tbody>
</table>

Table 6.3: Explanation of sequence patterns.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>[*]</td>
<td>Any resource.</td>
</tr>
<tr>
<td>{5, 6}</td>
<td>Resources 5 and 6 in any order.</td>
</tr>
<tr>
<td>[(5</td>
<td>6)]</td>
</tr>
<tr>
<td>{7, (5</td>
<td>6)}</td>
</tr>
</tbody>
</table>

6.3 General setup

In order to compare the results from simulations more easily, each simulation is terminated after 1000 evaluations. This will give a genetic algorithm time to complete 100 generations with 10 evaluations in each generation. Similarly, a genetic algorithm setup with 20 evaluations in each generation will only complete half as much generations. The comparison between the two might not seem fair when looking at the number of generations. However, the task at hand defines the evaluation to be a scarce resource that will require a new student each time. It is therefore more interesting to know what a particular parameter setup accomplishes in a limited amount of evaluations, rather than anything else. The number of generations that have been completed after this fixed amount of evaluations is thus a consequence of the parameter setup. Section 6.1 describes the trade-off between number of generations and number of episodes that follows from this restriction.

6.3.1 Evaluation metrics

To aid in the analysis of each simulation result, three views are applied to the data: the cumulative regret curve, the coverage curve and the convergence plot.

Cumulative Regret Curve Recall that regret is defined as the difference in received reward (i.e. learning gain) between the presented sequence and the optimal sequence. The cumulative regret curve shows the built-up of regret after each evaluation. It provides insight in the handling of exploration versus exploitation of the system under a particular parameter setup. Normally, the use of the UCB-1 selection algorithm ensures that this curve decreases logarithmically over time. However, due to the combination with the genetic algorithm, the options from which the UCB-1 algorithm can choose are limited. The interplay between the genetic algorithm and UCB-1 can either boost or reduce performance. This curve visualizes the amount to which the performance of UCB-1 is disrupted by this interplay. Each value of the curve is an average of the values of ten repetitions on the same point. At each point the maximum and minimum value are indicated using errorbars.

Coverage curve The coverage of the system is defined as the percentage of all possible sequences that was evaluated at least once. The coverage curve shows how this percentage is built-up per evaluation. In other words, the coverage curve shows when an evaluation explored uncharted territory of the search space. New sequences become part of a generation due to crossover, mutation and immigration. UCB-1 ensures that all sequences that are selectable will be evaluated at least once. Therefore, this curve provides an observation of the amount and timing of the introduction of new individuals in the population. Similar to the cumulative regret curve, each value is an average of the values of ten repetitions on the same point. At each point the maximum and minimum value are indicated using errorbars.

1Provided the number of episodes is not smaller than the number of individuals in each generation.
Convergence plot  The TutOER system is said to be converged when ten evaluations in a row regarded an optimally performing sequence. A sequence is optimal when its true fitness value is equal to the maximum. In the case of multiple optimal sequences, an evaluation of any of the optimal sequences counts as the same optimal evaluation. This could mean that the system is said to have converged after a series of ten evaluations of different optimal sequences. The flexibility in this definition is required, because otherwise the system could be alternating between two equally optimal sequences until termination without being said to converge. The number of evaluations needed to reach that convergence point in each repetition is plotted in a boxplot. The fact that only one datapoint derives from each repetition allows for this detailed look at the distribution. Parameter setups that ensure a quick convergence are desired when acquiring evaluations comes with a cost.

6.4 Results

6.4.1 Group 1 (Population size & # Episodes)

Analysis

Figure 6.1 shows the cumulative regret built-up by the TutOER system under the parameter setups of Group 1 in the normal environment. Each simulation setup has been repeated ten times. Each individual plot shows the averaged cumulative regret after each evaluation, together with vertical error bars indicating the maximum and minimum value at every twenty evaluations. The pop5ep20 setup stands out with a much higher cumulative regret built-up than the others. Due to the number of episodes in the pop5ep20 parameter setup, only 50 generations have been completed after 1000 evaluations. Also the pop10ep20 and pop20ep20 setups complete 50 generations. In comparison, the pop5ep5 setup ensures the completion of 200 generations in the same number of evaluations. The difference between the number of episodes and the number of individuals in each generation is the largest for the pop5ep20 setups. Recall that UCB-1 selection is applied to determine which individuals are evaluated. In the pop5ep20 setup, UCB-1 has very few individuals to choose from (namely five) and relatively many evaluations to assign (namely twenty). This will allow the TutOER system to acquire fitness estimates with much more confidence. However, when none of the five individuals performs optimal, the TutOER system is forced to build-up regret until the end of the generation before the genetic algorithm can continue its search. This is true for all parameters setups, but because the number of individuals in each generation is relatively low compared to the number of episodes in the pop5ep20 setup, it is more likely to happen than in a setup where that difference is smaller.

The pop20ep20 setup is an example where that difference is much smaller. It has the same amount of episodes as the pop5ep20 setup but a higher number of individuals in each generation (namely twenty). That allows for more diversity in a generation. This has no effect in the first generation, because the population is initialized with sequences of only one resource. Since there are only four resources in the population, the first generation under the pop20ep20 setup will contain sixteen duplicates. From the perspective of the UCB-1 selection, this has the same effect as in the pop5ep20 setup. However, after the first generation there are more possibilities for exploration. This is also reflected in the percentage of sequences that have been observed. Figure 6.3 shows the percentage of possible sequences that have been encountered by the TutOER system under the various parameter setups within Group 1. The pop20ep20 setup causes the most exploration. Followed by the other parameter setups of Group 1 in decreasing order of their population size parameter. However, some of the differences are too close to call. When comparing parameter setups with the same population size, a second ordering becomes apparent. Parameter setups with a high number of episodes (e.g. pop5ep20) have encountered a lower percentage of sequences than parameter setups with a lower number of episodes (e.g. pop5ep5). This reverse relation comes from the fact that a higher number of episodes means the genetic algorithm will complete less generations in the same amount of evaluations. Completing less generations means less crossover and mutation applications, and thereby also less opportunities for diversity.
The observation of these orderings in relation to the number of episodes and the population size also hold in a more noisy environment. Figure 6.8 shows the percentage of sequences encountered under parameter setups of Group 1 in the second environment. Noise on the observed fitness values should not have a direct impact on the level of exploration in the genetic algorithm setup. What it could affect however is the direction of exploration and the regret as a result that. Figure 6.2 shows the cumulative regret built-up by the TutOER system under the parameter setups of Group 1 in a noisy environment. The differences with the results in the normal environment are not that big. The parameter setups are slightly more apart in terms of cumulative regret, but that difference is made early on in the simulation (Figure 6.2g). Given that the lines plotted in the overview are averages of ten repetitions, there could also be an alternative explanation. For example a mutation may have occurred at a different time causing a different outlier in the simulated cumulative regrets. This means that there might actually be no effect of the added noise on the performance of the TutOER system under the parameter setups of Group 1. The impact of the values for the mutation rate and number of elite in all parameter setups of Group 1 on this noise resilience will be discussed in Section 6.4.2.

Figure 6.6a shows the boxplot for the ten repetitions of the number of evaluations needed to converge under each parameter setup in Group 1. The actual numbers of the convergence at each repetition can be found in Appendix D. The TutOER system converges the fastest on average under the pop10ep10 parameter setup. Parameter setups pop5ep5 and pop5ep10 follow in second and third place, even though they have a better median value. The one that stands out is the parameter setup pop5ep20 with extreme outliers as well as a relatively high median value. However, apart from one trial that took 769 evaluations to converge, all trials under any parameter setup of Group 1 converged within 100 evaluations. In other words, all simulation setups resulted in sticking to the optimal sequence of OER for at least ten consecutive evaluations using less than 100 simulated students. And on average almost all parameter setups needed less than 50 simulated students to converge. However, when the number of repetitions is small the outliers matter. Therefore pop10ep10 and pop20ep20 should be favored over pop5ep10 and pop5ep5. Figure 6.6b shows the boxplot distribution of the same parameter setups in a noisy environment. The same parameter setups have outliers, with roughly the same number of evaluations that are needed to converge. Parameter setup pop10ep10 outperforms the rest, including pop20ep20, on convergence in this noisy environment.

Conclusion

From the plots of cumulative regret, coverage and convergence can be concluded that pop10ep10 scores best overall. The TutOER system had on average the lowest cumulative regret under the parameter setup pop5ep5, but pop10ep10 and pop5ep10 followed in second and third place. The most unique sequences were encountered on average by the TutOER system under pop20ep20 parameters, followed by the pop10ep10 parameters. In terms of convergence, the pop10ep10 parameters were most favorable for the TutOER system. Thus, out of the parameter setups simulated, the population size and number of episodes of both 10 are overall best.

6.4.2 Group 2 (# Elite & Mutation rate)

Analysis

Figure 6.4 shows the cumulative regret of the TutOER system under the parameter setups of Group 2. A clear distinction can be made between parameter setups with a low mutation rate and those with a high mutation rate. The TutOER systems builds up less cumulative regret under e10mu05, e11mu05 and e12mu05 parameters than under their counterparts with higher mutation rates. This can be explained by the fact that a higher mutation rate typically means more exploration. Exploration in turn causes higher regret when the newly found sequences turn out to be less optimal than the current best. The number of elites doesn’t seem to affect the cumulative regret that much in Figure 6.4. This is however different when operating in a noisy environment. Figure 6.5 shows the cumulative regret under the parameter setups of Group 2 in the second environment. Observing the cumulative regret under e10mu05 parameters we see that regret rises
significantly from around 100 evaluations. Figure 6.6d shows the worst convergence result under the el0mu05 parameters is 80 evaluations. That means that the TutOER system already found the optimal sequence but lost it in a generation transition. Otherwise UCB-1 would have ensured that the cumulative regret curve continued its logarithmic path, by continuing to select the optimal sequence. Losing the optimal sequence in a generation transition can easily be explained by the fact that the el0mu05 parameters set the number of elites to zero. With no elite preservation, the optimal sequence needs to compete in the fitness-based roulette wheel selection. In a noisy environment the observed fitness value of the optimal sequence can be lower than the observed fitness values of less optimal sequences. Additionally elitism protects the individual from being applied to crossover or mutation operators. In lack of this protection, the optimal sequence may have been subject to mutation or crossover and was thereby no longer present in the generation. The counterpart of el0mu05 with a high mutation rate is el0mu25. The cumulative regret curve of el0mu25 is indeed worse than the parameter setups with one or two elites preserved. However, curiously the difference is not as extreme as with el0mu05. One would expect that having no elite members would have a bigger impact when the mutation rate is higher given the larger risk of mutating an already optimal sequence.

The parameter setup el2mu05 has the lowest cumulative regret in both environments. The el2mu05 parameter values are the most conservative of all. A high number of elites and a low mutation rate keeps the performance of the TutOER system largely unaffected by the added noise in the second environment. The consequence of a low mutation rate becomes apparent in Figure 6.7c. The percentage of sequences evaluated by the system is one of the lowest under the el2mu05 parameters. Other parameter setups with a low mutation rate share the low coverage value. This is also what you would expect as a result of a low mutation rate. Given the similarly low cumulative regret under el2mu05, it is not necessarily a bad thing. Furthermore, the convergence is the best under the el2mu05 parameter setup in both environments.

The parameter setup el2mu25, which also has a high number of elites, performs much worse than el2mu05. The cumulative regret under el2mu25 is a lot higher in comparison, though better than the other parameter setups with a high mutation rate. The number of evaluations needed to converge under the el2mu25 setup is comparable to others in its median value, but several big outliers were the results of el2mu25 in both environments. The high percentage of sequences that were evaluated under the el2mu25 values is the other side of that same coin.

Conclusion

From the plots of cumulative regret, coverage and convergence can be concluded that el2mu05 scores best overall. However, this conclusion is drawn while putting weight on the stability of a low cumulative regret and conversion points. The coverage of sequences appears to be mostly affected by a high mutation rate and to a lesser extend by a low number of elite members. The TutOER system performs understandably poorly under the el2mu05 parameter setup. However, better coverage is only favorable when it leads to quicker convergence and lower regret. In both metrics, el2mu05 outperforms the rest. Albeit with varying margins.
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(a) Population size: 5, Nr. of episodes: 5

(b) Population size: 10, Nr. of episodes: 10

(c) Population size: 5, Nr. of episodes: 10

(d) pop5ep20 parameters

(e) Population size: 10, Nr. of episodes: 20

(f) Population size: 20, Nr. of episodes: 20

(g) overview

Figure 6.1: Plot with error bars of the cumulative regret of the TutOER system using Group 1 parameter setups in the normal environment. Plot 6.1g shows the different parameter setups in one graph.
(a) Population size: 5, Nr. of episodes: 5

(b) Population size: 10, Nr. of episodes: 10

(c) Population size: 5, Nr. of episodes: 10

(d) pop5ep20 parameters

(e) Population size: 10, Nr. of episodes: 20

(f) Population size: 20, Nr. of episodes: 20

(g) overview

Figure 6.2: Plot with error bars of the cumulative regret of the TutOER system using Group 1 parameter setups in the noisy environment. Plot 6.2g shows the different parameter setups in one graph.
Figure 6.3: Plot with error bars of the percentage of chromosomes seen by the TutOER system using Group 1 parameter setups in the normal environment. Plot 6.3g shows the different parameter setups in one graph.
Figure 6.4: Plot with error bars of the cumulative regret of the TutOER system using Group 2 parameter setups in the normal environment. Plot 6.4g shows the different parameter setups in one graph.
(a) Nr. of elite: 0, Mutation rate: 0.05

(b) Nr. of elite: 1, Mutation rate: 0.05

(c) Nr. of elite: 2, Mutation rate: 0.05

(d) Nr. of elite: 0, Mutation rate: 0.25

(e) Nr. of elite: 1, Mutation rate: 0.25

(f) Nr. of elite: 2, Mutation rate: 0.25

(g) Overview

Figure 6.5: Plot with error bars of the cumulative regret of the TutOER system using Group 2 parameter setups in the noisy environment. Plot 6.5g shows the different parameter setups in one graph.
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Figure 6.6: Convergence plots
(a) Nr. of elite: 0, Mutation rate: 0.05
(b) Nr. of elite: 1, Mutation rate: 0.05
(c) Nr. of elite: 2, Mutation rate: 0.05
(d) Nr. of elite: 0, Mutation rate: 0.25
(e) Nr. of elite: 1, Mutation rate: 0.25
(f) Nr. of elite: 2, Mutation rate: 0.25

(g) overview

Figure 6.7: Plot with error bars of the percentage of chromosomes seen by the *TutOER* system using Group 2 parameter setups in the normal environment. Plot 6.7g shows the different parameter setups in one graph.
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(a) Population size: 5, Nr. of episodes: 5

(b) Population size: 10, Nr. of episodes: 10

(c) Population size: 5, Nr. of episodes: 10

(d) pop5ep20 parameters

(e) Population size: 10, Nr. of episodes: 20

(f) Population size: 20, Nr. of episodes: 20

(g) overview

Figure 6.8: Plot with error bars of the percentage of chromosomes seen by the TutOER system using Group 1 parameter setups in the noisy environment. Plot 6.8g shows the different parameter setups in one graph.
(a) Nr. of elite: 0, Mutation rate: 0.05  
(b) Nr. of elite: 1, Mutation rate: 0.05  
(c) Nr. of elite: 2, Mutation rate: 0.05  
(d) Nr. of elite: 0, Mutation rate: 0.25  
(e) Nr. of elite: 1, Mutation rate: 0.25  
(f) Nr. of elite: 2, Mutation rate: 0.25  
(g) overview

Figure 6.9: Plot with error bars of the percentage of chromosomes seen by the TutOER system using Group 2 parameter setups in the noisy environment. Plot 6.8g shows the different parameter setups in one graph.
Experimental setup

This chapter describes the experiment that has been performed to test the TutOER system. The purpose of the experiment was to verify whether the presented approach would also work in a more realistic environment. The experiment took the form of an online course. In this course, sequences of OER are presented to a student in four different lessons. The sequences are selected by the TutOER system. Students are requested to answer a few multiple-choice questions at the beginning and the end of each sequence. These questions assess the competency level of the student on the topic of the lesson.

The educational materials that were used in the course are described in Section 7.1.1. The pre-test and post-test questions are listed in Section 7.1.2. Section 7.1.3 describes the exam that is presented at the end of the course. The experiment is ended with a questionnaire that is presented in Section 7.1.4. Section 7.1.5 discusses the participants. Section 7.2.1 lists the groups to which the students will be assigned. Section 7.2.2 enumerates the parameter values chosen for the genetic algorithm during this experiment.

7.1 Experiment

7.1.1 Open Educational Resources

Participants in the experiment went through a curriculum about the game of Nim. Nim [5] is a mathematical game where two players alternate turns in taking away at least one object from exactly one of stacks of objects on the table. The experiment only looks at the normal version of the Nim game, where the person that takes the last object of the table wins. In the misère version of the game, this person would have lost. Nim is a zero-sum game and is part of a large collection of related games which have mathematically grounded strategies. Nim’s winning strategy, provided you are in a winnable position, involves applying the nim-sum operator.

The Nim curriculum is divided into four knowledge components. First, the rules of the game are explained. Second, some intuition about good strategies is formed. Third, binary numbers are covered. Fourth, the binary nim-sum operation is explained. For each of these knowledge component, four educational resources were created from scratch or composed of explanations found on the internet. For the genetic algorithm to have a chance of learning something, it is important that the collection of resources contains both good and bad material. The resources for each knowledge component are described in Appendix B, the rest of this section will describe each knowledge component.

Rules of the game  The first knowledge component covers the rules of the Nim game. The playing field of the game contains two or more stacks of objects. Nim is played by two players that in turn take away at least one object from exactly one stack of objects. The player that takes a way the last object from the playing field wins.
**Intuition**  The intuition behind a winning strategy is the subject of the second knowledge component. In any Nim game, it is desirable to leave your opponent with two equally sized stacks. From that position, you can mimic any move your opponent made and return to the same situation until only one object is left for you to take away and win. The understanding that it is beneficial to leave your opponent with two equal stacks is the intuition behind the winning strategy for the Nim game.

**Binary Numbers**  The third knowledge component covers binary numbers. In order to generalize the intuition to a winning strategy for any winnable situation a student needs to be able to work with binary representations of numbers. Specifically, a student needs to be able to convert decimal numbers into binary numbers.

**Nim-Sum**  The key to winning the Nim game in any winnable situation is to leave the game in a state where the nim-sum of the stacks is zero. The nim-sum operator is in fact the exclusive or (XOR) operator, which describes the sum of two binary numbers neglecting all carries between digits. A different way to put this is that the XOR operator outputs a ‘one’ when exactly one of the two inputs contains a ‘one’, and ‘zero’ in the other case. In a winnable situation, the nim-sum is not equal to zero at the beginning of your turn. You then remove a number of objects from a single stack, such that the nim-sum becomes zero. The nim-sum operator can not only be used to determine whether the nim-sum will be zero after an action, it can also be used to identify which action you can take.

A slightly easier operation to perform mentally is to write down the stacks underneath each other in binary format, count the number of ‘ones’ in each digit column (2^0, 2^1, 2^2 etc) and ensure that each column has an even number of ‘ones’. In the resources used in this thesis this method is referred to as pair cancelling.

### 7.1.2 Pre-test & post-test

In this experiment, each knowledge component has the same questions for both the pre-test and post-test. Given the low threshold for participants to stop participating in the experiment it was necessary to keep the time needed to fill in the questions limited. This resulted in three multiple-choice questions for each knowledge component. All questions have at least the option that indicates that the user doesn’t know the answer. This is still counted as a wrong answer, but is more informative for later analysis than a random guess which could be right by accident. The questions for each knowledge component are listed in Appendix C.

### 7.1.3 Exam

![Figure 7.1: Screenshot of the exam setup with five nim game scenarios](image)

After having completed all knowledge components, a student is presented a final exam. The purpose of this exam is to have an opportunity to compare students at the beginning of the experiment with those at the end. The exam questions are nim game scenarios that the student has to play.
The game interface is described in Appendix B.1. If the student wins, the question is answered correctly. If the computer wins, the question is counted as wrong. The exam grade is calculated as the percentage of won games. The result of each game is displayed in a progress bar, as can be seen in Figure 7.1. The exam is introduced with the following explanation.

You will be playing 5 nim games of varying difficulty. This is your opportunity to show your learned skills. The orange rectangles represent stacks of objects. The number of objects on the stack is shown by the white number in the stack. You can take objects off a stack by clicking on it. You will then be asked how many objects you want to take. After you have made a move, your artificial counter player will make one as well. The game ends when either of you won. After you have played all 5 nim games you are finished.

The nim game scenarios are not randomly generated and are increasing in difficulty. The following list enumerates the game configurations for each question.

1. Two stacks consisting of one and two objects.
2. Three stacks with two, three and two objects.
3. Three stacks containing four, five and six objects.
4. Four stacks consisting of one, three, four and five objects.
5. Four stacks with ten, four, six and nine objects.

7.1.4 Questionaire

At the end of the course, after all knowledge components and the exam have been completed by the student, a small optional questionaire is presented to the student. The questionaire consisted of two multiple choice questions and one open ended question.

1. How good were you at Nim before these lessons?
   - I could not play it at all.
   - I could play it a little bit.
   - I could play it very well.
2. How good do you think you are after these lessons?
   - I cannot play it at all.
   - I can play it a little bit.
   - I can play it very well.
3. Do you have any last comments you wish to make?

7.1.5 Participants

7.1.5.1 Amazon Mechanical Turk

Participants for the experiment are partly found via the Amazon Mechanical Turk\textsuperscript{1} service, where tasks that are currently not possible to execute using artificial intelligence can be done by humans in return for a small fee in the form of Amazon credits. The site forms a market place where a requester can post a certain Human Intelligence Task (HIT) that he or she wants to have crowdsourced for a certain price and where providers choose which tasks they want to perform. The provider chooses the time and place of the execution, as most if not all HITs are only bound to existence of an internet connection. Only when a provider completes the HIT to the approval of the provider

\textsuperscript{1}https://www.mturk.com/mturk/
will he or she be paid the agreed amount. A provider is not forced to finish a HIT and can decide
to give up participation at any moment during the HIT. Typically a preview is shown of the task
before the provider makes the decision to accept.

In the context of this thesis, a HIT represents an entire walkthrough of the experiment including
the different knowledge components and the final exam of one participant. Providers were initially
paid ten cents for this task, which was raised to twenty cents during the experiment to speed up the
data collection. All providers that completed the experiment were paid, regardless of the provider’s
performance or usefulness of the data. Providers that dropped out during the experiment were not
paid, but the data that was collected as a result of their actions so far was still kept.

7.1.5.2 Social network

Other participants were found via Twitter, Facebook, LinkedIn and Reddit. No further explanation
was given about the game or the nature of the experiment. Participants that arrived at the
experiment via these communication lines did so without a form of financial reward as providers did
in Mechanical Turk. The call on social networks was sent out in the second half of the experiment.

7.2 Genetic algorithm setup

7.2.1 Populations

Recall that each student group is a separate population. In order to reduce the number of required
data points, the students were split up in only two different student groups per knowledge compo-
nent. The splitting criteria was based on the achieved pre-test score. If a student scored more than
50% then he or she was assigned to the High group of that knowledge component, else he or she
was assigned to the Low group of that knowledge component. This resulted in the following groups.

<table>
<thead>
<tr>
<th>Knowledge Component</th>
<th>Pre-test score</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules of the game</td>
<td>≤ 50%</td>
<td>Rules Low</td>
</tr>
<tr>
<td>Rules of the game</td>
<td>&gt; 50%</td>
<td>Rules High</td>
</tr>
<tr>
<td>Intuition</td>
<td>≤ 50%</td>
<td>Intuition Low</td>
</tr>
<tr>
<td>Intuition</td>
<td>&gt; 50%</td>
<td>Intuition High</td>
</tr>
<tr>
<td>Binary Numbers</td>
<td>≤ 50%</td>
<td>Binary Low</td>
</tr>
<tr>
<td>Binary Numbers</td>
<td>&gt; 50%</td>
<td>Binary High</td>
</tr>
<tr>
<td>Nim-Sum</td>
<td>≤ 50%</td>
<td>NimSum Low</td>
</tr>
<tr>
<td>Nim-Sum</td>
<td>&gt; 50%</td>
<td>NimSum High</td>
</tr>
</tbody>
</table>

7.2.2 Parameters

Chapter 6 analyzed what the optimal parameter values were for the genetic algorithm using evalua-
tions based on the handcrafted model. These parameter values will be used for the experiment as
well, apart from one exception. The number of individuals in the population was set back from
ten (as it was in the pop10ep10 setup) to seven. This was out of precaution to avoid the situation
where a too large diversity would require more students to show signs of convergence than would
be available to the experiment. This set the parameter values of the genetic algorithm in the
experiment to the following.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>7</td>
</tr>
<tr>
<td>Number of episodes</td>
<td>10</td>
</tr>
<tr>
<td>Number of elite</td>
<td>2</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.05</td>
</tr>
<tr>
<td>Minimum length</td>
<td>1</td>
</tr>
<tr>
<td>Maximum length</td>
<td>3</td>
</tr>
</tbody>
</table>
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7.3 Evaluation

The purpose of the experiment is to show that the approach taken in this thesis could work in a more realistic setting with actual students. To determine that, two types of success indicators are used. Furthermore, several other views on the data are utilized to gain more insight into what happened. That is useful to find the reason for the success, or lack thereof. Both sets of visualisations and metrics are described in this section.

7.3.1 Indicators of success

The main question is: does the system learn to pick sequences with more learning impact over those with less impact? This question is answered using two metrics: cumulative regret and convergence.

7.3.1.1 Cumulative regret

The cumulative regret metric is similar to the one used in evaluating the simulations. There, regret was defined as the difference in received reward between the presented sequence and the optimal sequence. However, unlike in the simulation environment, in the experiment setting, the optimal sequence is not known. We can only compare to the best sequence we have seen so far, which may or may not be the global optimum. Thus, the cumulative regret is defined as the cumulative difference between the estimated fitness of the presented sequence and the highest known estimated fitness, within the same population.

The estimates used in the regret calculation are the estimated values at the end of the experiment. The reason is that comparing with the estimated values at the moment of the decision is less interesting. Theoretical results from the literature about genetic algorithms and UCB already tell us how they will deal with exploration versus exploitation and the regret that would be caused by that. Furthermore, from the simulations performed in this thesis it appears that the algorithm is properly implemented. What the experiment is intended to find out is whether the task of OER quality assessment by curriculum sequencing is feasible in a realistic scenario with noise due to real students. For that purpose it is more interesting to see whether the TutOER system would temporarily discard optimal sequences that have seemed to perform poorly at the time, or whether the system is robust enough.

If the approach works, the regret will decrease over time. As a result the growth of the cumulative regret will, approximately, stop. The TutOER system will always continue to try out sequences that appear to be suboptimal, but the intervals between these explorations will increase. Small peaks in regret are thus expected, but the trend of the line should be flat. The cumulative regret curve shows the development of the cumulative regret after each student.

Furthermore, there are quantitative metrics that can be extracted from the cumulative regret curve. The final cumulative regret value is not particularly interesting, since it doesn’t capture the trend of the cumulative regret curve. However, the cumulative regret of the first 20% and last 20% of evaluations do capture the trend, albeit in a low resolution. If the approach works, the cumulative regret of the last 20% of evaluations must be lower than that of the first 20%. Ideally the last 20% of evaluations have no further regret at all, which would result in a cumulative regret of zero for those evaluations. However, due to the incidental explorations it is possible that a small peak occurs in the last 20% evaluations. In that case, the cumulative regret curve will give a definitive answer about the trend.

7.3.1.2 Convergence point

In general we want any learning algorithm to converge. The notion of convergence however needs some adjustment, because of the mentioned incidental exploration. The used definition of the point of convergence is the evaluation from which twenty-five consecutive evaluations targeted the same sequence. This metric does not indicate whether the system converged on presenting the optimal sequence, only that it converged on some sequence.
7.3.2 Insight in behavior

7.3.2.1 Coverage curve

The coverage is defined as the percentage of sequences that was evaluated at least once. This metric is identical to the one used for the simulation analysis. The total number of possible sequences is 40. That means each new encountered sequence adds 2.5% to the coverage. There are limits to what percentages can theoretically be achieved in each generation. Each population is initialized with four different sequences in its first generation. Furthermore, there are seven individuals in each consecutive generation. That means that the maximum coverage is given by \( 4 + 7 \cdot (i - 1) \), for each \( i \)th generation.

More coverage is not necessarily a good thing. The genetic algorithm should steer the search towards the more promising areas of the search space. However, the coverage can offer some indication as to how reliable the statements about optimality are. When a larger area of the search space has been encountered, it is more likely that the found optimum is a global one.

7.3.2.2 Evaluation noise

The observed learning gain of each sequence is expected to vary per student. The amount of noise in this learning gain has an impact on the performance of the system. The evaluation value for the best sequence of each population is plotted (in blue) for each student. Alongside, the running average is shown (in green), which is the estimate of the sequence’s fitness after each evaluation.

7.3.2.3 Sorted number of evaluations

The genetic algorithm, together with UCB-1 selection, introduces a bias towards evaluating certain sequences over others. That is also what they are intended to do. However, a very skewed distribution of evaluations indicates that sequences did not receive the same opportunity to prove optimal. Particularly when the evaluation noise is large.

7.3.2.4 Diversity table

The diversity table shows the percentage of unique sequences at each generation for each population. A diversity of 43% indicates that across the seven individuals three distinct chromosomes were divided. Similarly, a diversity of 14% means that all individuals have the same chromosome. The table does not capture how many occurrences each chromosome has. This is also not relevant. The UCB-1 algorithm selects which sequence to evaluate regardless of their number of occurrences in the generation.
Results

The experiment described in Section 7 offers an online course consisting of four lessons. A participant’s competence is assessed at the beginning and end of the lesson. The pre-test result determines the student group to which the participant is assigned. The TutOER system selects the sequence to be presented to the participant within that student group. The approach balances exploration and exploitation to maximize the expected learning gain while minimizing online regret. The purpose of the experiment is to answer the central question: does the system learn to pick sequences with more learning impact over those with less impact? There are two metrics that answer this question. Firstly, we expect to see the slope of the cumulative regret to decrease. This is captured in the difference between the cumulative regret during the first and last 20% of evaluations. Secondly, we expect the TutOER system to converge, as captured in the convergence point. In this chapter the result of the experiment are enumerated and discussed.

Table 8.1 shows an overview of the important metric values for each population. In the populations Rules low, Intuition low, Binary low and Nim-sum low, the system reduced and stabilized the growth of the regret. In those populations, the system converged to the best sequence encountered. The Rules high, Binary high and Nim-sum high populations did not receive enough participants to conclude anything. Table 8.2 shows the number of evaluations received for each population. In population Intuition high, the system was not successful in stabilizing the regret. This is likely due to a bug, which is discussed in more detail in Section 8.2. The same has occurred in population Binary high.

The participants that made it to the end of the experiment also completed the final exam, where they played five consecutive Nim games. Table 8.3 shows the frequency of exam scores for the first, second, third and last 25% of those participants. The average score is slightly higher in the last 25% compared to the first. However, there is not a clear trend upwards. The experiment has thus not convincingly shown a clear improvement in participants’ understanding of how to play the Nim game. In other words, the sequences presented in each lesson did not improve over time enough to cause a clear effect on the displayed Nim competence.

The answer to the central question is, yes in some populations it did. It is not known whether the sequences that appeared to be the best are actually the global optimum. The estimated fitness values of some of the best sequences are quite low, especially in the case of the Nim-sum low population. It is not unlikely that the approach got stuck in a local optimum in this case. Although it is also possible that none of the sequences would have been effective. The estimated fitness of the best sequence in the Rules low population is however much more convincing. The populations in which the system did not seem to work had either too little data or were affected by a bug. However, it is of course not certain that the system would’ve been successful otherwise.

To better understand what the effects were of the TutOER system, the results per lesson are described in more detail in the rest of this chapter.
Table 8.1: Overview of evaluation metric scores for each population. The convergence column is the evaluation from when at least 25 students got the same sequence presented. The best column shows the estimated fitness of the best seen sequence. The cumulative regret scores show the cumulative regret for both the first and the last 20% of the evaluations. The coverage indicates the percentage of sequences evaluated at least once.

<table>
<thead>
<tr>
<th>Population</th>
<th>Convergence</th>
<th>Best</th>
<th>First 20%</th>
<th>Last 20%</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules low</td>
<td>14</td>
<td>0.7634</td>
<td>12.115</td>
<td>0.000</td>
<td>*/40</td>
</tr>
<tr>
<td>Rules high</td>
<td>No</td>
<td>0.4388</td>
<td>2.286</td>
<td>0.514</td>
<td>*/40</td>
</tr>
<tr>
<td>Intuition low</td>
<td>20</td>
<td>0.4576</td>
<td>7.043</td>
<td>0.000</td>
<td>*/70</td>
</tr>
<tr>
<td>Intuition high</td>
<td>8</td>
<td>0.5959</td>
<td>16.540</td>
<td>4.996</td>
<td>*/60</td>
</tr>
<tr>
<td>Binary low</td>
<td>65</td>
<td>0.5251</td>
<td>3.523</td>
<td>0.000</td>
<td>*/11/40</td>
</tr>
<tr>
<td>Binary high</td>
<td>No</td>
<td>0.3265</td>
<td>1.347</td>
<td>1.684</td>
<td>*/4/40</td>
</tr>
<tr>
<td>Nim-sum low</td>
<td>20</td>
<td>0.2557</td>
<td>2.717</td>
<td>0.000</td>
<td>*/8/40</td>
</tr>
<tr>
<td>Nim-sum high</td>
<td>No</td>
<td>1.000</td>
<td>7.980</td>
<td>6.263</td>
<td>*/10/40</td>
</tr>
</tbody>
</table>

Table 8.2: The table shows five student statistics for each lesson. First, the number of students that completed the low category. Second, the number of bootstrap values that were used in the low category. Third, the number of students that completed the high category. Fourth, the number of bootstrap values that were used in the high category. Last, the number of students that skipped the lesson.

<table>
<thead>
<tr>
<th>Category</th>
<th>Low Completed</th>
<th>Bootstrapped</th>
<th>High Completed</th>
<th>Bootstrapped</th>
<th>Skipped</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules</td>
<td>204</td>
<td>19</td>
<td>19</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>Intuition</td>
<td>85</td>
<td>23</td>
<td>71</td>
<td>30</td>
<td>81</td>
</tr>
<tr>
<td>Binary</td>
<td>106</td>
<td>26</td>
<td>16</td>
<td>11</td>
<td>117</td>
</tr>
<tr>
<td>Nim-sum</td>
<td>154</td>
<td>12</td>
<td>13</td>
<td>9</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 8.3: Frequency of exam scores for the first, second, third and last 25% of the participants. Exam scores are defined as the number of Nim games won.

<table>
<thead>
<tr>
<th>Participants</th>
<th>0 wins</th>
<th>1 win</th>
<th>2 wins</th>
<th>3 wins</th>
<th>4 wins</th>
<th>5 wins</th>
<th>Average win</th>
</tr>
</thead>
<tbody>
<tr>
<td>First 25%</td>
<td>9</td>
<td>19</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1.2 games</td>
</tr>
<tr>
<td>Second 25%</td>
<td>7</td>
<td>13</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>1.9 games</td>
</tr>
<tr>
<td>Third 25%</td>
<td>9</td>
<td>17</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.4 games</td>
</tr>
<tr>
<td>Last 25%</td>
<td>6</td>
<td>13</td>
<td>13</td>
<td>0</td>
<td>5</td>
<td>4</td>
<td>1.9 games</td>
</tr>
</tbody>
</table>

8.1 Lesson: Rules

The Rules low population completed 22 generations and received 223 evaluations by students. At the end of the experiment this population converged to the best sequence encountered. The sequence contains Resource 3 and Resource 1, in that order, and will be referred to as Sequence [3,1] for the rest of the chapter. In total 103 out of 178 students that got Sequence [3,1] answered all post-test questions correctly. A graph of all evaluations of this sequence can be seen in Figure 8.1a. The estimated fitness of Sequence [3,1] at the end of the experiment was 0.7634. Sequence [3,1] was created by a mutation on Resource 3 in the transition from the fourth to the fifth generation that added Resource 1. At first, Resource 1 dissapeared from the population after not being selected for the second generation. Resource 3 had the highest fitness of the first four generations.

Figure 8.1b shows that after 40 evaluations, in the fifth generation, TutOER switches to the evaluation of Sequence [3,1]. This is only deviated from at two points. First, at the 81st evaluation, the TutOER system tried out Resource 1 once more. Second, from evaluation 141 till 144 the TutOER system evaluated the mirrored version of Sequence [3,1] that ended with Resource 3. In both cases however, the TutOER system returned to the optimal sequence.
Figure 8.5a shows the Rules low population encountered a fifth of all sequences, namely eight out of 40. Although this was enough to find Sequence [3,1], the large majority of sequences was not attempted. No sequences of three resources were attempted. These sequences filled 60% of the total number of possible sequences in this experiment. When comparing to the possible sequences of two resources maximum, the TutOER system evaluated half.

The Rules high population encountered five out of 40 possible sequences. However, in contrast to Rules low, only 30 evaluations were collected. As a result, the population completed just two generations. The best sequence at the end of the experiment contained only Resource 1. The estimated fitness of this sequence is 0.4388. The number of evaluations is however too low to put much value on the estimate. Figure 8.1d shows the cumulative regret built-up in Rules high. The best sequence at the end of the experiment is already present in the first generation and remains present in each consecutive generation. In the third generation, Sequence [3,1] enters the population by means of immigration from the Rules low population. The new sequence is tried four times in a row and two times later on, but the measured fitness was lower than the current best sequence.

![Figure 8.1: The left side contains observed normalized learning gain values (blue) plotted with the running average (green) of the best sequences for the Rules lesson. The right side contains the cumulative regret curves for the Rules lesson.](image)

8.2 Lesson: Intuition

Figure 8.2b shows the cumulative regret of the Intuition low population. During the experiment 108 evaluations were received from students. The best sequence at the end of the generation is Sequence [6]. The sequence was already present in the first generation and remained present throughout all eleven generations. The estimated fitness of Sequence [6] is 0.4576. The range of observed fitness values for Sequence [6] is plotted in Figure 8.2a.
In the second generation of the *Intuition low* population, the TutOER system tried out the sequence of Resource 5 and Resource 6 several times in both orderings. Both however scored lower than the best sequence in that generation. As a result, in the third generation almost all individuals contained Sequence [6]. This is also visualized in Table 8.4 that shows the diversity of the *Intuition low* population dropped to 29%, which means there are two types of sequences in the generation. From the second generation onwards, the TutOER system sticks to presenting *Sequence 6*. The only exception is the 61st evaluation where *Sequence [6,8]*, coming from the *Intuition high* population, is tried once. At the end of the experiment seven out of the 40 sequences were encountered, which is also shown in Figure 8.5c.

The best sequence in the *Intuition high* population at the end of the experiment is *Sequence [6,8]*. The estimated fitness value of this sequence is 0.5959. However, the TutOER system did not manage to hold on to this sequence. As a result, it was only evaluated ten times. Figure 8.2c displays the observed fitness values. After the first generation, three consecutive generations were dominated by *Sequence [6]*. All other sequences that were present in the first generation had a negative estimated fitness. In the roulette wheel selection these sequences have a zero chance of being selected. Furthermore, the elite member slots were filled with the two occurrences of *Sequence [6]*. Table 8.4 shows the drop in diversity as a result. Figure 8.5d shows that at the end of the experiment six out of the 40 sequences were encountered.

In the fifth generation a mutation on *Sequence [6]* resulted in *Sequence [6,8]*. The TutOER system lost the sequence in the transition to the seventh generation. This is likely due to a bug in the software related to sequences that migrated. As a consequence the aggregated fitness value of those sequences was altered by both populations in which it was present. This aggregated value was used by both the UCB algorithm and roulette wheel selection. As a result, *Sequence [6]* appeared to have a higher fitness than *Sequence [6,8]* when this was not the case. The bug was discovered after the experiment was completed. The fitness estimates used in this report are not affected by this bug.

8.3 Lesson: Binary

The *Binary low* population received 132 evaluations by students. *Sequence [9]* turned out to be the best with an estimated fitness of 0.5251. Figure 8.3a shows the observed fitness values for each of the 103 students that evaluated *Sequence [9]*. Figure 8.6e shows that these 103 evaluations make *Sequence [9]* the most evaluated sequence in this population by far. Yet eleven out of 40 possible sequences have been encountered, as can be seen in Figure 8.5e. This is the highest coverage of the eight populations.

Figure 8.3b shows the cumulative regret in the *Binary low* population. The best sequence, *Sequence [9]*, is already present in the first generation. From the 40th evaluation, the TutOER system sticks to *Sequence [9]*. In the seventh generation, a few evaluations were assigned to *Sequence [9,11]*. However, with an estimated fitness of 0.4676 this sequence did not outperform *Sequence [9]*.

Contrary to its counterpart, population *Binary high* has the lowest coverage of all populations. Figure 8.5f shows that only 4 out of 40 sequences have been encountered. That is the coverage that every population starts with. No crossover operations were applied in the transition to the second population. The order of the sampling of survivors resulted in two pairs of equal chromosomes and one different chromosome at the end. The parent selection selects pairs from this sampled list of survivors from top to bottom to be potential parents. The first two pairs of parents were identical and therefore unfit for crossover. The last survivor could not be paired with anything. As a result, the second generation of the *Binary high* population was filled with survivors and not with their offspring.

The third generation contained only *Sequence [12]* apart from the two elite members that carried *Sequence [9]*. When only the same sequence is sampled, no crossover can be applied. The reasoning
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Figure 8.2: The left side contains observed normalized learning gain values (blue) plotted with the running average (green) of the best sequences for the Intuition lesson. The right side contains the cumulative regret curves for the Intuition lesson.

is similar to that in the previous paragraph. Table 8.4 shows the reduction in diversity in three generations.

After 27 evaluations, the best sequence in Binary high is Sequence [10] with an estimated fitness of 0.3265. However, Figure 8.3d shows that the TutOER system does not hold on to the best sequence. The bug relating to immigrated chromosomes that was discussed in Section 8.2 is likely the cause of that. Sequence [9] that immigrated from Binary low appeared to be the best performing sequence. Even though Sequence [10] was in fact the only sequence with a non-negative fitness estimate. However, with so few evaluations it is hard to say whether Sequence [10] was actually good.

8.4 Lesson: Nim-sum

The Nim-sum low population gathered 166 evaluations by students at the end of the experiment. From the 15th evaluation onwards, the TutOER system mainly stuck to evaluating Sequence [16]. This is also reflected in the cumulative regret curves shown in Figure 8.4b. With an estimated fitness of 0.2557, Sequence [16] turned out to be the best sequence of the population. Figure 8.6g shows the difference between the number of evaluations of each sequence. The difference between the first and second most evaluated sequence is 150 evaluations. This difference is the largest of all other populations, but Rules low comes close with a difference of 148 evaluations. Also similar to in Rules low, eight out of 40 possible sequences were encountered. However, the diversity in each generation is rather low. From the fourth to the eighth generation, only one sequence was present. Table 8.4 shows the diversity per generation.

The least matured population is Nim-sum high with only 22 evaluations. Despite the limited number of evaluations, ten out of 40 sequences were encountered (Figure 8.5h). Table 8.4 shows the
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(a) Sequence [9] in the Binary low population

(b) Binary low

(c) Sequence [10] in the Binary high population

(d) Binary high

Figure 8.3: The left side contains observed normalized learning gain values (blue) plotted with the running average (green) of the best sequences for the Binary lesson. The right side contains the cumulative regret curves for the Binary lesson.

high diversity that is the cause of this. The best sequence is Sequence [15,16] with an estimated fitness of 1.0. However, this sequence has only been evaluated once. The variance in the fitness of all other learning materials shows that one evaluation provides very little information.
Figure 8.4: The left side contains observed normalized learning gain values (blue) plotted with the running average (green) of the best sequences for the Nim-sum lesson. The graph for the Nim-sum high population is however not shown, since the best sequence only had one evaluation. The right side contains the cumulative regret curves for the Nim-sum lesson.
Figure 8.5: Percentage of sequences evaluated after each evaluation in each population.
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Figure 8.6: Sorted number of evaluations of each sequence in each population.

(a) Rules low
(b) Rules high
(c) Intuition low
(d) Intuition high
(e) Binary low
(f) Binary high
(g) Nim-sum low
(h) Nim-sum high
### Table 8.4: Diversity percentage at each generation

#### (a) generation 1-12

<table>
<thead>
<tr>
<th>Population</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules Low</td>
<td>57%</td>
<td>57%</td>
<td>43%</td>
<td>57%</td>
<td>43%</td>
<td>29%</td>
<td>14%</td>
<td>14%</td>
<td>29%</td>
<td>14%</td>
<td>29%</td>
<td>29%</td>
</tr>
<tr>
<td>Rules High</td>
<td>57%</td>
<td>29%</td>
<td>29%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intuition Low</td>
<td>57%</td>
<td>43%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>14%</td>
<td>29%</td>
<td>14%</td>
<td>14%</td>
<td>29%</td>
<td>14%</td>
<td>29%</td>
</tr>
<tr>
<td>Intuition High</td>
<td>57%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
</tr>
<tr>
<td>Binary Low</td>
<td>57%</td>
<td>57%</td>
<td>43%</td>
<td>86%</td>
<td>29%</td>
<td>14%</td>
<td>43%</td>
<td>43%</td>
<td>29%</td>
<td>29%</td>
<td>43%</td>
<td>14%</td>
</tr>
<tr>
<td>Binary High</td>
<td>57%</td>
<td>43%</td>
<td>29%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NimSum Low</td>
<td>57%</td>
<td>57%</td>
<td>29%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>29%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>29%</td>
</tr>
<tr>
<td>NimSum High</td>
<td>57%</td>
<td>86%</td>
<td>86%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### (b) generation 13-24

<table>
<thead>
<tr>
<th>Population</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules Low</td>
<td>43%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>29%</td>
<td>14%</td>
<td>14%</td>
<td>29%</td>
<td>14%</td>
<td>43%</td>
</tr>
<tr>
<td>Rules High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intuition Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intuition High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Binary Low</td>
<td>29%</td>
<td>14%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Binary High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NimSum Low</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NimSum High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Conclusion / Discussion

In this thesis a novel approach to automatic assessment of OER quality has been presented and evaluated. Measurements of the impact of OER on learning as component of the OER quality was largely missing in the literature. The TutOER system evaluates OER in a sequence by assessing students’ competence levels before and after the presentation of the OER sequence. The confidence of the estimate had to be balanced with the cost of presenting bad educational content to students. The curriculum sequencing task from the intelligent tutoring systems community has been used as framework to do this. The UCB-1 selection mechanism was applied to determine which OER to evaluate. A genetic algorithm was used to limit the scope of UCB-1 and to have a more directed and structured search. The system was evaluated in an online experiment.

The experiment shows that fitness evaluations can vary widely for one sequence. There are three possible causes for that. Firstly, the assessments presented in the experiment had only three multiple-choice questions. The results from these assessments are thus more susceptible for noise than a more extensive assessment. In particular, potential guessing of students has a high impact on the outcome. Secondly, the division of students in student groups is rather coarse. It is highly likely that students within one student group form everything but a homogeneous group. Not only did students who had zero questions or one question correct in the pre-test end up in the same group. Students also potentially differed on learning style, age or prior knowledge on related topics. Not to mention that students who participated presumably did so in different environments, levels of concentration, commitment and time to spare. These factors could all have an impact on the measured learning gain, especially in the more complex lessons at the end. Lastly, the system assumes that the performance on the current sequence is independent of the sequences presented in other lessons. This assumption is of course a simplification of reality, since whether a student understands binary numbers will affect the chance of learning the nim-sum. Part of the noise in the fitness evaluations could be explained by the fact that students in the same group had different learning experiences in previous lessons.

Despite the varying fitness observations, the TutOER was capable of finding the best\(^1\) sequence in at least one student group for each lesson in the experiment. The best sequences had on average a higher fitness than the other sequences. In some cases the best sequence appears promising enough to be close to a global optimum. For example, the sequence found in the Rules low population had a high fitness of 0.7634. Furthermore, 103 out of 178 students got all post-test question correct after seeing this sequence. Many more students at least improved their score.

In some other cases the best sequence is less convincing. For example, the best sequence in the Nim-sum low population had a low fitness of 0.2557. More than half of the students had an equal or even lower post-test score compared to their pre-test. In these cases it is not a stretch to imagine that a better sequence might have existed. Even though on average this sequence was better than the rest on decisive moments. Due to the chosen parameter values of the genetic

\(^1\)The best relative to what TutOER has seen.
algorithm, decisions are made on relatively few evaluations. Furthermore, the order in which the students participate is approximately random. Given that most if not all OER sequences will perform bad with at least a few students. It could happen that by chance a sequence would get those few students at the beginning. A different sequence might get those few students at the end, and will perform better on average at the beginning in comparison. Due to the directed search of the genetic algorithm, it might take some time before a sequence is granted enough opportunities to correct the quality estimate.

The parameters of the genetic algorithm were set to stimulate quick convergence. The underlying argument was that it was unclear how many participants would be available to support the TutOER system in showing the desired effect. As a result, the populations very quickly only contained very few unique sequences. This severely limited the exploration opportunities. In part, the parameters setting the population size and number of episodes were responsible for this. However, an additional factor was the implementation of parent selection. The roulette wheel requires the fitness values to be normalized between 0 and 1. Normalization was done using a straightforward approach of dividing each fitness value by the maximum fitness value in the selection. Negative fitness values were set to zero and thus had no chance of being selected. It seemed like a sensible idea at the time to only select from sequences that actually caused some improvement. However, based on the observed variance of the fitness values, this might have been responsible for the elimination of good candidates.

The problem of premature elimination is of course also an issue for a normal teacher evaluating educational material. In fact, this is true for every one-armed bandit situation where there is a trade-off between exploration and exploitation in a noisy environment. The solution appears straightforward, but it comes with a cost. The solution is to evaluate sequences more often before making a selection. The parameter that influences that directly is the number of episodes. That parameter was set to a low value for the experiment, which also becomes clear from the results. Raising it would however also inevitably raise the regret built-up from sequences that turn out to be bad. A more indirect parameter is the number of individuals in the population. A larger population would increase the chance of any individual to be selected. In particular if that would be combined with a different approach to parent selection that deals with negative fitness differently. More diversity in the population would slow down the convergence of the genetic algorithm. However, due to UCB-1 selection, the exploration versus exploitation trade-off would be better managed.

From the data collected in this thesis, it is not possible to know if the TutOER system did indeed find the optimal sequences. In other words, it is unknown how bad the fitness estimates are. The author proposes an additional benchmarking experiment to retrieve that information. A simple approach would be to evaluate all sequences a certain number of times. Based on the large variance in the observed fitness values, each sequence would need to be evaluated at least fifty times. That would however require 2000 participants for both the low and high student group. Lowering the variance could perhaps be done with a more elaborate set of questions for the benchmark, which would at least be less sensitive to random mistakes of participants. Unfortunately, the main source of the variance is likely to be the heterogeneous collection of participants in one student group. Ultimately, students should be differentiated into more different groups as to create more homogeneous collections of participants. However, that would require to redo the experiment described in this thesis with the new student groups.

Apart from comparison with an extensive benchmark, it is also interesting to compare this approach with one that only uses UCB. The genetic algorithm now serves as a “smart” filter for UCB with the purpose of speeding up the search. The rationale behind this is that unlike UCB, the genetic algorithm generalizes implicitly by selection and cross-over. In particular because a sequence can be represented by chromosome in a natural manner, which would allow for meaningful direction of the search. As a result some areas of the search space do not need to be explored. This is of course only beneficial if the genetic algorithm is effective. It therefore makes sense to run the same experiment with a setup where only UCB selection is used to pick sequences. The regret will in the beginning almost certainly be much higher, but it may prove to be more effective afterwards.
In conclusion, this thesis presented and tested a possible approach to the incorporation of learning impact in assessment of OER quality. Although many lessons can be learned, the results of the simulation and the experiment show that the principle works, in spite of a limited and mostly diverse collection of participants. The author recommends the field concerning OER quality to search for improvements of and alternatives for this approach. It is essential for the feasibility of truly open collections of OER to take into account the impact an OER has on learning. After all, that is why we want to have open educational resources in the first place.
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Figure A.1: Entity relationship schema of the database
Nim Course Material

B.1 Interactive Nim Exercises

Resources can contain a script that allows the student to play the nim game. The interface depicts each stack as an orange box of which the height is linked to the number of objects on that stack. The student can click on one of these orange boxes to be prompted for the number of objects to remove. Only valid input is allowed in this prompt, meaning that a student is also not capable of taking nothing or even taking more objects than exist on the stack. The visualisation for the nim game with stacks of two, one and two objects is as follows.

After the student made a move, a computer player automatically makes a counter move. This continues until one of the two players won. The computer player will always attempt to make the optimal move using the nim-sum operator. If there are multiple moves possible given the winning strategy, the computer player picks the first. When faced with an unwinnable situation, the computer selects a stack at random and either removes all objects or all but one, depending on the parity of the number of stacks and the number of objects left on the stack. The strategy in an unwinnable situation is not part of the standard nim-sum strategy, but was added to force a student to play a perfect game throughout.

When the nim game is over, the students receives feedback about the outcome of the game and is presented with an opportunity to play another randomly generated game. The feedback is shown as follows.

B.2 Rules of the game

B.2.1 Resource 1

This resource is shown in Figure B.1 contains the following text: Nim is a game in which two players take turns removing objects from distinct heaps. On each turn, a player must remove at least one object, and may remove any number of objects provided they all come from the same heap. The normal game is between two players and played with three heaps of any number of objects. The
two players alternate taking any number of objects from any single one of the heaps. The goal is to be the last to take an object.

B.2.2 Resource 2

The resource shown in Figure B.2 plays the Youtube video zEpXIoF2nvk made by Paul Gafni, which explains the rules by showing an example game. It is a video clip from a larger collection of nim lessons created by the same author. The clip is displayed in an embedded Youtube player.

B.2.3 Resource 3

The third resource that covers the rules of the game is shown in Figure B.3 and contains a textual explanation in three points. One, The game of Nim is played with two players that each in turn can take away objects from a single stack. Two, Each turn a player needs to take away at least one object. Three, The player that takes away the last object on the table wins.

B.2.4 Resource 4

The last resource that covers the rules of the game is shown in Figure B.4 and contains a very brief textual explanation. You can only take away objects from one stack. The last person to take away an object wins.

B.3 Intuition

B.3.1 Resource 5

Figure B.5 shows the resource that allows the student to play the nim game using the script defined in Section B.1. The configuration of stacks should be simple enough for most students to be able to imagine the consequences of an action. The winning sequence of moves is typically three moves long for the student. The configuration is generated randomly in such a way that each stack contains between one and three objects, with two stacks having the identical number of objects. The latter requirements ensures that the game is winnable by the student and that a more advanced nim-sum strategy is not yet necessary.

The nim game interface is also explained in the resource with an introduction.
This is a game of Nim. The orange rectangles represent stacks of objects. The number of objects on the stack is shown by the white number in the stack. You can take objects off a stack by clicking on it. You will then be asked how many objects you want to take. After you have made a move, your artificial counter player will make one as well. The game ends when either of you won.

You can keep playing these nim games as long as you want. If you think you are ready, click on the button below.

---

**Figure B.5:** Resource 5 covers the intuition behind a winning strategy for the game nim

---

This shows several example Nim scenarios. The orange rectangles represent stacks of objects. The number of objects on the stack is shown by the white number in the stack. Each example is combined with the description of the optimal move.

**Scenario 1**

Take two objects from the third stack, which will leave two identical stacks for the opponent. Whichever one he chooses, you will be able to pick the last one.

---

**Scenario 2**

Take one object from the second stack, which will leave two identical stacks for the opponent. Whichever one he chooses, you will be able to pick the last one.

---

**Scenario 3**

Take three objects from any of the stacks, which will leave two identical stacks for the opponent. Whichever one he chooses, you will be able to either pick the last object or to create two identical stacks again.

---

**Figure B.6:** Resource 6 covers the intuition behind a winning strategy for the game nim

---

This is a game of Nim. The orange rectangles represent stacks of objects. The number of objects on the stack is shown by the white number in the stack. You can take objects off a stack by clicking on it. You will then be asked how many objects you want to take. After you have made a move, your artificial counter player will make one as well. The game ends when either of you won.

You can keep playing these nim games as long as you want. If you think you are ready, click on the button below.
In simple situations such as three nonempty stacks of which two are identical, there is an easy strategy: take away all objects from the stack that is different. The intuition is that when the opponent is confronted with a situation where there are only two identical stacks left, he can either pick everything from a stack (leaving you a winning situation) or pick only a part of it (leaving you a situation where you can created two identical stacks again).

Figure B.7: Resource 7 covers the intuition behind a winning strategy for the game nim

Figure B.8: Resource 8 covers the intuition behind a winning strategy for the game nim

B.3.2 Resource 6

A resource shown in Figure B.6 that describes the optimal actions for three example scenarios. The described actions are all aimed at achieving a situation with two identical stacks on the table for the other player. Regardless of what the other player takes away, you can mimic the action for the other stack and end up taking the last object. The first scenario depicts two equal stacks and one bigger stack. The second scenario depicts two equal stacks and one smaller stack. The last scenario depicts three equal stacks.

B.3.3 Resource 7

Figure B.7 shows a resource that gives a textual explanation of the intuitive strategy of enforcing two equal stacks on the opponent. This is formulated as follows.

In simple situations such as three nonempty stacks of which two are identical, there is an easy strategy: take away all objects from the stack that is different. The intuition is that when the opponent is confronted with a situation where there are only two identical stacks left, he can either pick everything from a stack (leaving you a winning situation) or pick only a part of it (leaving you a situation where you can created two identical stacks again).
B.3.4 Resource 8

The resource shown in Figure B.8 has an embedded video player which shows a video explanation made by Paul Gafni\(^1\). The video demonstrates in a walkthrough of the game the kind of reasoning a player must use to decide what move to make.

B.4 Binary numbers

<table>
<thead>
<tr>
<th>Decimal</th>
<th>is binary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0001</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
</tr>
<tr>
<td>6</td>
<td>0110</td>
</tr>
<tr>
<td>9</td>
<td>1001</td>
</tr>
</tbody>
</table>

Some examples

Each digit 1 in a binary number represents a power of two, and each 0 represents zero:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0001</td>
<td>2^0</td>
<td>1</td>
</tr>
<tr>
<td>0010</td>
<td>2^1</td>
<td>2</td>
</tr>
<tr>
<td>0100</td>
<td>2^2</td>
<td>4</td>
</tr>
<tr>
<td>1000</td>
<td>2^3</td>
<td>8</td>
</tr>
</tbody>
</table>

When you see a number like 0101, you can figure out what it means by adding the powers of 2:

\[
0101 = 0 \times 2^3 + 1 \times 2^2 + 0 \times 2^1 + 1 \times 2^0 = 5
\]

\[
1010 = 1 \times 2^3 + 0 \times 2^2 + 1 \times 2^1 + 0 \times 2^0 = 10
\]

\[
0111 = 0 \times 2^3 + 1 \times 2^2 + 1 \times 2^1 + 1 \times 2^0 = 7
\]

Figure B.9: Resource 9 covers the conversion of binary numbers to their decimal form.

<table>
<thead>
<tr>
<th>Decimal</th>
<th>is binary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0001</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
</tr>
<tr>
<td>6</td>
<td>0110</td>
</tr>
<tr>
<td>9</td>
<td>1001</td>
</tr>
</tbody>
</table>

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0001</td>
<td>2^0</td>
<td>1</td>
</tr>
<tr>
<td>0011</td>
<td>2^1</td>
<td>3</td>
</tr>
<tr>
<td>0110</td>
<td>2^2</td>
<td>6</td>
</tr>
<tr>
<td>1001</td>
<td>2^3</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure B.10: Resource 10 covers the conversion of binary numbers to their decimal form.

B.4.1 Resource 9

Figure B.9 shows a resource that lists four example conversions between decimal and binary numbers, describes the meaning of having a 1 in a particular position of a binary number and walks through the conversion of three binary numbers to their decimal counterparts. Throughout these

\(^1\)Source: [https://www.youtube.com/channel/UC3EadMDqZmJWJ2f43QzRQ](https://www.youtube.com/channel/UC3EadMDqZmJWJ2f43QzRQ)
different presentations a student could find the decimal numbers one through ten and their binary counterparts.

B.4.2 Resource 10

The resource shown in Figure B.10 lists four examples of decimal numbers and their binary counterparts. The decimal numbers listed were one, three, six and nine.

B.4.3 Resource 11

A resource that shows a video made by Marija Kero of eHow\(^2\) is shown in Figure B.11. The video shows how to calculate the conversion of a binary number to its decimal form, by demonstrating this for two examples. The video is displayed without any description.

B.4.4 Resource 12

The resource shown in Figure B.12 contains an adapted version of the definition of a binary number given by an online dictionary\(^3\). The adaptation contains two mistakes. The last two powers of two do not have a superscript display of the power, making it potentially confusing. This was however only discovered till late in the experiment by the author. The late discovery combined with the notion that these type of mistakes are very common in any large collection of educational material resulted in the decision to leave it like this.

\(^2\)Source: https://www.youtube.com/user/eHowFamily
\(^3\)http://dictionary.reference.com/browse/binary
A binary number is expressed in a system of numerical notation to the base 2, in which each place of a number, expressed as 0 or 1, corresponds to a power of 2. The decimal number 58 appears as 111010 in binary notation, since $58 = 1 \times 2^5 + 1 \times 2^4 + 1 \times 2^3 + 0 \times 2^2 + 1 \times 2^1 + 0 \times 2^0$

B.5 Nim-Sum

The winning strategy is for a player to always leave an even total number of power of two’s.

Figure B.13: Resource 13 covers the nim-sum by means of pair cancelling

<table>
<thead>
<tr>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>There are three heaps of sizes: 3, 4 and 5</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

After cancelling 3s and 4s, the following is left:

| 2 | 0 | 2 | 0 | 0 | 2 | Heap A |
| 0 | 0 | 0 | 0 | 0 | 0 | Heap B |
| 0 | 0 | 0 | 0 | 0 | 0 | Heap C |

The player should take 2 from Heap A.

Figure B.14: Resource 14 covers the nim-sum by means of pair cancelling

B.5.1 Resource 13

The resource shown in Figure B.13 contains an extremely brief textual explanation of pair cancelling, in the following words.

The winning strategy is for a player to always leave an even total number of power of two’s.

B.5.2 Resource 14

Figure B.14 shows a resource that describes pair cancelling in one line and then applies that in an example. The stacks in the example contain three, four and five objects. The resource only shows the first next move the player should make, which is take 2 objects from the first stack.
The winning strategy is for a player to always leave an even total number of occurrences of each power of two.

**Step by step**

1. Write down the number of objects in each stack underneath each other in their binary representation, such that each column of digits represents the same power of two.
2. Count the total number of 1’s in each column.
3. The goal is to make sure that after you make your move, all columns have an even total number of 1’s.
4. Return to step 1 until the game ends.

**Figure B.15:** Resource 15 covers the nim-sum by means of pair cancelling. This screenshot is the first part of three screenshots of this resource.

### Example 1

There are three stacks of sizes 3, 4, and 5.

![Stacks](image)

The first two steps are to write the binary representations underneath each other and count the number of ones in each column.

<table>
<thead>
<tr>
<th>Stack</th>
<th>(2^3)</th>
<th>(2^2)</th>
<th>(2^1)</th>
<th>(2^0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Count</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Now for the third step. The column \(2^2\) is the only one with an odd number of ones. Remember we can only take away objects, and only from a single stack. The only way to make all column totals even is to remove a one from the \(2^2\) column. Each one in that column represents two objects. The only stack that has a one in that column is the first stack with three objects. The player should take two objects from the first stack.

**Figure B.16:** Resource 15 covers the nim-sum by means of pair cancelling. This screenshot is the second part of three screenshots of this resource.

### B.5.3 Resource 15

Figure B.15, Figure B.16 and Figure B.17 are screenshots of a resource that gives the following step-by-step description of how to apply pair cancelling.

1. Write down the number of objects in each stack underneath each other in their binary representation.
representation, such that each column of digits represents the same power of two.

2. Count the total number of 1’s in each column.

3. The goal is to make sure that after you made your move, all columns have an even total number of 1’s.

4. Return to step 1, until the game ends.

Furthermore it provides an explicit walkthrough of each of these steps for two examples. One containing three stacks of three, four and five objects, and one containing four stacks of two, four, five and five objects.

**B.5.4 Resource 16**

This last resource for the Nim-Sum knowledge component takes a different approach where the nim-sum is explained using the application of the binary XOR operation, which essentially is what the nim-sum operation really is. The description originates from the English Wikipedia article\(^4\) about Nim. Figure B.18 shows a screenshot of this resource.

\(^4\)http://en.wikipedia.org/wiki/Nim
The key to the theory of the game is the binary digital sum of the heap sizes, that is, the sum (in binary) neglecting all carries from one digit to another. This operation is also known as “exclusive or” (xor) or “vector addition over GF(2)” within combinatorial game theory. It is usually called the nim-sum, as will be done here. The nim-sum of $x$ and $y$ is written $x \oplus y$ to distinguish it from the ordinary sum $x + y$. An example of the calculation with heaps of size 3, 4, and 5 is as follows:

<table>
<thead>
<tr>
<th>Binary</th>
<th>Decimal</th>
<th>Heap</th>
</tr>
</thead>
<tbody>
<tr>
<td>011_2</td>
<td>3_10</td>
<td>Heap A</td>
</tr>
<tr>
<td>100_2</td>
<td>4_10</td>
<td>Heap B</td>
</tr>
<tr>
<td>101_2</td>
<td>5_10</td>
<td>Heap C</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>010_2</td>
<td>2_10</td>
<td>The nim-sum of heaps A, B, and C: $2 \oplus 4 \oplus 5 = 2$</td>
</tr>
</tbody>
</table>

In normal play, the winning strategy is to finish every move with a Nim-sum of 0. This is always possible if the Nim-sum is not zero before the move. If the Nim-sum is zero, then the next player will lose if the other player does not make a mistake. To find out which move to make, let $X$ be the Nim-sum of all the heap sizes. Take the Nim-sum of each of the heap sizes with $X$, and find a heap whose size decreases. The winning strategy is to play in such a heap, reducing that heap to the Nim-sum of its original size with $X$. In the example above, taking the Nim-sum of the sizes is $X = 3 \oplus 4 \oplus 5 = 2$. The Nim-sums of the heap sizes $A = 3$, $B = 4$, and $C = 5$ with $X = 2$ are

- $A \oplus X = 3 \oplus 2 = 1$ (since $011_2 \oplus 10_2 = 001_2$)
- $B \oplus X = 4 \oplus 2 = 6$
- $C \oplus X = 5 \oplus 2 = 7$

The only heap that is reduced is heap A, so the winning move is to reduce the size of heap A to 1 (by removing two objects).

*Figure B.18: Resource 16 covers the nim-sum by means of XOR calculations*
Nim Test Questions

C.1 Rules of Nim

1. Can you take objects from more than one stack?
   - I have no idea
   - No, you can only take one object at a time
   - No, you can only take objects from a single stack
   - Yes, you are allowed to do that
   - Yes, but only if there are not enough objects on one stack

2. Bob and John are playing the normal version of a Nim game. John takes the last object on table. Who won?
   - I have no idea.
   - Bob won
   - John won
   - Nobody won yet
   - That depends on whether it was John’s second turn

3. How many objects are you allowed to take away from a stack?
   - I have no idea.
   - Exactly one object.
   - You have to take all the objects of that stack that you chose.
   - You have to take at least one object.

C.2 Intuition

1. On the table are three stacks. The first stack is empty, the second stack has two objects and the third stack has one object. What is the best move to make?
   - I have no idea.
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2. On the table are three stacks. The first stack has two objects. The second stack has two objects. The third stack has one object. What is the best move to make?
   - I have no idea.
   - Take one object from the first stack
   - Take two objects from the first stack
   - Take one object from the second stack
   - Take two objects from the second stack
   - Take one object from the third stack

3. On the table are three stacks. All stacks have two objects. What is the best move to make?
   - I have no idea.
   - Take one object from any single stack
   - Take two objects from any single stack

C.3 Binary numbers

1. What is the binary representation of the decimal number 10?
   - I have no idea.
   - 0010
   - 1000
   - 1010
   - 1111111111
   - 0000000010

2. What is the decimal representation of the binary number 1000?
   - I have no idea.
   - 1
   - 4
   - 8
   - 1000

3. Which number is bigger, the binary number 1001 or the decimal number 1001?
   - I have no idea.
   - The binary number is bigger.
   - The decimal number is bigger.
   - They are equal.
C.4 Nim-Sum

1. On the table are three stacks. The first stack has 10 objects. The second stack has 8 objects. The third stack has 6 objects. From which stack do you take objects when making an optimal move?
   - I have no idea.
   - The first stack.
   - The second stack.
   - The third stack.
   - Any stack will do.

2. On the table are three stacks. The first stack has 10 objects. The second stack has 8 objects. The third stack has 6 objects. How many objects will you take from a stack when making an optimal move?
   - I have no idea.
   - Two objects.
   - Four objects.
   - Six objects.
   - Eight objects.

3. On the table are five stacks. The first stack has 9 objects, the second 8, the third 7, the fourth 6 and the fifth stack has 5 objects. Which move will you make?
   - I have no idea.
   - Nine objects from the first stack.
   - Eight objects from the second stack.
   - Seven objects from the third stack.
   - Six objects from the fourth stack.
   - Five objects from the fifth stack.
Simulation Convergence Data

Table D.1: Simulation convergence results of ten repetitions in the normal environment

<table>
<thead>
<tr>
<th>Setup</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>pop5ep5</td>
<td>79</td>
<td>19</td>
<td>34</td>
<td>20</td>
<td>19</td>
<td>17</td>
<td>19</td>
<td>24</td>
<td>19</td>
<td>64</td>
</tr>
<tr>
<td>pop5ep10</td>
<td>19</td>
<td>29</td>
<td>19</td>
<td>39</td>
<td>49</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>99</td>
</tr>
<tr>
<td>pop5ep20</td>
<td>29</td>
<td>769</td>
<td>29</td>
<td>89</td>
<td>89</td>
<td>89</td>
<td>29</td>
<td>33</td>
<td>69</td>
<td>29</td>
</tr>
<tr>
<td>pop10ep10</td>
<td>25</td>
<td>29</td>
<td>19</td>
<td>29</td>
<td>25</td>
<td>39</td>
<td>19</td>
<td>31</td>
<td>29</td>
<td>19</td>
</tr>
<tr>
<td>pop10ep20</td>
<td>49</td>
<td>37</td>
<td>29</td>
<td>35</td>
<td>29</td>
<td>29</td>
<td>39</td>
<td>32</td>
<td>29</td>
<td>34</td>
</tr>
<tr>
<td>pop20ep20</td>
<td>39</td>
<td>29</td>
<td>35</td>
<td>32</td>
<td>43</td>
<td>41</td>
<td>35</td>
<td>41</td>
<td>33</td>
<td>43</td>
</tr>
<tr>
<td>el0mu05</td>
<td>19</td>
<td>27</td>
<td>23</td>
<td>19</td>
<td>25</td>
<td>27</td>
<td>19</td>
<td>27</td>
<td>29</td>
<td>19</td>
</tr>
<tr>
<td>el2mu25</td>
<td>29</td>
<td>22</td>
<td>31</td>
<td>19</td>
<td>47</td>
<td>69</td>
<td>53</td>
<td>33</td>
<td>31</td>
<td>23</td>
</tr>
<tr>
<td>el0mu25</td>
<td>30</td>
<td>23</td>
<td>40</td>
<td>29</td>
<td>25</td>
<td>21</td>
<td>32</td>
<td>39</td>
<td>41</td>
<td>30</td>
</tr>
<tr>
<td>el1mu05</td>
<td>27</td>
<td>23</td>
<td>27</td>
<td>23</td>
<td>23</td>
<td>19</td>
<td>27</td>
<td>27</td>
<td>35</td>
<td>19</td>
</tr>
<tr>
<td>el1mu25</td>
<td>22</td>
<td>33</td>
<td>23</td>
<td>30</td>
<td>40</td>
<td>27</td>
<td>29</td>
<td>29</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>el2mu05</td>
<td>23</td>
<td>32</td>
<td>27</td>
<td>23</td>
<td>21</td>
<td>23</td>
<td>19</td>
<td>27</td>
<td>19</td>
<td>27</td>
</tr>
</tbody>
</table>

Table D.2: Simulation convergence results of ten repetitions in the noisy environment

<table>
<thead>
<tr>
<th>Setup</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>pop5ep10</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>139</td>
<td>19</td>
<td>19</td>
<td>69</td>
<td>23</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>pop10ep10</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>29</td>
<td>19</td>
<td>29</td>
<td>27</td>
<td>29</td>
<td>19</td>
</tr>
<tr>
<td>pop5ep20</td>
<td>49</td>
<td>29</td>
<td>649</td>
<td>49</td>
<td>91</td>
<td>69</td>
<td>33</td>
<td>33</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>pop10ep20</td>
<td>69</td>
<td>37</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>37</td>
<td>29</td>
<td>38</td>
<td>49</td>
<td>35</td>
</tr>
<tr>
<td>pop20ep20</td>
<td>36</td>
<td>51</td>
<td>29</td>
<td>43</td>
<td>49</td>
<td>55</td>
<td>41</td>
<td>57</td>
<td>41</td>
<td>41</td>
</tr>
<tr>
<td>pop5ep5</td>
<td>94</td>
<td>24</td>
<td>19</td>
<td>24</td>
<td>37</td>
<td>23</td>
<td>19</td>
<td>26</td>
<td>19</td>
<td>25</td>
</tr>
<tr>
<td>el0mu05</td>
<td>31</td>
<td>27</td>
<td>27</td>
<td>19</td>
<td>23</td>
<td>29</td>
<td>19</td>
<td>27</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>el2mu25</td>
<td>25</td>
<td>19</td>
<td>61</td>
<td>29</td>
<td>59</td>
<td>29</td>
<td>27</td>
<td>29</td>
<td>19</td>
<td>29</td>
</tr>
<tr>
<td>el0mu25</td>
<td>39</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>38</td>
<td>19</td>
<td>25</td>
<td>29</td>
<td>28</td>
<td>27</td>
</tr>
<tr>
<td>el1mu05</td>
<td>29</td>
<td>31</td>
<td>31</td>
<td>27</td>
<td>26</td>
<td>21</td>
<td>40</td>
<td>37</td>
<td>40</td>
<td>33</td>
</tr>
<tr>
<td>el1mu25</td>
<td>29</td>
<td>27</td>
<td>31</td>
<td>25</td>
<td>29</td>
<td>26</td>
<td>27</td>
<td>29</td>
<td>37</td>
<td>37</td>
</tr>
<tr>
<td>el2mu05</td>
<td>25</td>
<td>29</td>
<td>29</td>
<td>19</td>
<td>28</td>
<td>19</td>
<td>26</td>
<td>27</td>
<td>19</td>
<td>29</td>
</tr>
</tbody>
</table>