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Large Language Models Struggle to Learn Long-Tail Knowledge
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Abstract

The Internet contains a wealth of knowledge—

from thebirthdays of historical figures to tutorials

on how to code—all of which may be learned by

language models. However, while certain pieces

of information are ubiquitous on the web, oth-

ers appear extremely rarely. In this paper, we

study the relationship between the knowledge

memorized by large language models and the in-

formation in pre-training datasets scraped from

the web. In particular, we show that a language

model’s ability to answer a fact-based question

relates to how many documents associated with

that question were seen during pre-training. We

identify these relevant documents by entity link-

ing pre-training datasets and counting documents

that contain the same entities as a given question-

answer pair. Our results demonstrate strong cor-

relational and causal relationships between accu-

racy and relevant document count for numerous

question answering datasets (e.g., TriviaQA), pre-

training corpora (e.g., ROOTS), and model sizes

(e.g., 176B parameters). Moreover, while larger

models are better at learning long-tail knowledge,

weestimate that today’smodelsmust bescaled by

many orders of magnitude to reach competitive

QA performance on questions with little support

in the pre-training data. Finally, we show that

retrieval-augmentation can reducethedependence

on relevant pre-training information, presenting a

promising approach for capturing the long-tail.

1. Introduction

Large language models (LLMs) trained on text from the

Internet capture many facts about the world, ranging from

well-known factoidsto esoteric domain-specific information.

Thesemodels implicitly storeknowledge in their parameters
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Figure 1. Language models struggle to capture the long-tail of

information on the web. Above, we plot accuracy for the BLOOM

model family on TriviaQA as a function of how many documents

in themodel’s pre-training data are relevant to each question.

(Petroni et al., 2019; Roberts et al., 2020), and given the

scale of today’s pre-training datasets and LLMs, one would

hope that they can learn a huge amount of information from

web-sourced text. However, not all of the knowledge on

the Internet appears equally often—there is a long-tail of

information that appears rarely or only once.

In thiswork, weexplore the relationship between theknowl-

edge learned by an LLM and the information in its pre-

training dataset. Specifically, we study how an LLM’s

ability to answer a question relates to how many docu-

ments associated with that question were seen during pre-

training. Wefocuson factoid QA datasets (Joshi et al., 2017;

Kwiatkowski et al., 2019), which lets us ground question-

answer pairs into concrete subject-object co-occurrences.

As an example, for the QA pair (In what city was thepoet

Dante born?, Florence), we consider documents where the

entities Dante and Florence co-occur as highly relevant.

To identify these entity co-occurrences we apply a highly-

parallelized entity linking pipeline to trillions of tokens

from datasets such asC4 (Raffel et al., 2020), ThePile (Gao

et al., 2020), ROOTS (Laurençon et al., 2022), OpenWeb-

Text (Gokaslan & Cohen, 2019), and Wikipedia.

We observe astrong correlation between an LM’s ability to

answer aquestion and thenumber of pre-training documents

1

Prof. dr. E. Kanoulas – University of Amsterdam
Kandpal, Nikhil, et al. "Large language models struggle to learn long-tail 

knowledge." International Conference on Machine Learning. PMLR, 2023. 3



RETRIEVAL 

AUGMENTATION

Retrieval augmentation helps 

when the LLM has not seen 

enough …
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RETRIEVAL 

AUGMENTATION

Retrieve when the LLM is not 

confident enough
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RETRIEVAL 

AUGMENTATION

Retrieval augmentation helps 

when the LLM has not seen 

enough … but if  the LLM has 

seen enough it may even harm 

performance.
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Are Neural Ranking Models Robust? *:3

Defensive Abilit y:

The ab il it y t o  defend against                

adversar ial  operat ions

 

Query at t ack:

The ab il it y t o  defend against  t he      

query at t ack

Document  manipulat ion:

The ab il it y t o  defend against  t he      

document  manipulat ion

OOD Generalizabilit y:     

The general izab il it y t o  OOD examples   

 

Unforeseen query t ype:

The general izab il it y t o  unforeseen    

query t ype

Unforeseen corpus:

The general izab il it y t o  unforeseen    

corpus

Performance Variance:

The per fo rmance var iance under        

t he I.I.D. set t ing

 

Poorly-performing queries:

The per formance o f  t he poor ly-      

per fo rm ing quer ies

Variance of  ef fect iveness:

The var iance o f  ef fect iveness      

across d if ferent  ind ividual  quer ies    

Robustness of 

ranking models in IR

Fig. 1. The taxonomy of the robustness of ranking models in IR.

where@C,dCand yCdenotes the query, the document list and the label in the test set, respectively.

Speci cally, the test samples are supposed to bedrawn from the same distribution as the training

distribution G.

We de ne the robustness of ranking models from three major perspectives as follows:

• Performance Variance: The performance variance aims to analyze the robustness of rank-

ing models by emphasizing theworst-case performance acrossdi erent individual queries

under the I.I.D. setting. Formally, the performance variance is de ned as

+0A(@C,dC,yC)⇠G" (c (@C,dC, 5),yC), (2)

where+0A(·) denotes thevariance of e ectiveness over all the test queries. Besides, a special

case of performance variance, i.e., the poorly-performing queries, is emphasized to analyze

the ranking robustness in the worse case.

• OOD General izabi l i ty : TheOOD generalizability aims to analyze therobustness of ranking

models according to the transfer e ectiveness on OOD examples. Formally, suppose that

OOD examples@0
C,d

0
Cand y0

Caredrawn from anew distribution G0. TheOOD generalizability

is de ned as

E(@0
C,d

0
C,y

0
C)⇠G0" (c (@0

C,d
0
C, 5),y

0
C), (3)

Speci cally, the OOD generalizability can be further de ned in two ways, i.e., OOD general-

izability on unforeseen query types and OOD generalizability on unforeseen corpus.

• Defensive Abi l i ty: The defensive ability aims to analyze the robustness of ranking models

according to their ability to defend against adversarial operations. Given an adversarial attack

function 0 for the query and document, the defensive ability is formalized as

E(@C,dC,yC)⇠G" (c (0(@C,dC), 5),yC), (4)
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ADVERSARIAL ATTACKS
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UNCERTAINTY

• Estimate uncertainty/confidence

• Attribute uncertainty

• Develop remedies

• Augment data

• Transfer knowledge across domains

• Learn to defer

• Express/pass uncertainty
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(Attack) Typos and ASR mistakes                 Contrastive learning and data augmentation.

  (Attack) False memories        Uncertainty estimation and attribution.

  (OOD) Conversational questions       Domain transfer and data generation.
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• Inserts, deletes, swaps, or substitutes a 
random character

Random

• Swaps a random character with those 
close to each other on the QWERTY 
keyboard

Keyboard

• Replaces words with misspelled ones, 
defined in a dictionary of  common user-
generated misspellings

Common misspellings
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METHODS

Analysing the Robustness of Dual Encoders

for Dense Retrieval Against M isspellings

Georgios Sidiropoulos and Evangelos Kanoulas

University of Amsterdam

M otivation

Dense retrieval is becoming one of the standard approaches for document and passage

ranking.

I Typically, dense retrievers are evaluated on clean datasets.

I Real-life applications have noisy user-generated input.

I The performance of dense retrievers can substantially deteriorate when exposed to

noisy text.

Q W E R T Y U I O P

A S D F G H J K L

Z X C V B N M

123 .

0987654321

Original: Where was Obama born? Typo: Where was Obama bprn?

Research Questions

I Can data augmentation, contrastive learning, and their combination improve

the robustness of dense retrieval to typos?

I Do certain typoed words affect the robustness of the question encoding more

than others?

I Does the proposed method improve the robustness of the question encoding

by ways other than simply learning to ignore the typoed word?

Experimental Setup

I Metrics: Answer Recall (AR@5, AR@20), Recall (R@50, R@1000); Mean

Reciprocal Rank (MRR@10)

I Datasets: Natural Questions, MS-MARCO

I Typo simulation: AugLy

M ethods

I Dense Retriever (DR) is a dual-encoder BERT-based model used for

scoring question-passage pairs:

L 1(qi , p
+
i , p

≠
i ,1, · · · , p

≠
i ,n) = ≠ log

esim(qi ,p
+
i )

esim(qi ,p
+
i ) +

P n
j =1e

sim(qi ,p
≠
i ,j )
. (1)

I Data Augmentation (DR + Data augm.) is one of the traditional

approaches for robustifying neural models. By exposing DR on questions with

and without typos, the model learns to be invariant to typos.

I Contrastive learning (DR + CL) of representations works by maximizing

the agreement between differently augmented views of the same object. We

propose a contrastive loss that compares the similarity between a question and

its typoed variations and other distinct questions:

L 2(qi , q
+
i , q

≠
i ,1, · · · , q

≠
i ,n) = ≠ log

esim(qi ,q
+
i )

esim(qi ,q
+
i ) +

P n
j =1e

sim(qi ,q
≠
i ,j )
. (2)

The final loss is a weighted average of the two losses:

L = w1 · L 1 + w2 · L 2. (3)

I Combination (DR + Data augm. + CL) method consists of data

augmentation combined with contrastive learning:

L = w1 · L 1 + w2 · L 2 + w3 · L 3, (4)

where L 3 represents the data augmentation and is computed similarly to

Equation 1 but for the typoed variation q+ of the original question q.

Results

Natural Questions (Test) MS MARCO (Dev)

Original Typos Original Typos

AR@5 AR@20 AR@5 AR@20 MRR@10 R@50 R@1000 MRR@10 R@50 R@1000

DR 67.31 78.22 49.52 63.98 28.11 73.46 93.36 15.11 46.47 74.02

DR + Data augm. 66.45 79.03 60.69 73.76 28.26 72.66 93.07 22.00 61.68 86.49

DR + CL (ours) 66.31 77.42 55.51 69.27 28.95 73.01 93.64 19.37 55.08 80.69

DR + Data augm.

+ CL (ours)
67.47 78.83 62.13 74.87 29.14 73.85 93.69 22.84 63.21 87.52

Table: Retrieval results for the settings of (i) clean questions, and (ii) questions with typos.

I There is a significant drop in performance when questions have typos.

I All the approaches for robustifying DR are performing significantly better

compared to the original DR (trained on clean questions only).

I Our proposed data augmentation combined with contrastive learning approach

holds the best performance.

Figure: Retrieval performance w.r.t the frequency on the training set, of the typoed words at test-time;

on MS MARCO (Dev).
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I As the frequency of the typoed words decreases, the performance drops

significantly.

Figure: Retrieval results w.r.t the relevant importance of the typoed words; on MS MARCO (Dev).
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I As the importance of the typoed words increases, the performance drops

significantly.

I When the importance of typoed words is low, simply ignoring them is a highly

competitive approach.

Conclusion

I Robustifying dense retrievers by combining data augmentation with

contrastive learning performs better than applying each component separately.

I Typos in various words do not influence performance equally. In particular,

typos on words that are less frequent on the training set and more important

for a question are harder to address.

SIGIR 2022 github.com/GSidiropoulos/dense-retrieval-against-misspellings
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Q W E R T Y U I O P

A S D F G H J K L

Z X C V B N M

123 .

0987654321

Original: Where was Obama born? Typo: Where was Obama bprn?
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Natural Questions (Test)

Original Typos in Random Words

AR@5 AR@5

Dense Retrieval 67.31 49.52
26% drop
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A S D F G H J K L

Z X C V B N M

123 .

0987654321

Original: Where was Obama born? Typo: Where was Obama bprn?
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MSMarco (Dev)

Original Typos in Random Words

MRR@10 MRR@10

Dense Retrieval 28.11 15.11
46% drop
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for Dense Retrieval Against M isspellings
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M otivation

Dense retrieval is becoming one of the standard approaches for document and passage

ranking.

I Typically, dense retrievers are evaluated on clean datasets.

I Real-life applications have noisy user-generated input.

I The performance of dense retrievers can substantially deteriorate when exposed to

noisy text.

Q W E R T Y U I O P
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123 .

0987654321

Original: Where was Obama born? Typo: Where was Obama bprn?

Research Questions

I Can data augmentation, contrastive learning, and their combination improve

the robustness of dense retrieval to typos?

I Do certain typoed words affect the robustness of the question encoding more

than others?

I Does the proposed method improve the robustness of the question encoding

by ways other than simply learning to ignore the typoed word?

Experimental Setup

I Metrics: Answer Recall (AR@5, AR@20), Recall (R@50, R@1000); Mean

Reciprocal Rank (MRR@10)

I Datasets: Natural Questions, MS-MARCO

I Typo simulation: AugLy

M ethods

I Dense Retriever (DR) is a dual-encoder BERT-based model used for

scoring question-passage pairs:

L 1(qi , p
+
i , p

≠
i ,1, · · · , p

≠
i ,n) = ≠ log

esim(qi ,p
+
i )

esim(qi ,p
+
i ) +

P n
j =1e

sim(qi ,p
≠
i ,j )
. (1)

I Data Augmentation (DR + Data augm.) is one of the traditional

approaches for robustifying neural models. By exposing DR on questions with

and without typos, the model learns to be invariant to typos.

I Contrastive learning (DR + CL) of representations works by maximizing

the agreement between differently augmented views of the same object. We

propose a contrastive loss that compares the similarity between a question and

its typoed variations and other distinct questions:

L 2(qi , q
+
i , q

≠
i ,1, · · · , q

≠
i ,n) = ≠ log

esim(qi ,q
+
i )

esim(qi ,q
+
i ) +

P n
j =1e

sim(qi ,q
≠
i ,j )
. (2)

The final loss is a weighted average of the two losses:

L = w1 · L 1 + w2 · L 2. (3)

I Combination (DR + Data augm. + CL) method consists of data

augmentation combined with contrastive learning:

L = w1 · L 1 + w2 · L 2 + w3 · L 3, (4)

where L 3 represents the data augmentation and is computed similarly to

Equation 1 but for the typoed variation q+ of the original question q.

Results

Natural Questions (Test) MS MARCO (Dev)

Original Typos Original Typos

AR@5 AR@20 AR@5 AR@20 MRR@10 R@50 R@1000 MRR@10 R@50 R@1000

DR 67.31 78.22 49.52 63.98 28.11 73.46 93.36 15.11 46.47 74.02

DR + Data augm. 66.45 79.03 60.69 73.76 28.26 72.66 93.07 22.00 61.68 86.49

DR + CL (ours) 66.31 77.42 55.51 69.27 28.95 73.01 93.64 19.37 55.08 80.69

DR + Data augm.

+ CL (ours)
67.47 78.83 62.13 74.87 29.14 73.85 93.69 22.84 63.21 87.52

Table: Retrieval results for the settings of (i) clean questions, and (ii) questions with typos.

I There is a significant drop in performance when questions have typos.

I All the approaches for robustifying DR are performing significantly better

compared to the original DR (trained on clean questions only).

I Our proposed data augmentation combined with contrastive learning approach

holds the best performance.

Figure: Retrieval performance w.r.t the frequency on the training set, of the typoed words at test-time;

on MS MARCO (Dev).
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I As the frequency of the typoed words decreases, the performance drops

significantly.

Figure: Retrieval results w.r.t the relevant importance of the typoed words; on MS MARCO (Dev).
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I As the importance of the typoed words increases, the performance drops

significantly.

I When the importance of typoed words is low, simply ignoring them is a highly

competitive approach.

Conclusion

I Robustifying dense retrievers by combining data augmentation with

contrastive learning performs better than applying each component separately.

I Typos in various words do not influence performance equally. In particular,

typos on words that are less frequent on the training set and more important

for a question are harder to address.
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Natural Questions (Test) MSMarco (Dev)

Original Typos in Random 

Words

Original Typos in Random 

Words

AR@5 AR@5 MRR@10 MRR@10

DR 67.31 49.52 28.11 15.11

DR + Data augm. 66.45 60.69 28.26 22.00

26% → 10% drop 46% → 21% drop
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augmentation combined with contrastive learning:

L = w1 · L 1 + w2 · L 2 + w3 · L 3, (4)

where L 3 represents the data augmentation and is computed similarly to

Equation 1 but for the typoed variation q+ of the original question q.

Results
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Table: Retrieval results for the settings of (i) clean questions, and (ii) questions with typos.

I There is a significant drop in performance when questions have typos.

I All the approaches for robustifying DR are performing significantly better

compared to the original DR (trained on clean questions only).

I Our proposed data augmentation combined with contrastive learning approach

holds the best performance.

Figure: Retrieval performance w.r.t the frequency on the training set, of the typoed words at test-time;
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Figure: Retrieval results w.r.t the relevant importance of the typoed words; on MS MARCO (Dev).
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I As the importance of the typoed words increases, the performance drops

significantly.

I When the importance of typoed words is low, simply ignoring them is a highly

competitive approach.

Conclusion

I Robustifying dense retrievers by combining data augmentation with

contrastive learning performs better than applying each component separately.

I Typos in various words do not influence performance equally. In particular,

typos on words that are less frequent on the training set and more important

for a question are harder to address.

SIGIR 2022 github.com/GSidiropoulos/dense-retrieval-against-misspellings

Prof. dr. E. Kanoulas – University of Amsterdam 19
Sidiropoulos, Georgios, and Evangelos Kanoulas. "Analysing the robustness 

of  dual encoders for dense retrieval against misspellings." In SIGIR 2022.
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Natural Questions (Test) MSMarco (Dev)

Original Typos in Random 

Words

Original Typos in Random 

Words

AR@5 AR@5 MRR@10 MRR@10

DR 67.31 49.52 28.11 15.11

DR + Data augm. 66.45 60.69 28.26 22.00

DR + Data augm. 

+ CL (ours)
67.47 62.13 29.14 22.84

26% → 7% drop 46% → 18% drop

20
Sidiropoulos, Georgios, and Evangelos Kanoulas. "Analysing the robustness 

of  dual encoders for dense retrieval against misspellings." In SIGIR 2022.



DO ALL TYPOS MATTER EQUALLY?
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Natural Questions (Test)

Original Typos in Random 

Words

Typos in Discriminative 

Utterances

AR@5 AR@5 AR@5

DR 67.31 49.52 38.89

DR + Data augm. 66.45 60.69 51.68

DR + Data augm. 

+ CL (ours)
67.47 62.13 53.15

21
Sidiropoulos, Georgios, and Evangelos Kanoulas. "Analysing the robustness 

of  dual encoders for dense retrieval against misspellings." In SIGIR 2022.



WHAT DOES THE MODEL LEARN?
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SYNTHETIC 

QUESTIONS

Prof. dr. E. Kanoulas – University of Amsterdam

Sidiropoulos, Georgios, Svitlana Vakulenko, and Evangelos Kanoulas. "On the impact of 

speech recognition errors in passage retrieval for spoken question answering." In CIKM 2022
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SIGNIFICANT DROP IN PERFORMANCE

Prof. dr. E. Kanoulas – University of Amsterdam

Natural Questions (Test)

Original ASR

AR@5 AR@5

DR 66.26 41.91

37% drop

25

Sidiropoulos, Georgios, Svitlana Vakulenko, and Evangelos Kanoulas. "On the impact of 

speech recognition errors in passage retrieval for spoken question answering." In CIKM 2022



DATA AUGMENTATION FOR THE WIN
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Natural Questions (Test)

Noise Original ASR

AR@5 AR@5

DR -- 66.26 41.91

DR + Data augm. Typos 67.47 46.75

29% drop

26
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speech recognition errors in passage retrieval for spoken question answering." In CIKM 2022



DATA AUGMENTATION FOR THE WIN

Prof. dr. E. Kanoulas – University of Amsterdam

Natural Questions (Test)

Noise Original ASR

AR@5 AR@5

DR -- 66.26 41.91

DR + Data augm. Typos 67.47 46.75

DR + Data augm. ASR 66.67 54.84

17% drop

27
Sidiropoulos, Georgios, Svitlana Vakulenko, and Evangelos Kanoulas. "On the impact of 

speech recognition errors in passage retrieval for spoken question answering." In CIKM 2022



… BUT HOW MUCH AND WHAT KIND

Data hungry
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… BUT HOW MUCH AND WHAT KIND

Does not generalize well

Prof. dr. E. Kanoulas – University of Amsterdam 29
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speech recognition errors in passage retrieval for spoken question answering." In CIKM 2022



NATURAL 

QUESTIONS

Prof. dr. E. Kanoulas – University of Amsterdam

Natural Questions (Test)

Noise Original ASR Synthetic ASR NAtural

AR@5 AR@5 AR@5

DR -- 66.26 41.91 16.64

DR + Data augm. Typos 67.47 46.75 24.82

DR + Data augm. ASR Synthetic 66.67 54.84 29.98

Sidiropoulos, Georgios, Svitlana Vakulenko, and Evangelos Kanoulas. "On the impact of 

speech recognition errors in passage retrieval for spoken question answering." In CIKM 2022

54% drop
30



END-TO-END SPEECH-TO-TEXT RETRIEVAL
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END-TO-END SPEECH-TO-TEXT RETRIEVAL
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END-TO-END SPEECH-TO-TEXT RETRIEVAL

Prof. dr. E. Kanoulas – University of Amsterdam

Natural 

Question

AR@5

DR + ASR 68,36

MDR 57,25

33
Sidiropoulos, Georgios and Evangelos Kanoulas, Multimodal Dense Passage Retrieval 

For Speech-based Open-Domain Question Answering. Preprint. Under Review.



END-TO-END SPEECH-TO-TEXT RETRIEVAL
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MS Marco

MMR

DR + ASR 17.74

MDR 15.77

34
Sidiropoulos, Georgios and Evangelos Kanoulas, Multimodal Dense Passage Retrieval 

For Speech-based Open-Domain Question Answering. Preprint. Under Review.



END-TO-END SPEECH-TO-TEXT RETRIEVAL

Prof. dr. E. Kanoulas – University of Amsterdam

MS 

Marco 

Seen

MS 

Marco 

Unseen

MMR MMR

DR + ASR 16.69 13.45

MDR 15.47 18.52

35
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For Speech-based Open-Domain Question Answering. Preprint. Under Review.



END-TO-END SPEECH-TO-TEXT RETRIEVAL
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Typos and ASR mistakes                 Contrastive learning and data augmentation.

   False memories        Uncertainty estimation and attribution.

   Conversational questions       Domain transfer.
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RIGHT ON 

THE TIP OF 

MY TONGUE
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IT’S ON THE TIP 

OF MY TONGUE

Ok so I don’t really remember anything but one scene, so I will try to give as much detail as I can. I saw this movie 

when I was very young and only remember this scene because (from what I remember) I don’t think I actually watched 

most of the movie because I found it pretty scary, so it is probably not a children/family movie. I think I watched it in 

2006 (mid-end of the year probably) and it was on a tv in someone’s house, so it was old enough to be released on 

tv/dvd (not still in cinemas). It was in English and colour I’m pretty sure. So this scene: There was a (or multiple) giant 

robot-like things and I think they were sort of sphere shaped. It was destroying a city and going around picking people 

up (possible killing them?) in giant net-like things i think. There was a father and daughter (i think it was a daughter) 

and they ended up getting separated because the father got picked up by the robot thing. When the robot thing was 

picking people up there was a lot of red liquid stuff (quite possibly blood, but maybe something else?). In the end I 

think the father made it back to the daughter. And that is all I remember, sorry if it is vague, but really hope someone 

can help.

Prof. dr. E. Kanoulas – University of Amsterdam 39



COMPLEXITY

• Social nieces

• Contextual episodic memories

• Semantic memories about metadata, scenes, 

plots, etc.

• Exclusion criteria

• Multi-hop reasoning (comparisons)

Ok so I don’t really remember anything but one scene, so I 

will try to give as much detail as I can. I saw this movie 

when I was very young and only remember this scene 

because (from what I remember) I don’t think I actually 

watched most of  the movie because I found it pretty scary, 

so it is probably not a children/family movie. I think I 

watched it in 2006 (mid-end of  the year probably) and it 

was on a tv in someone’s house, so it was old enough to be 

released on tv/dvd (not still in cinemas). It was in English 

and colour I’m pretty sure. So this scene: There was a (or 

multiple) giant robot-like things and I think they were sort 

of sphere shaped. It was destroying a city and going 

around picking people up (possible killing them?) in giant 

net-like things i think.
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COMPLEXITY

Ok so I don’t really remember anything but one scene, so I 

will try to give as much detail as I can. I saw this movie 

when I was very young and only remember this scene 

because (from what I remember) I don’t think I actually 

watched most of  the movie because I found it pretty scary, 

so it is probably not a children/family movie. I think I 

watched it in 2006 (mid-end of  the year probably) and it 

was on a tv in someone’s house, so it was old enough to be 

released on tv/dvd (not still in cinemas). It was in English 

and colour I’m pretty sure. So this scene: There was a (or 

multiple) giant robot-like things and I think they were sort 

of sphere shaped. It was destroying a city and going 

around picking people up (possible killing them?) in giant 

net-like things i think.

• Social nieces

• Contextual episodic memories

• Semantic memories about metadata, scenes, 

plots, etc.

• Exclusion criteria

• Multi-hop reasoning (comparisons)
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COMPLEXITY

• Social nieces

• Contextual episodic memories

• Semantic memories about metadata, scenes, 

plots, etc.

• Exclusion criteria

• Multi-hop reasoning (comparisons)

Ok so I don’t really remember anything but one scene, so I 

will try to give as much detail as I can. I saw this movie 

when I was very young and only remember this scene 

because (from what I remember) I don’t think I actually 

watched most of  the movie because I found it pretty scary, 

so it is probably not a children/family movie. I think I 

watched it in 2006 (mid-end of  the year probably) and it 

was on a tv in someone’s house, so it was old enough to be 

released on tv/dvd (not still in cinemas). It was in English 

and colour I’m pretty sure. So this scene: There was a (or 

multiple) giant robot-like things and I think they were sort 

of sphere shaped. It was destroying a city and going 

around picking people up (possible killing them?) in giant 

net-like things i think.
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REDDIT

• /r/TipOfMyTongue Reddit 

community

Prof. dr. E. Kanoulas – University of Amsterdam
Bhargav, Samarth, Georgios Sidiropoulos, and Evangelos Kanoulas. "'It's on the tip of  my 

tongue' A new Dataset for Known-Item Retrieval." In WSDM 2022. 43



(a) Submission Status (b) Categor y

Figure 3: Submission statistics for the subreddit for 2017-2020, with the number of posts steadi ly increasing. Note that several

posts remain unsolved in 2020. The categorization used to produce (b) is described in Section 3.1

as a candidate for the gold answer6. As this heuristic may extract

multiple candidates, only submissions with a single candidate were

considered, which is justi ed since our goal is to gather accurate

query-item pairs in an automated manner. We leave the utilization

of submissions with multiple candidates to future work.

Each candidateconsistsof thefollowing: (1) an identi er uniquely

identifying the known-item (2) a title associated with the item (3) a

description of the item (4) additional meta data (if applicable) . The

following two paragraphs detail the data extracted for each subset,

followed by a discussion of other domains and the extraction of

other items to make the task more realistic.

3.2.1 Movies . The IMDb ID was used as the identi er for Movies ,

since this is referred to most frequently in thecomments. If, instead,

a Wikipedia URL was found, the IMDb ID (property P345) was

obtained using the corresponding WikiData ID associated with

the URL. Similarly, if the URL was an IMDb ID, we linked this

movie back to a Wikidata entry, while ensuring that the IMDb ids

from both sources matched. The title and description of the movie

were extracted from Wikipedia (using Wikiplots, similar to [2]), if

available, otherwise from IMDb .

3.2.2 Books . We used the GoodReads ‘Work ID’ as the identi er

for Books , instead of ISBN-10/13 since books can have multiple

editions. If aWikipediaURL wasavailable instead, weextracted the

ISBN-10/13 using the corresponding Wikidata entity, and linked it

back to GoodReads (and vice versa). We utilized the Book Graph

dataset [23, 24] (extracted in late 2017) for matching ISBNs to work

IDs and for extracting titles and descriptions. Additional informa-

tion such as reviewscould also beused towards improving retrieval

performance. While we focus on BooksandMovies , it is straight-

forward to extract similar data for other domains.

3.2.3 Other domains. The subreddit has several other categories

not considered in this work. For instance, there were 50,163 solved

submissions corresponding with the (free-text) categories ‘song’

6These websites were selected after a preliminary analysis showed that these were

the most frequent

and ‘music’. Creating a dataset for other domains is straightfor-

ward and involves (1) a method to map a URL to an identi er (and

optionally link this to other sources like Wikipedia) (2) methods to

extract data for a particular item, or to link it to existing data (i.e

get _dat a in Algorithm 1) .

3.2.4 Other candidatesand negatives. In addition to thequery-item

pairs described above, we gathered other items that were not se-

lected as ‘gold’ for any query. These were sourced from candidates

which were not selected as gold answers, including those that were

discarded in the ltering step (i.e submissions with > 1 candidates

found in get _answer s). These items increase the number of can-

didates in the retrieval pool, making the task more realistic. In

addition to these, we extracted negativessourced from submissions

where a query-item pair was extracted. An item is considered a

negative for a given query, if it was proposed as an answer but

ended up being rejected by the user. These items are termed nega-

tives since other users confused them with the ‘gold’ item. These

items were not extracted from the comment tree containing the

accepted answer. As there were too few negatives for Books , we

did not include them in the data or experiments. The resulting

dataset statistics are reported in Table 2. Note that some queries

have the same item, which is why the documents are fewer than

the queries. In Reddit-TOMT , the most frequently requested item

is ‘Mindhunters’ (21 times!) in Movies , ‘TheTransall Saga’ (8 times)

in Books .

3.3 Data Qual i ty Checks

Threeaspects of the data wereexamined in this study: (1) Heuristic

Accuracy: whether the answer picked by the heuristic matched the

answer picked by the author of the post (2) Data Leakage: whether

the answer itself was in the text 7 (3) Malformed Query: Whether

7Reddit allows a user to edit the original submission. We observed that some descrip-
tions were edited by the original poster to include the answer after the request was
solved, which prompted this aspect of the study. It is an unwritten rule that edits are

appended to the end of the submission.

Prof. dr. E. Kanoulas – University of Amsterdam
Bhargav, Samarth, Georgios Sidiropoulos, and Evangelos Kanoulas. "'It's on the tip of  my 

tongue' A new Dataset for Known-Item Retrieval." In WSDM 2022. 44



COMPLEXITY

Prof. dr. E. Kanoulas – University of Amsterdam

Kevin Lin, Kyle Lo, Joseph E. Gonzalez, Dan Klein. Decomposing Complex 

Queries for Tip-of-the-tongue Retrieval. In EMNLP Findings 2023 45



COMPLEXITY

Prof. dr. E. Kanoulas – University of Amsterdam

Kevin Lin, Kyle Lo, Joseph E. Gonzalez, Dan Klein. Decomposing Complex 

Queries for Tip-of-the-tongue Retrieval. In EMNLP Findings 2023 46



Prof. dr. E. Kanoulas – University of Amsterdam

Dataset Method MRR@10

Books BM25 0.197

DR 0.278

Movies BM25 0.167

DR 0.193

MSMarco BM25 0.240

DR 0.311

Bhargav, Samarth, Georgios Sidiropoulos, and Evangelos Kanoulas. "'It's on the tip of  my 

tongue' A new Dataset for Known-Item Retrieval." In WSDM 2022. 47
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Dataset Method MRR@10

Books BM25 0.197

DR 0.278

Movies BM25 0.167

DR 0.193

MSMarco Dev BM25 0.240

DR 0.311

Bhargav, Samarth, Georgios Sidiropoulos, and Evangelos Kanoulas. "'It's on the tip of  my 

tongue' A new Dataset for Known-Item Retrieval." In WSDM 2022. 48



COMPLEXITY

Prof. dr. E. Kanoulas – University of Amsterdam

Decomposing Complex Queries for Tip-of-the-tongue Retrieval Kevin Lin, 

Kyle Lo, Joseph E. Gonzalez, Dan Klein EMNLP Findings 2023 49



50

HEDGING

I don’t think I actually watched most of  the movie because I 

found it pretty scary, so it is probably not a children/family 

movie. I think I watched it in 2006 (mid-end of  the year 

probably) and it was on a tv in someone’s house, so it was old 

enough to be released on tv/dvd (not still in cinemas). It was 

in English and colour I’m pretty sure. So this scene: There 

was a (or multiple) giant robot-like things and I think they 

were sort of  sphere shaped. It was destroying a city and going 

around picking people up (possible killing them?) in giant net-

like things i think.
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51

FALSE MEMORIES

The only things that I remember are that there was something 

to do with water, and by this, I mean like an ocean, or maybe 

it was something like a submarine or an oil rig, and I think 

that the main character was a guy, who was either a ghost, or 

a silvery liquid metally alien/liquidy thing, that looks a bit 

like the T-1000  in Terminator 2. Sorry for the lack of  detail, 

and please help me remember this!

51



52

FALSE MEMORIES

The only things that I remember are that there was something 

to do with water, and by this, I mean like an ocean, or maybe 

it was something like a submarine or an oil rig, and I think 

that the main character was a guy, who was either a ghost, or 

a silvery liquid metally alien/liquidy thing, that looks a bit 

like the T-1000  in Terminator 2. Sorry for the lack of  detail, 

and please help me remember this!

The average rank of  the correct item 

drops from position 10 to position 15.
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TREC 2024 TIP-OF-THE-TONGUE (TOT) TRACK

Task 1: Movie identification
(same as 2023)

• Test Queries: 150 new queries sampled from 

MS-ToT dataset

• Train/Dev Queries: 450 queries from 2023 ToT 

Track

• Corpus: Wikipedia Corpus (~230K articles)

• Task: Given a ToT query, rank Wikipedia 

articles

Task 2: ToT known-item search for new domains 

with ToT query elicitation

• New ToT queries elicited from crowd workers

• Domains: movies, landmarks, celebrities, recipes, 

everyday objects, etc.
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Typos and ASR mistakes                 Contrastive learning and data augmentation.

   False memories        Uncertainty estimation and attribution.

   Conversational questions       Domain transfer.
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CONVERSATIONS
Turn Query / Answer

1 What are the alternatives to cow milk?

Commercially available almond milk is often enriched 

with vitamins A and D, as well as calcium, to make it 

seem more like regular milk. (Almonds provide some 

calcium, but not as much as cow’s milk.) Almond milk 

is low in calories compared to other milk substitutes 

and contains some heart-healthy monounsaturated fat. 

You might also try oat, hemp or rice milk. Oat milk 

provides more fiber than other milk substitutes and was 

shown in a Swedish study to help lower LDL (“bad”) 

cholesterol and total cholesterol. Hemp milk, made by 

pulverizing the seeds, blending them with water and 

straining out the solid residue, provides both omega-6 

and omega-3 essential fatty acids in a healthy three-to-

one ratio.

2 Which is healthiest?
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LATE INTERACTION
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Zero-shot Query Contextualization

for Conversational Search

Motivation
Data Scarcity is an important issue on Conversational

Search:

• Limited conversational datasets (number and size)

•Conversations constructed according to expert

guidelines – exhibiting speci c characteristics

Can we rely on supervision from the ad-hoc ranking

task?

Conversational Queries

t urn1 what is throat cancer?

t urn2 is it treatable?

t urn3 tell me about lung cancer.

t urn4 what are its symptoms?

Method

Zero-shot Conversational Contextualization (ZeCo2),

uses a token-level dense retriever (ColBERT) to:

(a) contextualize the last user question with the con-

versation history

(b) score documents only based on tokens from the

last question.

turn_i turn_1 

Passage 

Query Encoder Passage Encoder 

MaxSim MaxSim MaxSim 

score 

O
 f f
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 n
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I n
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 g
 

Results & Analysis

base-

retriever
variant

zero-

shot

CAsT’19 CAsT’20 CAsT’21

NDCG@3 R@100 NDCG@3 R@100 NDCG@3 R@100

ColBERT

last-turn a 4 0.214 0.157 0.155 0.124 0.140 0.154

all-history b 4 0.190 0.165 0.150 0.166 0.237 0.265

ZeCo2 (ours) 4 0.238 b 0.216 a,b,c 0.176 b 0.200 a,b,c 0.234 a 0.267 a

human 0.430 0.363 0.443 0.408 0.431 0.403

ConvDR

zero-shot c 4 0.247 0.183 0.150 0.150 – –

few-shot 0.466 0.362 0.340 0.345 0.361 0.376

human 0.461 0.389 0.422 0.454 0.548 0.451

t urn3 tell me about
Resolution (R)z } | {

lung cancer .

t urn4 what are its| {z}
Anaphora (A)

symptoms?

sim( ~Alast _t urn, ~R) 0.13

sim( ~AZeCo2, ~R) 0.47

∆sim( ~A ! ~R) 0.34

∆Recal l + 0.24

Take-aways

•ZeCo2 improves zero-shot performance for con-

versational search (Recall gains 35− 75%)

•Contextualization introduces a bias towards

salient terms from conversation history (eg.

anaphora embeddings go closer to resolutions).
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sim( ~AZeCo2, ~R) 0.47

∆sim( ~A ! ~R) 0.34

∆Recal l + 0.24

Take-aways

•ZeCo2 improves zero-shot performance for con-

versational search (Recall gains 35− 75%)

•Contextualization introduces a bias towards

salient terms from conversation history (eg.

anaphora embeddings go closer to resolutions).
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