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Research at IRLab
• Neural and Generative Information Retrieval

• Multimodal representation learning
• Retrieval Augmented Generation
• Online/counterfactual learning to rank

• Robust Retrieval and Language Models
• Adversarial attacks/learning
• Bias/noise in the input
• Uncertainty estimation

• Explainability/Interpretability
• Mechanistic interpretability
• Machine unlearning

• User behaviour modelling
• Recommender systems

• Interactive/sequential recsys
• Bias/fairness/diversity
• Learning



The Future of Information Access



General purpose versus specialized LLMs



Content offered by 
vertical LLMs



A million LLMs

Base LLM 1 Base LLM 2 Base LLM 3

Finance LLM 1 Finance LLM 2 Legal LLM 2 Wikipedia LLM NYTimes LLM

Financial Data Legal Data wikipedia.com nytimes.com



Collaboration 
between large 
and small 
models



A million LLMs







HuggingGPT



A million LLMs ecosystem
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Which LLMs should be queried for a task?

How can we define and measure the expertise of an LLM?

How many LLMs should be queried once we identify a ranking of expertise 
for a given query?

How can we minimize the computational overhead of querying LLMs?

How can we update the expertise of LLMs in a dynamic fashion?



How should LLM responses be aggregated?

How can we develop methods that optimally aggregate different 
answers account for the query and user needs?

How do we present conflicting answers to users?

How do we quantify the reliability of an answer in a way that we can 
compare multiple heterogeneous models?

How do we attribute answers to the underlying models that provided 
them?



How do we ensure safety?

How do we ensure that expert selection is diverse and 
representative?

What is an effective adversarial attack in a model-
centric retrieval?

How can we robustify ranking algorithms against 
adversarial attacks?



How do we evaluate agentic info access?

How can we build the necessary infrastructure to support a large 
number of specialized LLMs?

How can we build static and reusable test collections to assess the 
LLM expertise and the quality of the response aggregation?

What metrics allow us to compare different user agents that search, 
retrieve, query and aggregate answers against multiple LLMs?



How can we get a million LLMs?



RAG instead of fine-tuning



Problem Definition



Problem Definition

• Input: 
• A set of training queries and the answers from 

each one of the LLMs along with potential 
metadata

• A set of test queries

• Output: 
• A ranked list of LLMs

Can you discover the 
expertise of each LLM?



Implementation

• Document Collection
• MS MARCO Web Search subset (ClueWeb22):

• 80 million English documents out of 200M
• Positively clicked Bing results (q, d+)
• Reflects real-world search behavior and broad 

topical coverage

• Researchy Questions Dataset:
• 90,000 complex Bing queries
• Chosen based on long dwell times
• Yielded ~0.5 million clicked documents (q, d1+, 

d2+, …)
• Captures exploratory, multi-faceted information 

needs



Document 
Collection

• MS MARCO Web Search subset (ClueWeb22):
• 80 million English documents out of 200M
• Positively clicked Bing results (q, d+)
• Reflects real-world search behavior and broad topical 

coverage

• Researchy Questions Dataset:
• 90,000 complex Bing queries
• Chosen based on long dwell times
• Yielded ~0.5 million clicked documents (q, d1+, d2+, …)
• Captures exploratory, multi-faceted information needs

• Filtering for Metadata:
• ClueWeb22-A provides semantic tags (topics, language, 

quality)
• Only documents from the intersection with ClueWeb22-A 

were kept
• Final corpus: ~80.5 million tagged English documents



Clustering

• Used k-means on tag-based features from ClueWeb22-A

• Formed 1,000 clusters, each ≥10,000 docs

• Each cluster = a domain of expertise



Retrieval 
Strategy

• Initial approach: Build 1,000 RAG systems (1 index per 
cluster)
• Too expensive and inefficient

• Improved approach:
• One global index over all 80.5M docs
• For each query:

• Retrieve top 2,000 documents
• For each of the 1,000 clusters:

• Select top-3 docs (if any) from the cluster
• Use them to simulate the cluster’s 

response
• If no docs: return a default/template 

response



Query 
Collection

• Total: 20,000 queries
• 10,000 Web Search queries (MS MARCO):

• Short, keyword-style
• Matched to clicked documents
• Filtering step: Ensured answer quality 

depended on retrieval
• Compared LLM answer with and without 

the clicked doc
• Retained only queries with substantive 

differences
• Used GPT-4o as LLM-as-a-Judge

• 10,000 Researchy Queries:
• Fully-formed natural language questions
• Selected based on user engagement
• Assumed to need retrieval, so used without 

filtering



Examples



How do we 
evaluate an 
LLM ranking



Evaluation

• Input: test query; golden answer; ranked list of LLMs

• Method
• Run the test query against all LLMs and produce a set of 

answers
• Option 1:

• Compute metric between golden answer and each 
of the LLM answers (e.g. ROUGE)

• Use “Offline Evaluation by Maximum Similarity to 
an Ideal Ranking”

• Option 2:
• Consider the top-2000 documents and the gold 

answer and run Nuggetizer + UMBRELLA to identify 
the nuggets and which documents carry these 
nuggets. 

• Label documents by relevance grade based on 
coverage of the nuggets

• Transfer these grades to the LLMs that have access 
to them.



How can we 
define and 
measure the 
expertise of 
an LLM?



How can we define and measure the 
expertise of an LLM?
• Simple baselines based on answers to the 20,000 questions

• E.g. represent each LLM with the set of answers
• Upon a query find the similarity between the query and LLM 

representation



How can we define and measure the 
expertise of an LLM?
• More sensible representations of expertise could try to explore 

metadata
• E.g. the confidence of the produced answered by LLMs



LLM Uncertainty

• Uncertainty Estimation is a widely studied for assessing the 
reliability of LLM outputs

• Assigns an uncertainty score to each (input, output) pair, 
reflecting its truthfulness

• Ideally, a perfect UE method would assign lower uncertainty to 
correct samples and higher uncertainty to incorrect ones



LLM Uncertainty

• White-box methods
• Predictive Entropy (PE)
• Semantic Entropy (SE) (Kuhn et al., 2023)
• Length Normalization and Semantic Awareness (Malinin and Gales, 2021)
• MARS (Bakman et al., 2024)
• SAR (Duan et al., 2024)

• Black-box methods
• Sum of Eigenvalues (EigV) (Lin et al., 2024)
• Degree Matrix (Deg)
• Eccentricity (ECC)



Axiomatic Framework

• Theorem 1: Positively Consistent

If the LLM gives the same answer before and after seeing a document, and 
that document supports the answer, then the LLM should be more 
confident after seeing the document.

 Example:
Query: "What is the stadium of Manchester United?"
Answer: "Old Trafford"
The document says: "Manchester United plays at Old Trafford”
Uncertainty drops.





Axiomatic Framework

• Theorem 2: Negatively Consistent

If the LLM gives the same answer before and after seeing a document, but 
the document disagrees with that answer, the LLM should become less 
confident.

 Example:
Query: "What is the stadium of Manchester United?"
LLM says: "Wembley Stadium" (both before and after)
Document says: "Manchester United plays at Old Trafford”
Uncertainty should increase.





Axiomatic Framework

• Theorem 3: Positively Changed

If the LLM changes its answer after seeing the document, and the new 
answer is correct while the old one was wrong, then the LLM should now be 
more confident.

 Example:
Before: "Wembley Stadium"
After seeing context: "Old Trafford" 
Uncertainty in the new answer should be lower.





Axiomatic Framework

• Theorem 4: Negatively Changed

If the LLM initially gave the correct answer but changes it after seeing the 
document—and the new answer is incorrect—then the confidence should 
drop.

 Example:
Before: "Old Trafford" (correct)
After: "Wembley Stadium" (wrong)
Uncertainty should now be higher than before.





Axiomatic Framework

• Theorem 5: Neutrally Consistent

If the document has nothing to do with the query or answer, and the LLM’s 
answer doesn’t change, its confidence should stay the same.

 Example:
Query: "Who wrote The Origin of Species?"
LLM says: "Charles Darwin"
Document is about cooking recipes
Uncertainty should stay the same.





Uncertainty Estimation

Our results showed that none of the existing UE methods pass all 
the axiom, pin-pointing the problem in these methods.



Questions?
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