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Abstract

The present thesis reviews the recently proposed non-relativistic
holographic duality and the application of the holographic renor-
malization procedure to this case is discussed. After a brief descrip-
tion of the renormalization group, we comment on the Hamilton
constraints in General Relativity. We then explain the AdS/CFT
correspondence and combine everything up to that point to de-
scribe the holographic renormalization procedure. Afterwards, we
discuss aspects of non-relativistic holography which was put forth
by Son and independently by Balasubramanian and McGreevy.
We finally attempt to bring the holographic renormalization group
technology in the non-relativistic framework. Some developments
are described and we make some suggestions on how this program
could succeed.
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Historical Overview —
Motivation

Mathematics and Physics have been complementary to each other for the past
few centuries. Intuitions and tools developed in one field often turned out to be
groundbreaking and extremely useful in the other. In the previous century, the
two areas of knowledge became inextricably linked. The astonishing progress
in both fields, triggered by amazing discoveries during the first part of the
century, changed our view of the world in a profound and unprecedented way.
Perhaps it is no accident that the two fields seem to be following similar paths.

Mathematician David Hilbert lived in that exciting era of great scientific
discoveries, which initiated a scientific revolution based on radical new ideas.
He was the ambassador of the notion and belief that mathematics should be
a complete theory—a system of knowledge complete in itself. In his famous
lecture of 1900 in Paris, he posed twenty three unsolved problems that he
believed were important in determining the logical foundations of science.

However, his vision of developing a system with which one could attack any
problem and answer any question, was short-lived. In 1931, a young mathe-
matician named Kurt Godel, published a paper that shuttered the hope for
a complete structure that would be entirely self-contained and self-consistent.
In his incompleteness theorems he showed that it is impossible to construc-
tively show that an axiomatic theory is consistent, and also that in a consistent
theory, there will be theorems that cannot be proved. He showed that it was
as if mathematicians wanted to settle something that had the same nature as
Epiminides paradox, who said that “all Cretans are liars”. Being from Crete
himself, this puts forth an obvious inconsistency of that statement.

Interestingly, four years earlier, physicist Werner Heisenberg had made a
bold statement that goes by the name of Uncertainty Principle*. So, in a
similar fashion, physicists had already started getting used to the idea that
we cannot know everything; not simultaneously at least. In both fundamental
mathematics and physics, what we can or cannot know became a deep and
important question.

Albert Einstein on the other hand, remained until the end of his life, a
strong advocate of the need for a complete, unified theory of nature. To the
present day, this is still a goal for a large number of theoretical physicists.
From the modern point of view, the Standard Model of fundamental particles
provides a satisfactory and complete understanding of the world—despite some
problems—only if we exclude gravity. It is the pinnacle of modern science
and was established in the early 1970’s. The remaining piece of the puzzle

*Which is not really a principle since it is a statement that can be proved.
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however, seems to be a quantum field theory of gravity that can somehow
be incorporated in the Standard Model. In spite of many years of intense
research, this remains unattainable. However, there have been some important
developments, mainly in the context of string theory in the past decades.

Meanwhile, in the mathematics front, a new paradigm was emerging. New
hope appeared when in the 1960’s Robert Langlands posed a new program for
a unification of seemingly different and disjoint areas of mathematics. Inspired
by the Taniyama-Shimura conjecture he suggested what is now known as the
“Langlands program”. The Taniyama-Shimura conjecture gained its recent
fame because of its role in the proof of “Fermat’s last theorem” in the previous
decade. Nonetheless, its implications and influence in mathematics has been
much greater than that. The idea behind the Langlands program is that
separate areas of mathematics can be dual (equivalent) to each other. This
notion was something that physicists first came across in Maxwell’s theory of
electromagnetism.

Surprisingly, theoretical physicists came to a similar situation once again.
Until 1995 string theory appeared to be not one, but five different unified
theories of nature! How could all five of them be correct? We only observe
one universe, and it should be described by only one theory. This was an
embarrassing problem in string theory. Following the legacy of the Langlands
program, Edward Witten pushed an existing intricate web of dualities further
and showed that all five, seemingly different, string theories were different
limits of the one and same theory; it was dubbed M-theory and this discovery
is known as the “second superstring revolution”.

The rekindled interest in dualities and the accumulation of knowledge and
experience led, two years later, to an important discovery. In the seminal paper
by Maldacena, it was conjectured that string theory, which includes gravity,
is equivalent to a quantum field theory without gravity on the boundary of
this space. Because the boundary has one or less dimensions, it also became
linked to the holographic principle proposed a few years earlier by Gerard
't Hooft and independently by Leonard Susskind. The idea of holography
dates back to Plato’s cave, but the realization of a rigorous, scientific theory
with predictive aspirations remains one of the most important and inspiring
developments in recent years. Perhaps, this does not embody the hopes for
a novel, exotic idea for a quantum field theory of gravity that some had. If
the conjecture is proved to be correct, it essentially gives an interpretation
of a quantum field theory of gravity with terms and notions that are already
known and studied—what we could call “traditional” field theory. In this sense,
the conjecture seems to render the aim for a completely new and extravagant
idea somewhat unnecessary. However, a holographic description of nature is
arguably very intriguing and unconventional!
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In Plato’s “Allegory of the Cave”, people are chained and can only see their fuzzy shadows on

the cave walls cast by a fire. To them, the shadows represent the totality of their existence.

After several years of research, physicists studying the conjecture have
come to the conclusion that the validity and implications of the proposal go
beyond the context of the originally anticipated regime. It is now generally
referred to as gauge/gravity duality or holography. Recently, the rules of the
original conjecture were somewhat bent and a model of gauge/gravity duality
that is expected to be able to describe non-relativistic theories was proposed.

In the present work, the newly proposed extension is studied and an at-
tempt is made to describe its behavior in different energy scales. To this end,
holographic renormalization techniques are employed. Chapters 1 to 3 present
the necessary tools and theoretical background. Holographic renormalization
is discussed in Chapter 4. In Chapter 5, we deal with basic principles and
certain aspects of non-relativistic holography. In the last chapter, the applica-
tion of the holographic renormalization procedure in the non-relativistic case,
as well as related problems are presented.






1 | Renormalization

The aim of this chapter is to introduce the so-called renormalization procedure.
Although a few ideas are described thoroughly, familiarity of the reader with
quantum field theory is assumed.

A very important problem that seemed to be inherent in quantum field
theories was the ultraviolet divergences that occurred. Therefore, in the earlier
days of quantum field theory (QFT) several theorists advocated the abandon-
ment of that approach altogether. This was a reasonable conclusion at the
time, since the cancellation of ultraviolet divergences is essential if a theory is
to yield quantitative physical predictions.

We address some related issues by focusing on the method developed by
Kenneth Wilson [1]. Tt is not a bottom up approach that would introduce the
reader to all the basic techniques or provide sufficient background to deal with
related topics. However, it does provide a physical picture based on the scale
dependence of the theory’s parameters and it is essential to what is discussed
in the following chapters. Afterwards, we mention a few things about different
renormalization schemes.

1.1 Perturbative Renormalization - A Toy Model

We start by considering an unspecified theory which yields ultraviolet diver-
gences. For simplicity we assume that it has only one free parameter. We
represent a physical quantity by F(z) which is calculated perturbatively in
terms of the free parameter Ay, which is the coupling constant. If for exam-
ple, we were talking about quantum electrodynamics (QED) F' may represent
the cross section of a scattering process of an electron on a heavy nucleus. In
that case « would be the energy-momentum fourvector of the electron. So, we
assume that F'(z) has the general form:

F(x) = Mo+ MNFi(x) + N Fa(z) + ..., (1.1)

which up to a redefinition of F(z) corresponds to something we encouter in a
realistic field theory.

We further assume that the perturbative expansion is ill-defined in the
sense that Fj(z) are functions involving divergent quantities. For example, we
might encouter the following form

Fi(z) = a/ooo t fx (1.2)

5



Renormalization

which shares common features with integrals in a QF T, since it is also logarith-
mically divergent in the upper limit. This integral in QFT would represent the
summation over virtual states and « (t + x)fl would represent the probability
amplitude associated with each state.

The assumption made earlier—that we are talking about a one-parameter
theory—has as a consequence that only one measurement is enough fix the
value of \g, for example at the point z = pu.

It might seem redundant to parametrize the theory in terms of (the bare
parameter) Ao, since it only seems helpful in intermediate calculations and
will be finally replaced with the physical, measured quantity F'(u). This free-
dom however is generic in physics. Moreover, in this particular case, there
is a subtlety since the singular behavior of the expansion dictates a singular
relationship between A\ and F'(u). What we would do in general is follow the
following steps:

1. Decide on the Lagrangian that respects the required symmetries, locality
etc.

2. Perform calculations of physical processes using the bare quantities at
any required order in perturbation theory

3. Finally fix the parameter (or parameters for that matter) to reproduce
and/or predict experimental results.

A theory that is ill-defined however, suggests that F' needs to be reparametrized
in terms of F'(u). This leads to what we might call the renormalizability hy-
pothesis by which a reparametrization of the theory in terms of a physical
quantity instead of the bare parameters, is enough to render the perturba-
tive expansion into a well-defined one. In other words, the problem of the
expansion is not the nature of the functions Fj(z) we used, but the choice of
the parameter we used to get the perturbative expansion. So, the physical
quantity F'(x), should have a well-defined perturbative expansion once calcu-
lated in terms of the physical parameter F'(u). We are therefore led to define
the renormalized coupling constant (also referred to as the physical coupling
constant)

Ar=F(p).

Unfortunately, we cannot use (1.1) because it is, by assumption, ill-defined.
We must somehow regularize the expansion to give it a well-defined meaning.
We accomplish that by introducing a new set of functions F and Fj 5 that
involve an new parameter A called the regulator.

Thus, we will work with the regularized functions Fy and F; o which are
now finite for a finite value of A. We now have

Fp(, 20, A) = Mo + AL A (%) + A Foa () + ... (1.3)
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In order to regularize any F; we introduce the cut-off for example in the
integral
A
dt
F = . 14
wale) = [ A (1.4

We can now obtain a well-defined perturbation series of Fj in terms of the
physical coupling Ar. If indeed, this expansion makes any physical sense, it
should do so even after we take the limit A — oo because it expresses a finite
physical quantity F'(z) in terms of Ag. So, we change F'(z, Ag) to Fp(z, Ao, A)
and then rewrite F in terms of Ag and p and then take the limit A — oo
keeping Ar and p fixed. What we expect is

F(z) = F(x, A, A) "= Fy(2, g, 1)

We implement this order by order to see how it works exactly and what effect
it has on the perturbative expansion. At order A\g we have

Fp(x) = Xo +O(N3).

So, we get
M = Ar +00%).

To second order A2 we need to redefine \g in order to eliminate the divergence
of Fa(z). We first expand \g as a power series in A\ and obtain

Ao = AR+ 02X + 03X+ ..., (1.5)
where 3, A ~ O(A\%). At A% order we get
Fp = Ar + 62X + AR Fy A (2) + O(NR) (1.6)
by using A = A% + O(A\%). By using Ag = F(u) we obtain
oA = —ARF1A (1) (1.7)
which diverges for A — co. In our case, using (1.4) we find

A
dt A+p

5>\:—)\2/:—)\21 .

2 aRot‘i‘M aAplog "

We substitute what we have so far back in the expansion to get
Fy = A + A% (Fua(@) — Fra(u) + O(NR).

This expression will be finite for all x at this order if the divergent part
(Fy A(x)) is exactly cancelled by that of Fy,(pu), i.e.

Fi A(x) — Fy A(p) is regular in  and p for A — oo.
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This translates into the fact that the divergent part of F a(x) must be inde-
pendent of z and essentially a constant. We can now define the renormalized
F(z) as the limit of Fj(x) for A — oo. The above condition is satisfied for
the integral (1.2) and so

Fe) = Mn-+alu— o) [ h (mf” +OMY).

)(E+ 1)
We can now say that the theory is renormalized to this order. What we
“silently” did in (1.6) is an apparent “addition of a divergent” term daA to
cancel the divergence. These terms (which also occur in higher orders) are
called counterterms. They “appear” to absorb the infinite but unobservable
shifts between the bare parameters and the physical parameters. This mech-
anism is a generic: a divergence coming from the n*® term of the perturbative
expansion is cancelled by the expansion in powers of Ar of the n — 1 preceding
terms. It is noteworthy that this cancellation is possible only if the divergence
of F} o(x) is independent of z, i.e. just a number. If that is not the case,
then Fy 5 (x) — Fy a(p) will diverge for every = # p. This would entail going
through the renormalization procedure (at least) once again introducing (at
least) one more independent coupling constant, which does not agree with the
fact that our theory is defined to have only one free parameter.
The analysis follows through for higher orders in perturbation theory. So
we would have

FA(2) = AR + 0aA + 83\ + (AR + 2Ar0aA) Fia () + AR Foa(2) + O(NR)

where we have used A = A\5+0(\}) and A3 = A% +2Aré2A+O(A},). Imposing
Ar = F(u) once again, we obtain

0sh = 2X% (Fua(m)® = MhFaa(p).
Substituting back, we obtain
Fp(x) = Mg + X (FLa(z) = Fia(p) + Xg [Foa(e) — Foa(p)—
2F1 A (1) (Fia(z) — Fia(p)] + O(Xg).

To eliminate the divergence, we require

Fop(z) — Fop(p) — 2F1 A (p) (Fra(z) — Fia(p)) (1.8)

to be regular in x and p when A — oco. The new feature now is that we also
have F p in our constraint. For convenience we split up the F; 5’s in a regular
and a singular part for this limit

Fia(z) = Fp(z) + F A (2) .
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This decomposition is not unique since adding anything to infinity yields in-
finity again. So, the F;’) (z)’s are defined up to a regular part. It is convenient
to make the choice

Fa@) = Ff\(u) =50 (L.9)

which is also implied by the constraint in the analysis for the expansion to the
second order in . This choice is always possible if the previous constraint is
fulfilled[2]. This means that the divergent part of F} 5 is independent of x.
We can go a step further and impose a tighter constraint to F} , and choose
it to be completely independent of x for every A, because we can tune the
regular part of F; 5. So, we define

Fya(z) = f1(A). (1.10)

For our integral (1.2) we can choose

fi(A) =alogA and Fy,(z) = alog <A+$) .

Az

We now substitute back in our constraint (1.8) and obtain

FQS,A(«T) - FQS’A(M) - 2f1(A) (F{,A($) _ F{,A(,U/)) Aio,o 0
which can be rewritten as
(FQSA(CU) - 2f1(A)F{,A(3:)) — (FQSA(M) _ 2f1(A)F{,A(M)) A=oo

The structure is the same as (1.9) up to the replacement Fyy — F5p —
2f1(A)F] , and can therefore have the same solution as (1.10). We have:

Fy a(2) = 2/1(A) FT 5 () + fa(A)

where fo(A) is any function of A independent of z. Apparently, the divergent
part of Fy, does depends on x, unlike F},. This dependence however is
determined by the first order of the perturioative expansion. The d A term
used to remove the O(A\3) divergence, has produced an z-dependent divergent
term at order A%, namely 2AgdoAFy A (). This kind of dependence is generic
in renormalization. The counterterms that remove divergences at a given
order produce divergences in higher orders. If the theory is renormalizable,
these divergences contribute to the cancellation of divergences that appear
at higher order. In this sense, this procedure suggests a precise structure
of the divergent parts of the successive terms of the perturbative expansion.
At n'* order, the singular part of F, A involves z-dependent terms entirely
determined by the preceding terms plus one new that is xz-dependent. In our

case, we find

Fp\(x) = 202 log A log <AA+:1::E> + fa(A).
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Going to higher orders makes it increasingly technical without adding to
the circle of ideas already presented. As a rule of thumb, renormalized pertur-
bation theory is technically easier, especially for multiloop diagrams (higher
order expansion).

What we essentially did so far is the following. We just reparametrized our
theory in terms of the physical quantity Ar. By renormalizing F' we pay the
price of letting Ao go to infinity for the limit A — oo (if we plug (1.7) in (1.5)).
But this is not a problem because Ag is not a measurable physical parameter. It
is merely something helpful for intermediate calculations. The interpretation
of the procedure we followed however is rather obscure. It seems like we first
introduced unphysical (bare) quantities that make everything infinite, and
then rewrite everything in a way that it looks like we “added” other divergent
quantities (counterterms) to compensate for the original divergences.

Nonetheless, the program works! In a realistic, renormalizable theory, we
can follow the procedure outlined in our toy model and get sensible results that
agree with experiments. Until the physical interpretation of the renormaliza-
tion procedure was developed by Ken Wilson many people felt uneasy about
renormalization. At first, it seems like it is nothing more that a well-organized
mathematical trick to hide what is not well understood. The physical picture
that we will eventually discuss in the following is that of renormalization group
flows in the space of theories.

1.2 Wilsonian Renormalization Theory

To discuss Wilson’s analysis it suffices to work in ¢* theory. This will provide
the basic qualitative results of the renormalization group (RG) program. We
will further make this discussion more intelligible by using a sharp momentum
cutoff instead of the method of dimensional regularization which is briefly
described in Appendix A. This is also more closely related to the RG procedure
in the context of the gauge/gravity duality which is discussed in Chapter 4.

The starting point is the construction of Green’s functions of the ¢* theory
in terms of a functional integral representation of the generating functional
ZJ]

= / Do et [IE+T8],
A
We then impose a Sharp ulgraviolet cutoff A by integrating only over the field
configurations ¢(z) = [ (gwl)“d e*@¢(k) such that ¢(k) = 0 for |k| > A. This

amounts to taking 1nto account the influence of quantum fluctuations at very
short distances (L = 1/A) or equivalently very large momenta. But to ensure
that large momenta are controlled we have to ensure that we are working
in Euclidean space. This is crucial. If we remain in Minkowski space, the
lightlike components of k can be large while k% remains very small. In order
to obtain Euclidean momenta we perform a Wick rotation. This also makes
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this treatment relevant to statistical mechanics*. Incidentally, when the need
to rescale time and space differently as done in condensed matter physics (e.g.
the surface growth problem), the dynamical exponent z is employed. This
measures the difference in the rescaling and is discussed in section 5.1.

The next step is to to carry out the integration over the high-momentum
degrees of freedom ¢. We set J = 0 and we let A — A—0A (with 6A > 0). We
then write ¢ = ¢+ ¢ (let us use s for “slow” and f for “fast”). The fields ¢,
and ¢y are defined in such a way that the Fourier components are non zero
for |k| < (A —6A) and (A — dA) < |k| < A respectively. For convenience we
introduce a real number b < 1 and rewrite A — §A = bA.

The generating functional for the ¢* theory then becomes

Z= [ Do, [ Dos exp{~ [ d'a |} @0+ 8,00 + 5 (00 + 0
+ S 6+op]}
= [ Do, 1200 [ Doy exp - [ata |5 @00 + 36
+A (é¢§¢f + %ﬁﬁb? + éqbi’qbf + iqu‘v)} } (1.11)

It should be noted that terms quadratic in ¢s¢; vanish, since Fourier
components of different wavelengths are orthogonal. Obviously, in the final
expression all terms independent of ¢ are gathered in L(¢s).

After an integration over ¢ the result should be of the form

Z:/[D¢]bAexp (—/ddxﬁeﬂc> .

Here Lqg has only the Fourier components of ¢(k) with |k| < bA. As it turns
out, the effective Lagrangian density is equivalent to the original with some
added corrections proportional to powers of A. These corrections emerge so
that they will compensate for the removal of the large momentum Fourier
components ¢y. This is achieved by the interactions among the remaining
¢(k) that were previously mediated by fluctuations of the ¢y.

We now wish to compare the original functional integral Z[J = 0] =
[\ Do el L and Z = [ [D@],p exp (—fdd:z [,eff). We will treat the terms
after the first one (the kinetic term) as small perturbations. This is a valid

approximation as long as the coupling constants are small. In order to do this
we introduce rescaled distances and momenta in the latter

K =k/b and 1 =uzb, (1.12)

*The Euclidean functional integral for ¢* theory has precisely the same form as the
continuum description of the statistical mechanics of a magnet, where the field ¢(x) is
interpreted as the fluctuating spin field s(z).
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so that the integral is carried out over |k'| < A. As we already mentioned the
Leg is the original Lagrangian density with added corrections which are essen-
tially a sum of connected diagrams. This means that we can write (dropping
the subscript of the field)

1 1
/ddx Leg = /dd:n {2 (1+AZ) (0,0)* + 3 (m2 + AmQ) P>
1
b O AN 6! +AC (0,6) + ADS + . } .
Using the rescaled variable 2’ we obtain
d o —a |l 2 (o N2, 1/ o 2\ 2
/d a:ﬁeff—/d zb [2(1+AZ)b (3.9) +§(m +Am?) ¢
1
b (BN 64+ ACH (9,6)" + ADGS + . } ,

where Z is the so-called field-strength renormalization.
The original functional integral (1.11) gives rise to the propagator

o - 2o

= 5EIBOE+ o),

where
1 ifbA< |kl <A
@(k)z{ oA < i
0 otherwise.

It is reasonable to demand that the new functional should lead to the same
propagator. This is done by rescaling the field according to

o=t 1+az)]"e.

The rescaling leads to a transformation of the perturbations:
1 2 1 1 4
d _ d Y 12 412 144 1 (a4t
/d xceﬁc_/d :U{Q (019)" + 3m™¢” + [ N6* + AC' (9,9
+AD'¢% + .. } .
Now, the new parameters of the Lagrangian are

m? = (m?+Aam?) (1+A2)" 572 (1.13)

N o= A+AN1+AZ)2pt
' = (C+AC)(1+AZ)2p?
D' (D4 AD) (14 AZ) 2 p*=5.
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The combination of integrating out of the high momentum degrees of free-
dom and the rescaling (1.12) we can viewed as an operation acting on the
Lagrangian as a transformation. This procedure can be repeated and inte-
grate over another shell of momentum space. By doing so, another set of
transformations is inevitably introduced, analogous to (1.13). In the limit
where the parameter b is close to 1 the transformation becomes a continuous
one. In this sense, the result of this procedure we view this integration of a
field theory as a trajectory or a flow in the space of all possible Lagrangians
and here lies the core of the renormalization in the Wilsonian sense. The term
renormalization group is attributed due to the continuous generated transfor-
mations of Lagrangians. This of course does not constitute a group in any
formal way, since the integration of degrees of freedom is not invertible.

1.3 Renormalization Group Flows

Let us consider a simple case where the Lagrangian is in the vicinity of the
point where all the perturbations vanish. This means that we are close to the
point where m?,\,C, D. .. are equal to zero. The transformations will leave
this point unchanged. So, we say that the free-field Lagrangian

1
Lo = 50,60"6
is a fized point of the renormalization group transformation.
Keeping only terms that are linear in perturbations gives a simple trans-
formation law:

m?=m?"2, N=x"* ' =cCvt, D' = Dp**S. (1.14)

Since b < 1, parameters multiplied by a negative power of b will grow, while
the others will decay. The growing coefficients of the Lagrangian will carry it
away from L.

The various terms in L.g can be thought of as a set of local operators
that can be added as perturbations to L£y. As we are interested in longer
distance scales (or lower energies) couplings are affected in different ways.
The operators with coefficients that grow during the iterative procedure of
transformation are called relevant. Those that decay are called irrelevant and
those that are multiplied by b° are called marginal. For example, the mass
term ¢? is always relevant but the ¢* term is relevant only if d < 4. In the
case of d = 4 the ¢* term is marginal. The general formula that determines
the transformation of an operator with N powers of ¢ and M derivatives is:

ij’M _ bN(d/271)+MdeN7M'

From a Wilsonian point of view, any quantum field theory is defined fun-

damentally with a cutoff A that has some physical significance. For statistical
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mechanics this is translated as the inverse atomic spacing. In Quantum Elec-
trodynamics and other relevant to high energy physics theories, the cutoff
is associated with some fundamental graininess of spacetime. What all this
means is that no matter what the Lagrangian looks like at its fundamental
scale, as long as the couplings are sufficiently weak, it must be described at
the energies of our experiments by a renormalizable effective Lagrangian, Leg.

As an illustration we turn again to the renormalization group flows near
L for the case of ¢* theory. We consider three distinct cases d > 4, d = 4 and
d < 4 as shown in Fig. 1.1. For d > 4 the only relevant operators is the mass
term since it increases near the point of £y. Meanwhile, the ¢* term and all
other higher order interactions decay.

m? d>4 m? d=14

A N

m d<4

Fig. 1.1: RG flows near the free-field fixed point [3].

If we consider the d = 4 case the transformation law (1.14) does not suffice
to decide whether the ¢* term is relevant or irrelevant. We have to use the
complete set of transformations (1.13). We find the transformation

No=x— fg; log (b—l)
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which suggests that A slowly decreases as we integrate out high momentum
degrees of freedom.

For the final case of d < 4, A becomes a relevant parameter. This means
that the theory flows away from the free theory Ly as we integrate out degrees
of freedom. In other words, in large distances the ¢* interaction becomes
increasingly important. But due to the nonlinear corrections that occur when
A becomes large at one-loop, we find for d < 4 that

3\° bt -1 Ad—4] i

Y T AT d-d

What this implies is that there is a value of A at which the decrease due to
the nonlinear effect compensates the increase due to rescaling. At this point,
A remains unchanged as we integrate out degrees of freedom. This leads to a
second fixed point of the renormalization group flow. By taking the limit of
d — 4 the new fixed point merges with the free field theory fixed point and
shares the property that the mass parameter m? is increased by iteration. So,
the mass operator will be a relevant operator near the new fixed point and the
form of the flow “degenerates” to the form of the d = 4 case. In this region
(d < 4), the case of d = 2 is especially interesting: all the operators (of any
power) become relevant.

In condensed matter physics, for a given scalar field theory, the dimensions
d at which most relevant interactions become marginal is known as the critical
dimension. For example, in the case of the ¢% theory, the critical dimension
is 3.

In a quantum field theory in a arbitrary scale p the coupling constant
evolves according to the renormalization group flow equation

dg
M@ =B(g).

For a theory with several (V) coupling constants we can write

% = Bi(g1,---,9n)

upon defining ¢ = log(u/uo). It is also known as the Gell-Mann—Low equation.
In this picture, we think of (gi,...,gn) as the coordinate of a particle in
N-dimensional space, t as time, and (3;(g1,...,9gn) as a position dependent
velocity field. The idea is to study how the particle moves or flows as we
tamper with p and ¢t. Obviously, the point where § vanishes is of particular
interest. This point (¢7,..., g% ) is called the aforementioned fized point. We
can distinguish three classes:

1. Stable fixed points, whose scaling fields are all irrelevant, or at worst
marginal. These points define in condensed matter physics what we
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might call “stable phases of matter”. When a system is released some-
where in the parameter space surrounding any of these attractors, it will
scale toowards the fixed point and eventually sit there. In other words,
when the system is studied in larger and larger distance scales it will
resemble the infinitely correlated self-similar fixed point configuration.

2. Unstable fized points, whose scaling fields are all relevant. These fixed
point represent the ancient old idea of never being able to get there! The
conditions near the fixed point will force the system to flow away from
it. Despite the lack of realizable forms of matter that correspond to this
situation, they are still important as they “orient” the global RG flow
of the system.

3. Generic class of fixed points with both relevant and irrelevant scaling
fields. These points present the interesting association to phase transi-
tions. In condensed matter at fixed points the intrinsic length £ is either
zero or infinite. The first case is not interesting. The latter however,
a diverging correlation length & — oo, is an indicator of a second-order
phase transition.

As a general remark, we mention again that once the coupling constants are
fine-tuned to a fixed point, the system no longer changes under subsequent
RG transformations. In particular, it remains invariant under the change of
space or time scale associated with the transformation. So, they look the same
no matter how closely we observe them. Systems that also share this property
are fractals (Fig. 1.2).

Field theories that are insensitive to this scaling transformation, that have
zero 3 functions, are often referred to as conformal field theories. There are
also some other considerations involved that have to do with symmetries, but
these will be addressed later.

If we want to study behaviour of a theory at high energies we need to find
all its stable points under the renormalization group flow. Some couplings
may flow toward larger values while other are flowing toward zero.

In practice however, this is difficult to implement since we have no way of
calculating the functions (;(g). What is more, the point g* can be quite far
away from zero and this is known as a strong coupling fixed point. In this
case perturbation theory and Feynman diagrams break down and are of no
use in determining the properties of the theory there. In fact the fixed point
structure of very few theories is known.

Strictly speaking the conformal group is a much larger group that includes scaling
transformations. Be that as it may, cases of quantum field theories that are scale invariant
and not conformally invariant are extremely rare (see [4] for a counterexample). Therefore,
the terms scale-invariant and conformally-invariant are customarily used interchangeably.
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Fig. 1.2: This is an Apollonian packing, in which the triangular gap between three
touching circles is filled with another circle. That leaves three more gaps, which
are filled by three smaller circles, etc. Similar insensitivity to zooming in or out
characterizes physical systems at fixed point.

1.4 The Callan-Symanzik Equation

Going back to the ¢* theory let us now suppose that we want to define the
same theory at a different scale p/. This means that we are looking at a theory
whose bare Green’s functions

(QTho(w1)po(x2) - .. Po(wn) [2)

are given by the same functions of the bare coupling constant Ag and the cutoff
A. Here |Q2) represents the ground state. The scale dependence enters when
the cutoff dependence is removed by rescaling the fields and eliminating Ay in
favor of the renormalized coupling A\. Green’s functions remain the same up
to a rescaling by powers of the field strength renormalization: Z /2,

Let us suppose that we shift the scale by du. This leads to

=+ op
A=A+ 0N

10} —>(1 + (577)(;3 .
The induced renormalized Green’s function is

G™ — (14 non)G™
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Treating G(™ as a functional of x and A we write

oG ) oG M)

— (n)
o Op + B\ oA = nonG\"™ .

dG™ =

Conventionally though, what is used is

8= 5M6)\ v = (m(sn.

This is the same § function that we mentioned in a more abstract framework
in the discussion of the RG flows. Substituting back and multiplying by #/su
we obtain

0 0
Hou B8N gy 1Y) G (21, ani A =0,

which is the so-called Callan-Symanzik equation. The parameters § and -y
are the same for every n and must be independent of z;. Since G is renor-
malized, f and v cannot depend A and therefore, by dimensional analysis,
these functions cannot depend on u. They are functions of the dimensionless
variable \ only! So, Green’s functions of massless ¢* theory must satisfy the
Callan-Symanzik equation. What it tells us is that there exist two universal
functions () and ~(A), related to the shifts in the coupling constant and
field strength, that compensate for the shift in the renormalization scale pu.
The generalization to other massless theories with dimensionless couplings is
straightforward. We mention for example QED at zero electron mass gives

0 0
Kou + 5(@)% +nya(e) + mys(e) | G (w1, xns pe) = 0,

where n and m are the number of electron and photon fields respectively in
the Green’s function and ~» and 3 are the rescaling functions of the electron
and photon fields.

1.5 Renormalization Schemes

Several ways of renormalizing a theory have been developed by field theorists
throughout the years. We will not discuss them thoroughly. We will only
describe one of them and make some comments on scheme dependence.

The most popular renormalization schemes are the Minimal Subtraction
(MS) and the related modified minimal subtraction (MS), the Dimensional

Regularization (DR) and the modified version of that (DR). We directly
present the rules for the MS scheme:

1. Dimensional regularization to control ultraviolet divergences
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2. Identify the p parameter of dimensional regularization

d4p _, ,A-D de
enf " 2P

with the energy scale of the renormalization group. This identification
set the logarithm log (u?/ud) to zero.

3. The ultraviolet divergence of a L-loop amplitude is a L'-degree poly-
nomial in 1/e:

AL | Arpa Ay 2
for some constants Ay, ..., A; and with f(p?) being a finite function of
p?. To cancel the divergence we need a L-loop order counterterm
A Ar— A
Z 2L L L—1 1

where the coefficients are now completely determined by the ultraviolet
divergence of the L-loop diagrams, but the finite term Ay is not. Its value
is determined from the renormalization scheme we use for the amplitude
1.15 and not from the divergence.

In the MS scheme there are no conditions imposed on the amplitudes. Instead,
we set Ag = 0. Similarly, the finite parts of all the other counterterms are
set to zero. The name comes from the fact that the counterterms simply
subtract the pole at ¢ = 0. The finite part of the amplitude is whatever the
loop diagrams produce and the counterterms do not mess with it. In the
similar modified minimal subtraction scheme MS, one absorbs the divergent
part plus a universal constant (which always arises along with the divergence
in Feynman diagram calculations) into the counterterms.

The DR and DR schemes are more often used in supersymmetric theories.
The schemes are similar to MS and MS schemes with a different approach
to dimensional regularization (Appendix A) called dimensional reduction. In
this case, all momenta live in D = 4 — 2¢ dimensions but the vector fields
maintain all four components. Such a reduced four-dimensional vector field
comprises one species of a D-dimensional vector plus 2¢ species of scalar with
the same mass and charge. Unlike the original dimensional regularization, the
dimensional reduction respects supersymmetry and that is the main difference
between the two.

Scheme (in)dependence

The renormalization scheme is expected to modify the coupling constant, and
in fact it does. So, for the same energy we would end up with a slightly
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different running coupling X (ug) # A(po). The differences usually appear at
one loop and are due to quantum corrections

N (po) = Apo) + O(X* (o)) -

The beta function however turns out to be independent of the renormalization
scheme up to three-loop level. We can prove this as follows.
We write the coupling constant as a power series

X (o) = Ao) 4+ c1X?(po) + c2A® + ... (1.16)
with some constants ci, co, ... The inverse coupling would be
1 1

N(po)  Awo) + (C% - 02) Apo) + - -

The inverse coupling depends on energy according to
d I =1 d\mo) = -1
dlog E Mpo) — A?(po) dlog g A*(po)

We can write the beta function in power series

BA) = b1 A% 4+ ba\3 + b3\t + ...

B(Apo)) -

and use it to get

d 1
S A Y — by \? — ..
dlog(po) A(po) 1 = b2Alpo) = baA" (ko)

Let us assume that from a different renormalization scheme we obtained the
B-function
B(N) =B + W2 + BNt 4L
and consequently
d 1
dlog(po) N (ko)

We now differentiate both sides of the coupling constant expansion (1.16) and
obtain

d [ -1
dlog(po) X (no) [V(E

= b = BN (o) — BA? (o) — .. (LT)

) + (C% - 62) +.. } (_b1>\2(uo) — b2 A’ (o)

—bg)\4(u0) — .. )
= —b; — ba A (o) — [53 —b (C% - 62)} N (o) — - -
= —b1 — boX (o) — [bs — —bocr — by (¢} = e2) | N (o) — ..

By comparison with (1.17) we see that 0} = by and b, = by but b # b
and we can guess that higher order coefficients are also different. A similar
theorem applies to theories with more coupling constants for the three-loop
and higher-order terms. Of course, physical observables are unaffected by the
renormalization scheme used.
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Geometry

As a universal strategy in physics, the relation of the Hamiltonian and the
generator of time translations is used to determine the time evolution of a
physical system. The Hamiltonian is also directly related to the total energy
of a physical system. It is therefore useful to have a Hamiltonian formulation
of a physical theory. However, in General Relativity, this turns out to be a
non-trivial task. However, it was done in a satisfactory manner in the pivotal
paper by Arnowitt, Deser, Misner [5] (ADM). They provided a consistent
way of discussing energy in curved spacetime, yielding positive values and
obeying fundamental conservation principles. This also opened the way for
positive energy theorems [6] (an interesting alternative proof can be found
in [7]) This solidified the fact that Minkowski space is stable. As we will
see (Chapter 2.2), the coordinate invariance underlying the theory creates an
analogous problem to gauge invariance in electromagnetic theory. This makes
the required breakup of spacetime into space and time more subtle than in,
for example, classical field theory.

Eventually, we will want to use the Hamilton-Jacobi theory. Since this
can be viewed in a more elemental level and is not always treated in a course
on (classical) mechanics nor (classical) field theory, we will discuss this first.
We will also have a chance to present some notions that are useful to what is
discussed in following chapters. Afterwards, we will present the Hamiltonian
formulation of General Relativity and therein, discuss Hamilton constraints.

2.1 Hamilton-Jacobi Theory

We start by describing the idea of Hamilton and Jacobi in the context of
classical mechanics.

We define the action for a trajectory as a functional of the independent
varables ¢; and p; and the Hamiltonian

5= / dt (ps(t)das(t) — H (g:(t), pi(1), 1)) . (2.1)

to

According to the modified Hamilton’s principle the true path extremizes the
action for whatever independent variation of ¢;(¢) and p;(t), for which the
initial and final positions ¢;(¢1) , gi(t2) are fixed. The difference between the

21
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modified and the original Hamilton’s principle is that we treat both position
and momentum as independent variables. In order to extremize the action we
vary both ¢;(t) and p;(t), not just ¢;(t).

Next, we make the observation that, even in the Lagrangian formulation,
adding a total time derivative of a function F'(q,p,t) will not affect the true
path

aF(q,p.t) t)> . (2.2)

s =[S (mtda®) - H (@®).0i0).6) + 5

Indeed, the true path is the same for both (2.1) and (2.2). This observation
is important because it allows us to introduce a class of coordinate transfor-
mations

Qi = Ql(qvpvt)v P = B(q»p’t)

with the all-important property that the true path satisfies Hamilton’s equa-
tions in the new coordinates:

oK . 0K

—, P =——, (2.3)
0P, 0Q;

where K is the Hamiltonian in the new coordinates that must be determined.
The class of transformations that satisfy (2.3) are called canonical transfor-
mations. It is important to note that if the transformation satisfies:

dF

pidi — H (¢i,pist) = P,Qi — K (Qi, Pi,t) + g (2.4)

0 -

then the true path that extremizes the action
t1
S1= [ de Y (PQs - K(Q.P.0)
to i

satisfies (2.3) and also extremizes

S = /dtz (pi(t)dqi(t) — H (qi(t), pi(t), 1))

by virtue of (2.4). Therefore, equations (2.3) describe the true path that
satisfies Hamilton’s equations ¢; = 0H/dp;, p; = —0H/0q; but now in the
new coordinates ), P. In other words, canonical transformations must satisfy
the form of (2.4).

Furthermore, (2.4) can be rewritten as

dF = (pidg; — PdQ;) + (K — H) dt (2.5)



2.1. Hamilton-Jacobi Theory

23

in which case we can choose a function Fj(q,@,t). Thus, for the example
where F' depends only on ¢, () and possibly time ¢, we have

oF ,  OR ) OF,

Then, the canonical transformation (¢,p) — (Q, P) is indirectly defined by
the relations
_ OF OF,

This is so because we can determine the new coordinates as functions of the
old ones Q; = Qi(q,p,t), P, = Pi(q,p,t) by solving the algebraic equations
(2.7). Comparing (2.5) and (2.6) we can see that the Hamiltonian in the new
coordinates is

o
K=H-+ i
The radical idea of Hamilton and Jacobi was to make a canonical trans-
formation in which the Hamiltonian K is zero. If a transformation like that
can be determined then the initial dynamical problem is immediately solved

in the new coordinates since the equations of motion become

Qi=0, F=0.

We immediately see that

F
=0

through which one can define F'(q, p,t). But we also have p; = 0F/0q;. There-
fore, the differential equation that £’ needs to satisfy can be written as

oF OF
v (g, ) =0, 2.
o+ (q e t) 0 (2.8)

Equation (2.8) that determines the required transformation is called the
Hamilton-Jacobi equation. Solving the Hamilton-Jacobi equation is equivalent
to solving Hamilton’s equations.

As a partial differential equation it can have more than one solution. As an
example we can work out one solution of the Hamilton-Jacobi for the simple
case of the free particle Hamiltonian

2
o=
2m
If we take )
q—Q
F(g,p,t) = la-Qr (2.9)
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as a solution, we can see that this function satisfies the Hamilton-Jacobi equa-
tion:
oF 1 <8F>2
—+— (=) =0.
ot  2m \ Jq
Therefore, we know that it will provide the required transformation. We can
now discuss the physical interpretation of F. We can recognize in (2.9) that
it describes the movement of a particle that was at the time t, at the position
Q@ and at time t at the position ¢q. This is more than just a coincidence.
Let us define the function S(q1,q2,t1,t2) as the action that emerges from
the true path that goes through ¢;(¢1) and ¢2(t2). The function

t1 q2 to
S(Q17Q2,f1,t2):/dt (pq—H):/dq}D—/dtH
to q1 t1

is no longer a functional, but merely a function in position space that depends
only on the initial and final positions and times, the connection of which is
achieved automatically via the true path. A small spacetime variation of the
initial and final points will result in the variation of the function action

dS = padqs — prdqr — Hadty + Hidty (2.10)

where p; o and Hj o are the values of momenta and the Hamiltonian at the
endpoints. From (2.10) we can deduce

_os 08
b2 8q2’ b1 o
and
oS oS
H = —— = —.
27 T oty 17 o

Therefore, the function S(q, @, t, t,) that corresponds to the function of the
true path from @ at time ¢, to ¢ at time ¢ is a solution of the Hamilton-Jacobi

% +H (qi,gi,t) =0.
This makes the function S(q, @, t,ts) the desired function F'(g, @,t) that gen-
erates the canonical transformation from (g, p) to (Q, P) and makes the Hamil-
tonian expressed in the coordinates (), P to equal zero.

However, determining S(q, @, t,t.) requires the knowledge of the true path,
and therefore the idea of Hamilton-Jacobi is not a panacea for the solution
of the dynamical equations. Nonetheless, when the Hamiltonian as it ap-
pears in (2.8) can be split in terms that depend on separate variables the
Hamilton-Jacobi equation can provide a fast mathematical solution to the
physical problem.

equation
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2.2 Electromagnetism and the Hamiltonian

Before embarking in formulating General Relativity in terms of the Hamilto-
nian, it is useful to see similar subtleties and problems that arise in electro-
magnetism in Minkowski spacetime, for similar reasons.

Although it might seem straightforward to apply the standard procedure
to obtain the Hamiltonian formulation in the classical electromagnetic field in
Minkowski spacetime, it is actually a bit more involved than that. Let us see
how this comes about.

We may start by writing the Lagrangian density in ordinary 3-dimensional
vector notation:

The momentum conjugate to A s
7=A+VV=-E.

However, it is immediately obvious that there is a problem: V does not ap-
pear in Lgy. This means that the momentum 7y conjugate to V' vanishes
identically:

my =0.

On the other hand, the Hamiltonian density H is defined as
H(g,m)=m¢— L.

This means that we cannot obtain an invertible relation between 7 and 4.
In other words, we cannot eliminate ¢ in favor of m and ¢. This leads to
a breakdown of our general prescription for obtaining a Hamiltonian. This
is directly related to the arbitrariness of gauge in A which prohibits getting
deterministic dynamics for the gauge field of the form

oH
q= 5 (2.11a)
. O0H
T = —%. (2.11b)

Fortunately, there is a way to resolve this. We can think of V' as not a
dynamical variable since 7y vanishes identically. So, we define

1

N
|
[

Hem =

T EM
_ Lrrilggozvv
= 27'(' ™ 2 ™
1 1o - S
= SR A+ B-BrVV-R-V.(VR)
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The total divergence term at the end contributes only as a boundary term in
the action and will vanish in the limit as the boundary goes to infinity for the
usual asymptotic conditions imposed on V and 7 = —FE. The main point is
that we view Hpgy as a functional of A and 7, with V playing the effective
role of a Lagrange multiplier. This means adding the equation

dHem
1%

=0

to (2.11a) and (2.11b) for A and #*. The newly added equation essentially
suggests

V-E=0 (2.12)

and (2.11a), (2.11b) yield
A = _B-vv (2.13a)
Fo= —E=-Vx(VxA) (2.13b)

and all of them are equivalent to Maxwell’s equations.

This result can be viewed as obtaining the constraint (2.12) and the evolu-
tion equations (2.11). As expected the value of Hgy for a solution of Maxwell’s
equations will be proportional to the total energy of the electromagnetic field.
This type of Hamiltonian formulation where a non-dynamical variable appears
in ‘H and is effectively a Lagrange multiplier is called constrained Hamiltonian
formulation. It is a general feature, expected to arise, in a theory where the
field variables have a gauge arbitrariness.

2.3 The ADM Formalism

Discussing the ADM [5] formulation of the dynamics of geometry boils down
to carefully formulating General Relativity as a field theory, using the Hamil-
tonian instead of the Lagrangian. A Hamiltonian formulation of a field theory
requires a breakup of spacetime into space and time. This is subtle in the
case of General Relativity and should be done with some caution. The reason
for this, as we already mentioned, is that coordinate invariance underlying
the theory creates analogous problems to gauge invariance in electromagnetic
theory. Comprehensive discussions on this topic can be found in [8] and [9].
Here, we will primarily focus on aspects related to Hamilton constraints in
the presence of gravity.

The idea of slicing spacetime into a one-parameter family of spacelike
hypersurfaces is necessary not only for the analysis of the dynamics along the
way, but also by the boundary conditions in an action principle. It is summed

*Here, A plays the role of g.
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up in [8]: “Give the 3-geometries on the two faces of a sandwich of spacetime
and adjust the 4-geometry in between to extremize the action.”

Given the 3-geometry! of the “lower” hypersurface, g;;(t,z,y, 2)dz'dz’
gives the distance squared between two points on that hypersurface. Simi-
larly for the “upper” hypersurface we have g;;(t + dt,z,y, z). Then a formula
for the proper length is N(t,x,y, z)dt of the connector at the point (z,y, 2),
where N(t,z,y, z) is the lapse function. This is properly defined as

N = —t%nq = (n®Vat) !,

where t“ is a vector field on the manifold satisfying t*V,t = 1, and n® is the
normal unit vector. The vector field t* can be interpreted as the flow in time
in spacetime.

Another thing we define is the shift vector N* by

N¢ = hagtﬁ,

where h,g is the induced metric hog = goag + nang. In this framework, N
measures the rate of flow of proper time 7 with respect to coordinate time ¢
(i.e. dr = Ndt) and N® measures the amount of shift tangential to the 3-
geometry contained in the time flow vector field ¢*. The lapse function and the
shift vector are not considered to be dynamical, since they merely prescribe a
way to move “forward in time”.

We also need a formula for the place on the “upper” hypersurface
xipper(xm) = 2" — Ni(t,z,y, z)dt where this connector is to be welded and
N'(t,z,y,z) is the so-called shift function. Now, by making use of the
Pythagorean theorem in its 4-dimensional form, we get

2 2
ds? — proper distance B proper time from
N in base 3-geometry lower to upper 3-geometry

gij(dz’ + Nidt)(da? + N7dt) — (Ndt)?.

This reasoning can be extended to more dimensions in a completely straight-
forward manner. Putting it all together the 4-metric should have the following

form:
goo gor \ _ (NsN® — N%) N
90 Gik N; Jik

In order to lower the indices of the shift functions we used N; = ¢;;, N'". The
inverse metric is

920 gzm YN ) N /N2

0 - k k nm .

g g™ NT/N? (gm—NN/NZ)

"Here, Latin letters indicate d — 1 geometry of a d-dimensional manifold. In this case

1,7 = 1,2,3. Greek indices are used for the d-dimensional description; in our discussion, for
the 4-geometry.
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We can make the following connection. A timelike unit normal vector in
covariant 1-form will look like

ng = (—N,0,0,0).
By use of the inverse metric we can obtain the tangent vector
n® = (3, —N")w) |
so that the typical “perpendicular” connector will have the components
(dt,—N™dt)
with proper length dr = Ndt.

So, we can write
1

:N(

and express the inverse metric as

n()é

t* — N%) (2.14)
g°% = hoP —pepf = pP — N2t — N*) (% — NP).

For convenient we will choose the spatial metric h,g, the lapse function N
and the covariant form of the shift vector Ny = hogN # instead of the inverse
metric ¢ as field variables. We see that these contain exactly the same
information. We can also write

vV—g9=NVh.
We now want to express the gravitational action in terms of (hqag, N, No)
with their time and space derivatives as a first step in obtaining the Hamilto-
nian functional for general relativity. We will ignore boundary terms for the

sake of simplicity.
We start with the Hilbert action

S = / vV—9Lc
M
an express the Ricci scalar R as
R= 2(Gaﬁnanﬁ - Ragnanﬁ) ,

where for G,3 we have

1
Gaﬁnanﬁ = 5 <(3)R — KaﬁKaﬁ + K2> s
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where Kz is the extrinsic curvature of the hypersurface and K = K*,. From

the definition of the

Ragno‘nﬁ =

Riemann tensor, we have

Raw%no‘nf6

—n*(VaVy =V, Vo)n”
(Van®)(Vyn?) = (Vyn*)(Van?)
—Va(n*Vyn") + V,(n*Von7)

K? — Kon K — Vo (n®V4n) + V, (n®Van?) .

The last two terms are divergences and will be discarded. Thus, we obtain

Lo =NVh(PR+ K, 3K — K?).

(2.15)

The extrinsic curvature is related to the “time derivative”, hag = ha7h55£th75

by

1
Kaﬁ = 5

1
Enhap = 3 (NVyhag + hayVgn” + hwvarﬂ)

1
— §N’1 [INRYVyhag + hayVa(NT) 4 hygV (NnY)]

1

2
1

2

N7 e "hg? ($1hs — £nhas)

SN (has = DaNg — DgNa)

where D, is the derivative associated with h,s and we used (2.14). If we
substitute back to (2.15) we obtain the gravitational action in the desired

form given in [5].

The result however gives a Lg that does not contain any time derivatives
of N or N,. Thus, their conjugate momenta vanish identically. In analogy to
electromagnetism, we interpret this as the fact that N and N, are not to be
viewed as dynamical variables. We define our Hamiltonian density by

HG = Waﬂhaﬁﬁg

1
= —h'2N®R 4 NpU/2 (naﬁwaﬁ - 27r2> + 27’ DN

= pl2 [N <(3>R T ;h_1w2> — 2N [ Do (h7127%7)]

+ 2Da(h_1/2N57r°‘ﬁ)] ,

where m = 7%,. The last term contributes as a boundary term and will be
dropped. Variation of Hg with respect to N and N, yields

1
~-OR+ h_lﬂ'aﬁﬂ'aﬁ - §h_1772 =0
Do(h™ 12790y = 0.

(2.16a)
(2.16Db)
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The dynamical equations (2.16a), (2.16b) obtained from Hg are

; 0Hg ~1/2 1
cop _ _OHe g ((3)Ra6 _ 1Rhaﬁ>
Ohag 2

2
—oNh /2 (7r°‘77776 — ;Wwaﬁ>

1 1
+§Nh71/2h°‘6 <7r757r75 - 7r2)

+h!/2 (D*DPN — h*’DYD,N)
+h12D, (h2N 7% — 2m7*D,ND) - (2.17D)

where again boundary terms have been dropped and (2.16b) was used. Equa-
tions (2.16) and (2.17) are equivalent to the vacuum Einstein equation R, =
0. This provides a constrained Hamiltonian formulation of Einstein’s equation.

However, there is still a gauge arbitrariness in our choice of configuration
field hog. This is due to diffeomorphisms. If ¢ is a diffeomorphism on the
hypersurface, then h,3 and ¢*h,g represent the same physical configuration.
What we should do is to take the configuration space of general relativity to
be the set of equivalence classes ﬁaﬁ of Riemannian metrics on the hypersur-
face, where two metrics can be considered equivalent up to a diffeomorphism
transformation. So, for a vector field w® on the hypersurface the conjugate
momenta 77 must satisfy

/ o8 ((ww +D(aw5)) - / 735 heg .

This implies that 7*? automatically satisfies
Do (R~ Y2798y = 0

and therefore the constraint (2.16b) is eliminated by this choice of configu-
ration space. The constraint (2.16a) though remains. It may be viewed as
the result of the gauge arbitrariness involved in the choice of how to “slice”
spacetime into space and time. It is analogous to the constraint which arises
when one “parametrizes” an original unconstrained theory in a fixed back-
ground spacetime. In other words, when one introduces a time function in
the Lagrangian, which defines the choice of hypersurfaces with respect to a
reference surface and treats this time function as a dynamical variable. In
such parametrized theories, the constraint (2.16a) is linear in the momentum
conjugate to the time function [9]. If this is the case, one can “deparametrize”
the theory by solving the constraint for this momentum. Unfortunately, in
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Einstein’s equation, the constraint is quadratic in momentum and a similar
“deparametrization” appears impossible. It seems impossible to find a suitable
choice of configuration space in general relativity, such that only the “true”
dynamical degrees of freedom are present in its phase space. The constraint
(2.16a) is an intrinsic and unavoidable feature of the Hamiltonian formulation
of general relativity. This provides a serious obstacle when one tries to formu-
late a quantum field theory of gravitation following the canonical quantization
approach (for details see [9]).
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Correspondence

The gauge-gravity refers to a fascinating equivalence between certain theories
with gravity and certain theories without gravity. For a bit over a decade
there has been intense research on a realization of such a duality, known as
the AdS/CFT correspondence, based on a seminal paper [10] by Maldacena,
which provides a duality between a theory with quantum gravity in d + 1
dimensions and a field theory in d dimensions. In particular, the claim is
that string theory in a Anti-de Sitter (AdS) background and a conformal filed
theory (CFT) are equivalent. In this chapter we will review the idea discussing
what motivated Maldacena to formulate the conjecture.

3.1 A first hint

The first hint of a relation between d dimensional conformal field theory in
Minkowski space is the fact that it has the same symmetry group as gravity
in d + 1 dimensional gravity in AdS space. Let us see how this comes about.

Conformal Invariance

In flat d dimensions (i.e. on Rb»1) conformal transformations are defined by

x, — x,(x):
drdr, = Q)] 2dx,dz,

It is noteworthy that what we mean by conformal invariance is not the same
as general coordinate invariance* since the metric is modified, from flat ds? =
dx),dz), to “conformally flat” ds* = [Q(z)]"2dz,dz,, yet we are studying flat
space field theories. In other words, conformal transformations are generaliza-
tions of the scale transformations that change the distance between the points
with the all-important property that all angles are preserved. Hence the name
conformal.
The conformal group be viewed as the set following transformations:

e Scale transformations: =, — x, + Az,

*Although conformal transformations are a subclass of general coordinate transforma-
tions.
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e Translations: z, — z, + a,
e Lorentz (rotations): z, — x, + w,"z, with wu,, = —w,,
and the less familiar
e special conformal transformation: =, — x,, + buaz:2 —2x,b- .

So, the symmetry group has the following generators: P, for a, and M,
for w,, which together form the Poincaré group. The new generators are
K, for the special conformal transformations parametrized by b, and the
dilatation generator D parametrized by A. We can assemble the generators in
an antisymmetric (d + 2) x (d 4+ 2) matrix

_ M#V Mu,dﬂ Mu,d+2
Myn =| —Myan 0 D
—M, 442 -D 0

with

v K, —P, v K, +P, Y
Mu7d+1 — H2 L 5 M'u7d+2 — M2 L 5 Md+17d+2 — D .

The Lie algebra of My shows that the metric in the d + 2 direction is
negative, thus the symmetry group is SO(2,d). So conformal invariance in
(1,d — 1) dimensions (d > 2) corresponds to the symmetry group SO(2, d)T.

For completeness we write down the Lie algebra of the conformal group:

[M qu] i (gup — upPy )
My, Myr] =i (gurMyp + guopMyur — gupMyr — gur M)
[M,uzxa Kp] =1 (g — Jup Ky )
[D Pu] =
D, u] =
[Py, K, =2i (gWD + M)

with all others equal to zero.

Anti-de Sitter Space

AdS space is a space of Lorentzian signature but of constant negative curva-
ture. Thus, it is the Lorentzian analogue of the so-called Lobachevski space?.
In d dimensions, de Sitter space is defined as a submanifold of Minkowski

TStrictly speaking, SO(1, d+1) is the connected component of the conformal group which
includes the identity. The conformal group is an extension that also contains the inversion
Iz, =% = Qz) =2

tBuclidean space with a constant negative curvature.
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space in one higher dimension. Let us take Minkowski space R1¢ with the
standard metric:

d—1
ds® = —dzf + Y da? + dady, -

i=1

Then de Sitter space is the submanifold described by

d—1
R? = —3034—233?4—3:?“1 (3.1)
i=1
with some positive constant R. This is the Lorentzian version of the sphere,
and it is invariant under the group SO(1,d).
Similarly, in d dimensions, anti-de Sitter space is defined by a Lobachevski-
like embedding in d 4+ 1 dimensions

d—1
ds® = —dxf + Y da} — dad,, -
i=1

and

d—1
—R2:—x3+2x?—x§+1. (3.2)
i=1

It is therefore the Lorentzian version of a Lobachevski space. So, AdSs; can
be thought of as product of four-dimensional Minkowski space times an extra
radial coordinate. The metric on Minkowski space is however multiplied by
an exponential function of the radial coordinate. AdS space is therefore an
example of a warped space since in a suitable local coordinate system the
metric is

ds® = r’n,, dz"dz” d—rz 3.3
= r*Nwdz :U+T2. (3.3)

One can see that it is invariant under the group SO(2,d — 1) that rotates the
coordinates z, = (2o, Tq+1,%1,...,T4—1) by «’* = A, z¥.
So AdS space in d + 1 dimensions has the same symmetry group as a
conformally invariant field theory in d dimensional Minkowski space!
Another useful choice of coordinates for the AdS;.; are the so-called

Poincaré coordinates where metric is given by
2
ds? = 5 ((udatda’) ,y +dz?), 220 (3.4)

The boundary at spatial infinity (r — oo) corresponds to z = 0 since z ~ R? /r
and the horizon at » = 0 corresponds to z = oo.



36

AdS/CFT Correspondence

3.2 String Theory

In the previous sections we showed that conformally invariant field theories
enjoy invariance under the same symmetries as AdS space in one extra dimen-
sion. From this point of view, we could suspect that the same symmetries
suggest similar physics. We will now turn to string theory to argue that this
is indeed true.

In string theory, the fundamental objects are no longer point-particles.
Fundamental particles are understood as excitations of one-dimensional ob-
jects (either open or closed strings). It is a theory that consistently describes
a quantum theory of gravity. Unfortunately, despite its mathematical rigour
and robustness it seems impossible to check the theory experimentally with
present day technology.

The theoretical assumption of one-dimensional fundamental objects, allows
five different consistent descriptions in 10-dimensional spacetime, which lead
to five flavors of string theory. These are all considered equivalent and are
related through a web of dualities. In the reasoning that follows, we will start
with one flavor of string theory called type IIB string theory.

Dp-branes

When open strings are considered it is necessary to impose boundary condi-
tions. There are two kinds of boundary conditions. Namely:
e Neumann boundary conditions.

In this case the component of the momentum normal to the boundary
of the world sheet vanishes. i.e.

0X,,

do o=0,7

=0.

If this holds Vu, these boundary conditions respect d-dimensional invari-
ance under Poincaré transformations. Physically, Neumann boundary
conditions mean that no momentum is flowing through the ends of the
string.

e Dirichlet boundary conditions.

In this case the positions of the two string ends are fixed so that ). X* =0
and

Xt _o=X§ and XH| __ =X

with X}' and X# constants and u = 1,...,d — p — 1. Neumann bound-
ary conditions are imposed for the other p + 1 coordinates. Dirichlet
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boundary conditions break Poincaré invariance. The constants X/ and
XH# represent the positions of Dp-branes (D stands for Dirichlet). By
Dp-brane we mean a hypersurface (a p-brane) on which a fundamental
string can end. The presence of a Dp-brane breaks Poincaré invariance
unless it is spacetime filling (p =d — 1).

In 1995 Polchinski [11] proved that what we would strictly call D-branes are
exactly extremal p-branes (hence the hybrid name Dp-branes). By doing so,
he showed that the dynamical endpoints of open string correspond to extremal
solutions of supergravity, the low energy limit of string theory.

D-branes turn out to be dynamical objects that carry energy and therefore
curve space. The so-called black D3-brane (p = 3) supergravity solution for
N coincident D3-branes is:

ds?® = H7'2di? + HY? (dr? + r?dQ3) (3.5)

R4 2
H(r)y=1+ TT,R: ArgsNa

Where R is the radius, o’ is the Regge slope equal to the string length
squared [2. The first part of the metric describes the coordinates on the D3-
branes (diz? is the four-dimensional Minkowski metric on the brane). The
second part contains the coordinates perpendicular to the branes. The metric
S® is written dQ2, as usual. The horizon is at r = 0 and the near horizon
geometry is AdSs x S°. This is the supergravity metric for the spacetime
where open strings propagate.

In the low energy limit the excitations near r = 0 and at spatial infinity
decouple from each other and we obtain one free supergravity theory and the
near horizon region the geometry of AdSs x S°.

) |

G

oo

Fig. 3.1: Stack of D3-branes and open strings with endpoints attached to the hy-
persurfaces.
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Field theory of open strings

Now let us consider the case were open strings can have endpoints on these
D-branes. There will be ¢ = 1,..., N possible states for each endpoint. Since
an open string has two endpoints, it has two so-called Chan-Paton indexes ;.
An open string state can be written as:

N
Ip;a) = > AYIpiig)

4,j=1

The Af; matrices are called the Chan-Paton factors. Amplitudes obtained
when including Chan-Paton factors are invariant under local U (N) transfor-
mations in spacetime. This is exactly what is required for Yang-Mills theories,
so it provides a basis for including the standard model in string theory. Con-
sidering coincident D-branes gives rise to massless gauge fields in the following
way:

e For N coincident Dp-branes, there are N2 massless gauge fields$.

e The open string massless states give an N’ = 4 vector supermultiplet in
(34 1) dimensions and the low effective Lagrangian is that of a N' = 4,
d =143, U(N) Super Yang-Mills (SYM) theory on the world-volume
of N coincident D-branes [12] .

For the solution (3.5) we implicitly started off with type IIB string theory and
we considered a low energy limit where the theory on the D3-brane decouples
from the bulk. By the low energy limit we mean the following: we keep the
type IIB string coupling gs and the energies fixed by taking the equivalent
limit:

The N = 4 SYM on the D3-branes however, is not enough to give a full
description of the resulting physics. Two more things need to be considered.

1. There are closed strings living in the bulk. This gives supergravity cou-
pled to the massive modes of the string. In the low energy limit only
supergravity survives.

2. Two open strings living on a D-brane may collide and form a closed
string. The closed string is no longer confined on the D-brane and may
move away as Hawking radiation.

§A string gains mass from its tension. In the limit where the branes coincide the strings
become massless.
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This means that there should be a relation between the theory of open strings
living on the D-branes (N = 4 SYM) and the gravity theory of the bulk.
Qualitatively, the action of these strings would look something like:

S = Sbulk + Sbrane + Sinteractions

In the low energy limit o/ — 0, the massive string modes drop out and
we have Spuk — Ssucra and Shrane — Snv—45yM. Meanwhile Siye oc /G ~
gs0’> — 0. So we effectively get two decoupled systems: free gravity in the
bulk and N =4, d =1+ 3 SYM on the D3-branes.

3.3 The AdS/CFT Duality

Since we started from the same theory, namely type IIB string theory, and
using two descriptions we obtained—in the low energy limit—two decoupled
theories. In both cases one of the decoupled systems is supergravity in flat
space. It is therefore natural to assume that we can identify the second system
that appears in both descriptions.

The conjecture essentially states that since the starting point was a quan-
tum theory that includes gravity the correspondence is valid beyond the su-
pergravity approximation. In [10] the statement is: “Type IIB string theory
on AdSs x S® plus appropriate boundary conditions is dual to N' =4, d = 143
U(N) Super Yang-Mills”. More specifically, the U(1) subgroup of U(N') decou-
ples as a free theory and does not participate in the duality. In particular, the
U(1) vector supermultiplet includes six scalars which are related the center
of mass of all the D-branes. From the AdS space point of view these zero
modes live at the boundary, and it looks like we might or might not decide to
include them in the AdS theory. Depending on this choice we could have a
correspondence to an SU(V) or a U(IV) theory. We therefore have the choice
to interpreted U(1) as living on the boundary and the SU(NNV) living in the
bulk, which is why the U(1) is not necessarily relevant. So the gauge group in
the duality can effectively be SU(N) as a result of the large N limit¥.

The next step in Maldacena’s approach was to identify the parameters of
the two theories and relate them. On the one side we have the Yang-Mills
coupling constant gy s and the number of colors N of the non-Abelian group
SU(N). On the gravity side we have the type IIB solution in AdS5 x S® which
has the string coupling constant gs and the radius R. These parameters were
related by Maldacena in the following way

4
9s = Gy a% =dngd N = 4n )

TEssentially we can write U(N) ~ SU(N) x U(1). This effectively means that £ —
Ly + Lsyvy. But U(1) is Abelian and therefore the gauge fields commute; consequently,
the U(1) factor does not feel the strong gauge interactions .
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where A is the 't Hooft coupling.
We can distinguish two limits where the duality becomes useful:

1. The large N limit
also known as the 't Hooft limit, for which we have N — oo and g% ulN =
A < 1 and fixed. In this limit the string coupling (gs = A\/N) tends to
zero. So it is possible to perform string calculations at tree level, the
classical limit of string theory.

2. The strong coupling limit

in this case we take A — oo which makes the string tension very large.
This accounts for making all the massive modes extremely heavy. If we
keep the AdS radii fixed, we are dealing with the case were [2 = o/ — 0.
Strictly speaking one cannot send the dimensionful string length to zero.
What one means by this is to consider energy scales for which string
excitations may be neglected. If we consider the string length fixed and
still take A large, the radius of S° tends to infinity. Then all curvatures
are “small” and quantum gravity corrections may be neglected: classical
supergravity is adequate.

Another property related to the strong coupling limit is supersymmetry. Quan-
tum field theories at strong coupling are susceptible to severe instabilities. An
example of that is when particle and antiparticle pairs can appear sponta-
neously with their negative potential energy exceeding their positive rest and
kinetic energies. Supersymmetric theories however have a stabilizing property
because of the nature of the Hamiltonian!l.

Because all this, it seems impossible to prove the conjecture. This would
require non-perturbative solutions of either the N' = 4 SYM or the string
theory in the AdSs; x S°. But we do not have a good definition of non-
perturbative type IIB string theory. Even at tree level we do not know how
to solve the theory completely. However, if the duality is true, this feature is
exactly what makes the conjecture so powerful. Stated differently, it is always
possible to choose the description where perturbative methods (and therefore
calculations) are possible. Moreover, it is possible and advantageous to view
the N' =4 SYM as the definition of non-perturbative type IIB string theory
on the AdS5 x S° background.

More intuitively, it is useful to bear in mind that the metric (3.3) at the
limit of the radial coordinate goes to infinity the exponential part blows up.
That is what we call the boundary of AdS space and there is where the dual
field theory lives. String theory excitations extend all the way to the boundary
and in this way one obtains a map from string theory states to states in the
field theory living on the boundary.

IThe Hamiltonian is the square of a Hermitian supercharge and therefore bounded from
below.
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Finally, it is worth mentioning, that the duality has not been proven wrong
either. It has been argued that the conjecture is so audacious that it should
be easy to disprove. Instead, qualitatively, we obtain exactly what we would
physically expect, for a wide variety of situations™. So, despite a lot of at-
tention, the conjecture has resisted invalidation. On the contrary, compelling
evidence have accumulated.

3.4 The AdS/CFT Dictionary

In the original paper [10] Maldacena did not provide the exact correspondence
between elements of the bulk and the boundary theory. This was done by Gub-
ser, Klebanov and Polyakov [14] and independently by Witten [15]. We start
by making some observations. A conformal field theory does not have particle
(massive) states or an S-matrix. If a mass was introduced, that would auto-
matically infuse a scale and break conformal invariance. Moreover, the lack
of massive states, renders the S-matrix singular. The only physical observ-
ables, that is, well-defined and meaningful quantities, in a CFT are correlation
functions of gauge-invariant operators. What is necessary is an explicit pre-
scription for relating such correlation functions to computable quantities in
the bulk theory. The operators are defined at a point. This corresponds to
perturbing the gauge theory in the ultraviolet. As explained in Chapter 4 this
amounts to considering the gauge theory at the boundary of the AdS space.

More concretely, if we consider the corresponding operator O we can add
the term [ d'z ¢y (Z) O (%) to the Lagrangian. It is natural to assume that
this will change the boundary condition of the dilaton at the boundary of
AdS to ¢ (7, 2)],_y = ¢o (¥). As argued in [14, 15] we can write for the string
theory full partition function:

(e #20@O@) =z [6(F D=0 (@] (36)

The left hand side is the generating function of correlation functions in the
field theory side. So, we can calculate correlation functions of O by taking
functional derivatives with respect to ¢y and then setting ¢y = 0. Each
differentiation brings down an insertion O, which “sends” a closed string state
into the bulk. Feynman diagrams can then be used to compute the interactions
of particles in the bulk. In the classical supergravity limit, the only diagrams
that contribute are the tree-level diagrams of the gravity theory (Fig. 3.2).

This is a rather general method for defining the correlation functions of
a field theory dual to a gravity theory in the bulk. In principle it applies to
any theory of gravity [15]. Each field propagating in AdS is in a one to one
correspondence with a single-trace operator in the field theory. Let us consider

**For example, the quark gluon plasma in RHIC physics is treated as an application of
the AdS/CFT correspondence without knowing the gravity dual of QCDJ[13].
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a scalar field ¢ of mass m in Euclidean AdSs5. Close to the boundary the wave
equation has two independent solutions which behave like 2~ and 22 with

d /d?2
A= a 2,0,2
2—!— 4—|—Rm

determined by the equations of motion. In order to get consistent behavior
for the massive field the boundary condition for the partition function of (3.6)
should be changed to

¢ (T,€) = lim ™2y (7).

This leads to assigning a scaling dimension to ¢g of the form [length]A_d S0
that ¢ is indeed dimensionless. This implies that the associated operator O
has dimension A.

Fig. 3.2: Correlation functions can be calculated in terms of classical supergravity
Feynman diagrams. Here we see the leading contribution coming from a disconnected
diagram plus connected pieces involving interactions of the supergravity fields in the
bulk of AdS . At tree level, these diagrams and those related to them by crossing are
the only ones that contribute to the four-point function [16].

It is noteworthy that since the CFT always has a stress-energy tensor
T, as gauge invariant operator. This corresponds to the metric g,, in the
bulk. Therefore the AdS/CFT correspondence always involves a gravitational
theory for the bulk. Another bulk field is the dilaton which corresponds to
the Lagrangian of the CFT. This is because a small change in the gauge
coupling which is dual to the string coupling determined by the dilaton, adds
an operator proportional to the Lagrangian. Meanwhile, massless gauge fields
in the bulk correspond to global currents in the field theory.

A more general dictionary of various elements and their corresponding
analogs is given in Table 3.1. This is by no means complete but not because
of negligence. In fact, the known dictionary relating spacetime concepts in the
bulk and field theory concepts on the boundary is still being developed. So,
this is merely an example of some “entities” that have a proper corresponding
description on both sides of the duality.
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Corresponding elements

Gravity (bulk) Gauge theory (boundary)
field ¢ operator O
graviton g, Energy-momentum tensor 7},
mass of the field dimension of operator
gauge symmetry global symmetry
gauge field conserved current
Chern-Simons term anomaly
Isometry conformal symmetry

Table 3.1: Corresponding elements in AdS/CFT
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The holographic RG is based on the idea that the radial coordinate of a space-
time with asymptotically AdS geometry can be identified with the RG flow
parameter (i.e. energy scale) of the boundary field theory.

Let us consider a scale transformation of the gauge theory z# — az*. Scale
invariance implies that, if this is accompanied by a rescaling of the energy scale
E — E/a, this is a symmetry. Since z* is identified with z* in the bulk, this
scaling can be performed in the AdS metric (3.4). But when z# — az" , then
z — z/a for the scaling to be a symmetry of the metric. This leads to the
identification:

E~1/z~r.

This shows that the radial coordinate in the bulk corresponds to the energy
scale of the dual gauge theory (this was realized in [10, 14, 15, 17]). By
dimensional analysis we get £ = krl;2, where k is a dimensionless constant.
One way to define it is by identifying the energy of a string stretched from
the horizon at r = 0 to a point with radial coordinate r with scale E. But
regardless of how one determines the constant, the important fact is that
E\/Ey = 29/2z1 = 11/79.

A reasonable question, given the identification, is where is the dual gauge
theory located. A theory on

without any degrees of freedom integrated out corresponds to £ — oo. In
this case the dual gauge theory is located at the boundary (r — oo). When
high-momentum degrees of freedom are integrated out, it is translated inwards
toward the horizon.

This notion makes the correspondence more powerful. It can be generalized
to bulk theories that are only AdS asymptotically as r — oco. On the other
hand, the dual gauge theory need only be conformal in the sense that it should
approach a conformal fixed point in ultraviolet.

Given this collection of ideas it should be apparent that talking about
renormalization in the context of the AdS/CFT correspondence is in fact
relevant. We are no longer looking at gauge theories were the § functions
vanish at any scale. As long as # — 0 in the ultraviolet regime, then a dual
description can become relevant.

The first systematic development of holographic renormalization for bulk
gravity coupled to scalar fields was given in [18]. This method involves the

45
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cancellation of all cut-off related divergences from the bulk on-shell action by
the addition of counterterms on a cut-off boundary hypersurface and followed
by the removal of the cut-off. Later this method was summarized by Bianchi,
Freedmann and Skenderis [19].

Another approach was developed by de Boer, Verlinde and Verlinde (dBVV)
[20] (for reviews see [21, 22]). In their work the Hamilton-Jacobi theory is used
to separate terms in the bulk on-shell action, which can be written as local
functionals of the boundary data. The remaining, in principle non-local, part
was identified with the generating functional of a boundary field theory. This
approach is substantially different, since the boundary field theory lives on
the cut-off boundary and the generating functional contains logarithmic di-
vergences. Notwithstanding, the dBVV method provides an amazingly simple
bulk description of the renormalization group flow in deformed CFTs and also
yields the correct gravitational anomalies. Additionally, the Hamilton-Jacobi
equation directly characterizes the classical action of bulk gravity without
solving the equations of motion.

Moreover, two apparent disadvantages in the original formulation of the
dBVV method were dealt with in [23]. More specifically, they attempted to
explain exactly how the ambiguities from the solutions of the local terms can
be removed and how logarithmic counterterms can be obtained. Martelli and
Miick also include U(1) gauge fields in their treatment which provides a useful
extension to the original formulation for scalar fields coupled to gravity.

4.1 Hamilton-Jacobi applied to gravity

We now discuss the Hamilton-Jacobi formalism as applied to gravity in its
canonical form. We essentially reformulate what was discussed in section 2.2
in a way relevant and useful to what follows. In the ADM formalism (section
2.2) the bulk metric can always be written as

ds® = N2dr® + g, (v, 7)(dz* + N*dr)(dz” + Ndr) .

In this context the role of r will be similar to that of a time coordinate. There-
fore, the Hamilton-Jacobi formalism will describe flows in the radial direction
instead of the typical flow in time. Locally, diffeomorphism invariance allows
us to choose N =1 and N* = 0, which is a common gauge to work in. The
Hamiltonian treatment involves the time-slicing formalism, which assumes
that the bulk spacetime manifold can be globally foliated into hypersurfaces
specified by a time coordinate (in our case r).

The Hamilton constraint emerges by imposing the equations of motion for
the lapse function N. Variation of the action with respect to N* will give the
diffeomorphism constraint along a fixed time slice. The Hamilton constraint
will provide the Hamilton-Jacobi equation.
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As toy model we will consider gravity minimally coupled to scalar fields ¢/,
a potential V(¢) and a kinetic term 2¢"0,¢'G1s(¢)0,¢”. The Lagrangian
density will be of the form £ = V(¢) + R + 3¢"70,¢'Gr;($)d,¢’ and the
variables of the theory will be g, and the scalars ¢! at the cut-off (for the
classical trajectory). The corresponding canonical momenta will be 7, and
my given by

1 48 1 48
wo_ , T = —— . (4.1)

\/559;“/ \/g(sd)l

The constraints in phase space are
1 48 1 1
%W =H = 17 — mﬂﬁﬂz + §7I'IGIJ7FJ +L£=0 (4.2)
1 48

NG =H, = VFmru +mV,0 =0. (4.3)

Given the expressions (4.1) we can recast (4.2) into the form:

2
1 1 S 0S 608 0S5 68
N R WY e A vp O Y I T P

which gives (4.2) the desired form in terms of S[¢, g].

From a solution of the Hamilton-Jacobi equation, we can now compute
the radial derivatives of ¢! and g from the Hamilton equation of motion
G = 0H/0p. Using (4.2) we obtain the coveted flow equations:

o 1
09, 2
8¢ 27T"uy — ﬁguyﬂ'i\ . (44)

4.2 The Holographic Renormalization Group

The divergences that arise in the supergravity action in the bulk of AdS need
to be dealt with. The divergent terms are local in nature which is exactly the
case in renormalizable field theories. According to [20] the action is non-local
at the scale of the cut-off , but at a much lower energy scale a part of it
can be represented as a local action. Following this reasoning the action is
decomposed in a local and a non-local part

S [¢,g] = Sloc [¢ag] +T [(b:g] . (45)
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Here, I' represents the effective action of the gauge theory and contains all
higher derivative and non-local terms and Sj,. includes all these local, diver-
gent terms.

To make the discussion more concrete let us take

Soc 9] = [ V3 (U(0) + B(0)R+ 50,6/ M1(0)0")

where U, ® and My  are local functions of the couplings. One needs to be
careful when defining S, since, in general it will be non-local. To this end,
a scaling procedure is required. What should not be done, is to simply see
how things rescale under rescalings of the metric. The reason is that the non-
locality of S will not make this work properly. The right thing to do is to
assign a degree +2 to g,, and a degree A; — 4 to ¢!, In order to motivate
this we should have the following in mind. In the Poincaré patch, the metric
of AdS5 x S° is described by

ds® = dr? + eQT/an,dx“dx”

which is invariant under

—2a/L
r—r-+a, Nuv — M€ / ,

where L is the AdSs radius L = (g3 ,,N )1/ % A generic solution for the ¢ field
is

¢(T) ~ Cw(A—éJE)r/L + ﬁe—Ar/L +
and A satisfies A(A — 4) = m2L2. For large value of rg, where the cut-off is,
we can perform the following substitutions

7 A—4) 7 ~ —2a
¢N6T( )¢7 gN€2a97 rg —T0+a

which will leave the supergravity solution unchanged. Because of this trans-
formation prescription we decide to assign the aforementioned degrees to g,
and ¢!.

Now, Sjoc is defined to be the local term that contains at least the complete
part of S that has a degree larger than zero. However, there is an ambiguity
in (4.5) since terms with zero and negative degree, in other words, finite local
terms may be shifted between Sy, and I'. This is a manifestation of the
usual ambiguity of choosing a renormalization scheme, which was discussed in
section 1.5.

Fortunately though, the Hamilton-Jacobi theory takes care of that. As
we will see, it provides a way to choose an appropriate set of local terms in
Sloc and terms with positive degree are fixed unambiguously in this way. As
expected, this procedure makes sense only for marginal and relevant pertur-
bations. Irrelevant perturbations may appear in terms of arbitrary positive
degree.
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Now, the most critical step of this method is to split the on-shell action
based on power divergences:

S=($O+5® 4. .. +5emM) 41, (4.6)

loc

where the power divergent terms are denoted by SEK) L =0,....n. Given
(4.1) the momentum 7 naturally splits into

=70 7@ 4 47 AT

and similarly for 7.

The key point of the dBVV method is to insert the expansion (4.6) into
the Hamilton constraint (4.2) and combine the contributions of the left hand
side that have the same scaling degree as the terms on the right hand side and
require them to cancel. This amounts to splitting the Hamilton constraint
into a derivative expansion

H=HO +H® 4 4 HO LN

where H(¥) denotes those terms in H that stem only from the counterterms
and contain a total of k inverse metrics. This is essentially a different way of
writing the Hamiltonian constraint in a form which makes the contributions
from the various counterterms explicit.

For this purpose we can define

sWl.g) = [ ViU (47)
20 = [vi(e@r+ o) )
which is reasonable since

L9%.g) = ViV()
£06.9) = Vi (R+50:0/Gr(@)9"”)

according to the power-counting prescription that we have.
The Hamilton-Jacobi equations then can be cast in the form:

{8,834+ L9 4+ £® =0,
where the brackets here denote:

5.5y HMS)Q_ g 38 38 101508 38

NAE Sghv Sghv Sghe 2 Sl s |
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By the scaling procedure explained, we have

{Siot Ston } = £© (4.92)
2 {50,582} = £
2{su0.T}+{si 52} = 0. (4.9b)

The ambiguity of (4.5) is also reflected here in the sense that S can also
contain terms of scaling weight< 0. Focusing on (4.9a) and collecting the
various terms we obtain

1 1
V= §U2 — 5G”@IUaJU. (4.10)

This is the usual relation between scalar potential and superpotential of su-
pergravity (for example [24]) which was recovered here by bosonic analysis.
We also obtain

. 1

from (4.4) where Poincaré invariant solutions of the supergravity system alone
are considered. In that case, S = .5 ©) and {S 0 g (0)} = £ is the only non-

loc loc’ ~loc
trivial equation. Thus, we can recover all the information about the simple

flow directly from the Hamilton-Jacobi equation.
The following ansatz solves (4.11):

Juv = a2§ul/ )
with g, independent of r and a satisfies
. 1
a= —6U(¢)a. (4.12)

The parameter a determines the physical scale. We replace the r derivatives
in the flow equations by derivatives with respect to a using (4.12). We obtain

d

a%qﬁl = ﬁl(@
with the following form for the S-functions
6
1) = ~ {55 ¢ (901U (@)

which are ¢!-dependent. Near the AdS boundary we have

Bl (o)~ (Ar—4) 6" + ...
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These (-functions do indeed play the role of G-functions in the renormalization
group equations.

IT should be noted that he solution of U to (4.10) is not unique. We can
identify U with the superpotential for supersymmetric flows, but this is not
a relation that generally holds. We can approach this issue perturbatively
around a critical point of V' which will also be a critical point of U. We use a
basis where G is 477 and (4.10) can be rewritten as

1 1
§U2 -5 (BU)?* = V. (4.13)

By implicitly assuming that there exists a classical solution for V' that can be
extended from the boundary to the interior, we get some restrictions on the
potential V. Apparently, it forces it to be of a supersymmetric form. We can
expand the 5-dimensional potential in powers of ¢!

1
V=12- im%sblsbl + g1 e’ ¢ d" + ..

where a possible linear terms in ¢! can be removed by the freedom to shift
the fields. We can attempt a similar expansion for U to obtain a solution to
(4.13) for the 4-dimensional potential,

1
U=6+ 5)\I¢I¢I + Arixd 7ot

where the constant term has been chosen in order to match with that of V.
The B-functions are

Bl=—(4—-Ap¢" — oo™
with
A]:4—/\[, C[JK:?))\[JK (4.14)

the scaling dimensions and operator product coefficients of the operators Oy
corresponding to the couplings ¢!. Inserting both expansions back to (4.13)
we obtain

N — 4\ =m?.

If we insert it back to (4.14) we obtain the standard relation (A(A —4) =
m?L?) between the scaling dimensions A of the 4-dimensional couplings and
the corresponding masses mj of the 5-dimensional fields. This relation implies
that the 5-dimensional potential must satisfy a unitarity bound m? > —4,
otherwise there will be no bounded solutions that extend to the asymptotic
boundary. This is of course the Breitenlohner-Freedman bound for stability in
AdS space. The existence of a perturbative solution implies that the masses
of the fields need to be consistent with an AdS solution.
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Going to the next order we obtain
A1+ A7+ Ak —4MN) A\uk = —91iK

which expresses the operator product coefficients cyjx in terms of the cubic
term in V.
An infinitesimal variation 0U respects (4.13) provided that

AUSU — 60;U0; (U) =0 or (4 T 5’31) SU =0.

This means that the terms that have a total dimension 4 are not determined by
the Hamilton-Jacobi constraint. Interestingly, these are exactly those terms
that remain finite in the continuum limit. In other words, the Hamilton-Jacobi
relation apparently constraints only the divergent terms of the potential U but
not the finite part. These are the terms that survive as finite local terms in
the boundary effective action.

Moreover, there are discrete ambiguities in U since for example A\; can be
either Aj or 4 — Ay. If the space is asymptotic AdS, the boundary conditions
in the infra-red limit will determine that the right solution is 4—Aj. In general
however, more general U can appear.

If we move to the next level of the action expansion and use 2 {Sl(c?c)’ 51(02 C) } =

£ we obtain the following equations

6
Eogd = —20+ i
6 K K K
—2Mp; + EGIJ = —12070;® + " Ox M1y — B 0rMKy — 3701 M1k
pglo= —6M"9;0.

In [23] a perturbative approach is also employed, but for only one field ¢
but for d dimensions. The discussion then becomes a bit more involved in
settling the discrete ambiguities. In their notation and conventions:

d(d—1)

V="

1 1 1
+ §m2¢2 + gvgg&” + Ev4¢4 +O(¢%),

where the constant part represents a negative cosmological constant. A sim-
ilar expansion for U is used in order for each coefficient to be determined
recursively:

1 1 1
U=wuy+uiop+ §U2¢2 + §¢>3 + E¢4 +0(¢°).

They find a breakdown for the procedure for A = d/6, since

2L
6\ —d

uz = U3,
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which leaves the coefficient u3z undetermined. A more general breakdown will
occur for

(k—2)d

2k
for k > 2. This will leave the uy coefficient undetermined and the boundary
integral of ¢ is finite in the limit where the cut-off goes to infinity. A similar
relation also occurs at higher levels.

The main idea so far is to find the power divergent terms by writing down
the most general set of covariant local counterterms up to the necessary level.
Then we solve for them by asking that they satisfy the Hamiltonian constraint
for arbitrary and independent values of boundary conditions of the fields. This
does not prove that the method will yield all power divergences. However,
there is no counter-example that suggests that the method will not.

A=

Callan-Symanzik equation

The functional I contains all the information about the correlation functions
of the theory via the identity

1 0 1 0

\/§ 5¢h ($1) e \/g 5d)]n (»Tn)
for the case of many scalars. From this, the Callan-Symanzik equation can be
derived using (4.9b) which implies

1 w0 I 0
7 <2g 5g5 B (9) 5ol
What we need to do, in order to derive the Callan-Symanzik equations for
expectation values of local operators, we vary the last relation with respect
to the fields ¢! as we do in (4.15). After the variations, the fields are put to
their constant average value given by the couplings of the gauge theory.

If we take one extra step and assume the metric to be of the form g, =
a277,w, with a being x#-dependent, the 4-derivatives will drop out. Therefore,
they will play no role, as long as operators at different points in space are
considered. Then the resulting expression is integrated over all space and the
functional derivatives are to be replaced by ordinary derivatives using

_2/ w 0 _ 0 /5_3
I g = “9a” 5oT — 9l

This way, we can obtain the standard form of the Callan-Symanzik equations
from (4.16):

(Or(21) ... Or, (zn)) Il¢,g9],  (415)

> [ [¢, g] = 4 — derivative terms. (4.16)

(a(fa + 5181> (Or,(z1) ... Or, (x0))

n

+3 9,7 (O (21) ... Oy (@) ... Op, (2n)) = 0, (4.17)

=1
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where 77/ = V37 represent the anomalous scaling dimensions of the opera-
tors Oj.

In this procedure the Callan-Symanzik (4.17) still “carries” a finite cut-off.
We need to take the limit 7 — co. Thus, we write the metric and the couplings
as

—2 R
gMV =€ gp,y
and

o' = ¢! (dr,€)

where R denotes the renormalized metric and coupling which are kept fixed
in the limit ¢ — 0. By integrating the RG-flow we obtain the relation between
the bare and the renormalized couplings

eagfz—ﬂfw), ' = ok, ate=1.

The renormalized effective action I'g is defined by
I'r[¢r.9r] = lg}% [ finite [¢(¢R, €), 6_293}

where [gpite is obtained from I' by subtracting the divergent part. Now the
action should again satisfy the Callan-Symanzik equation, but expressed in
terms of the renormalized couplings and metric

PR I 5
Nz <2gR g ﬁR(CbR)@

Beta-functions can be viewed as vector fields in the space of couplings as was
discussed in section 1.3, which means that

) T'r R, gr] = local terms.

5 46

I — -
5W_ﬁR5¢é

If we also use the following definition of the renormalized operators
¢’
T
it is possible to obtain the Callan-Symanzik equations for all renormalized
n-point functions

Ok =0y,

(a(s; + ﬁé&) <Oﬁ (1) ... Oﬁ (xn)>

+ 3 WO (a1) ... OF (i) ... OF (wn) ) = 0.

i=1
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Gauge Fields and Hamilton-Jacobi

In the application of the Hamilton-Jacobi theory to the case of non-relativistic
gauge/gravity duality, it is necessary to be able to treat gauge (vector) fields
as well as scalar fields as we shall see in the following chapter. To this end,
we present here the variation that includes vector fields in the original action.
We start by considering the following action:

S = / dtlz /g (—ifz + %gwama,,(ﬁ + V(o) + iK(qﬁ)FWF’“’

1
+2M2(¢)A#A“> ,

where we used tildes and Greek letters do denote d+ 1 dimensions. The scalar
potential, V(¢), has a stable fixed point at ¢ = 0. The vector part of the
action also includes a massive gauge field. We employ the ADM formalism
once again, and we write the metric as

. nin' + n? n;

Guv ni i )

where we treat r as the zeroth component. The action now can be written as
d+1 ~ 1 1 v 1 v
S=[d""xz+\/gn —zR + 59“ 0up0yd + V() + ZK((b)FWF“
1
+2M2(¢)A#A“> :

We can gauge fix the following quantities

n=1 n'=0, A, =0.

This way the corresponding equations of motion, enter as constraints into the
Hamilton formalism
aS
on

0S
ont =Hi=0

S
A,

H=0

which translates into
1 1 9 1 1, 1. 5 i
H = —-R+ =(0,¢)" ++-Kg"F.iFj — -g”0;¢0;¢0 — ~M“A;A
4 2 2 2 2
1 i
— KEFY =V (9)

H; = —0,00;¢ — Kg'*Fi;F,y,
G = VYKF,).
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The gauge fixed action then reads

S= / 4 /g (—43 500 + 569010036 + V(9) + LK g P
+;M2AiAi) .

The congugate momenta are

S 1 68
T = ——
V9 6(9rgij)
1 65
T = —
V9 6(0r9)
N

through which we can rewrite the constraints

. 4 o1 1 1 1 ..
1 1 -
—§M2AZA’ — JKFFY =0
H; = 2V,n) —718;¢ — FijE7 =0
G = V,E'=0,

where H coincides with the canonical Hamiltonian density, and G = 0 is the
Maxwell equation for the electric field in the vacuum.

The bulk theory is defined on a bulk spacetime with a boundary at r = p,
with p being the cut-off parameter. In the Hamilton-Jacobi formalism the
momenta of the theory are obtained from the on-shell action S as a func-
tional of the prescribed boundary data, g;; (z,p), ¢ (x,p) and A; (z,p) from
the appropriate variations

y 158
R
V9 09i
1 4S5
T = ——
V9 60
o 108

VI 0A;

with respect to the boundary data.
In order to discuss the equations obtained from the constraint H = 0 , it
is convenient to group the terms of the local part of the on-shell action into
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different levels. The lowest possible counterterms for the vector sector are of
level two and read

sP = [ ey (M)A + 5POGPB04;). (@418)

After computing the momenta that arise from the sum of (4.7), (4.8) and
(4.18) and inserting them into the Hamilton constraint it is evident that the
level zero equation is unchanged, the level two contributions can always be
solved by setting P(¢) = 0. The justification for this, is that we do not expect
counterterms linear in A;. This way the gravity-scalar part of the analysis
remains the same.

The new equation to be solved is

5 UN' d—2 NZ o oMZ\
H® = (2—d_1UN+2K—2>AAZ_O.
We similarly expand U, N and M? in powers of ¢. For the flows that are of
interest to us in the last chapter, K(¢) = O(¢) and M?(¢) = O(¢?). If we
use the solution we obtained for U we get

Ny d—2
No (=2 1 2—2) —p.
0<2K0+ 2L> 0

For asymptotically massless vector fields we should have Ny = 0 [23]. Moving
to a higher order in ¢ we get

N1 =0
L
Ny = ——M3.
2 )\_1M2

Clearly a breakdown occurs for A = 1 and we have the remainder term
1 .
Hrem = iM%QSQAZA@ + O(¢3, A4) for A=1.

Proceeding to the next levels increases the number of invariants dramatically,
making the complete analysis extremely tedious. On level four however, the
resulting equations can be solved by setting to zero the coefficients of all the
terms except for F;; F [23]. This leads to the equation

where G is the constant part of the coefficient of the Fj;F' J counterterm.
The equation breaks down for d = 4 leading to a logarithmic divergence of I"
and a contribution to the conformal anomaly [23]. Thus, up to level four, the
anomaly contributions from the vector sector are

_ {—;Lngs?AiAi (A=1)
1LKF;;F (d=4).






5 | Non-relativistic
Holography

Despite the auspicious realization of a specific theory for a holographic de-
scription of a physical system, many things remain to be achieved. Most
importantly, and regardless of many attempts, the promise of managing to
describe a strongly correlated system that is experimentally tangible is yet to
be fulfilled. Notwithstanding the contribution to a qualitative understanding
of real-time dynamics and transport properties of the quark-gluon plasma in
QCD, no holographic dual matching the precise microscopic details of any
such system has emerged.

In search of a possible dual of a strongly correlated system that can be
engineered in the laboratory, attention was drawn to non-relativistic systems.
This field provides a plethora of strongly correlated systems which can be ex-
perimentally studied in detail. Moreover, some of these are of extraordinary
technological interest. The focus would of course be on non-relativistic con-
formal field theories arising from these systems that would potentially have
a gravity dual. So, the ambition is to develop a holographic approach to the
non-relativistic theories that would describe condensed matter systems.

In particular, the question might be stated as which field theories with
Galilean scaling symmetry ([25] and references therein and thereto) have a
holographic dual. Along the lines of generalizing the Poincaré algebra to the
conformal algebra, one could extend the Galilean algebra to the so called
Schrodinger algebra.

An example of a system (at least conjectured) to realize this Schrédinger
symmetry is fermions at unitarity. To achieve the desired scale invariance one
can fine tune the interactions (with an external magnetic field for example) to
obtain a massless two-body boundstate. This effectively leads to an infinite
scattering length, therefore to a strongly correlated system.

As we described in Chapter 3 the “original” AdS/CFT [10, 14, 15] corre-
spondence maps relativistic conformal field theories holographically to gravita-
tional dynamics in a higher dimensional asymptotically AdS spacetime. So, by
pushing the rules of gauge-gravity duality beyond the case considered by Mal-
dacena, the idea is to get a gravity dual of a non-relativistic field theory. The
gravity dual of non-relativistic CFTs was proposed almost simultaneously by
Son [26] on one hand and independently by Balasubramanian and McGreevy
[27] on the other. The goal is to demand respect of the Schrodinger algebra
which is obtained from the relativistic conformal algebra by reducing along
a light-cone. The procedure resembles light-cone quantization, where for a

59
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fixed light-cone momentum only a Galilean subgroup of the Lorentz group is
manifest.

Contrary to the approach of [10], the proposals of Balasubramanian, Mc-
Greevy and Son have a different starting point. The fact that the conformal
group in the context of field theories coincides with the isometries of AdS
spacetime in one extra dimension was known before the statement of the
AdS/CFT conjecture. However, Maldacena, even though he did not prove
the duality, constructed it in a very consistent and convincing manner di-
rectly through careful considerations in a string theory context. The setting
in these proposals is somewhat different. Here, the gauge/gravity duality is
a given and the starting point. Not bothering with a string theory construc-
tion, the writers accept the idea that non-relativistic CF'Ts do indeed have a
holographic gravitational dual. They directly provide the gravitational duals
focusing only on symmetry considerations. Embedding in string theory fol-
lowed in [28, 29, 30]. Following the structure of Chapter 3 we first discuss
the so-called Schrodinger group and then the corresponding geometry. We
then present the bulk theory and briefly outline an example of a string theory
embedding.

5.1 Schrodinger Group

The Schrédinger group essentially is the Galilean group which includes the
spatial translations P;, rotations M;;, Galilean boosts K;, and time transla-
tions H, with the addition of a dilatation operator D and a particle number
(or conserved rest mass) operator N. Particle numbers can be conserved and
this is related to the fact that we cannot have pairs of particles-antiparticles
creation in a non-relativistic theory. This does not exclude the presence of an-
tiparticles in a non-relativistic theory as long as it is invariant under ¢t — —t.
But this will not be the case in what we will consider here.

Scale invariance can be realized in a number of ways. We will take advan-
tage of the freedom of the relative scale dimension of time and space, called
the “dynamical critical exponent” and which we denote as z. Assuming spatial
isotropy, we can in general have the scaling action

(t, @) — (Vt,\Z)  AeR, (5.1)

where z can in principle take any positive value but for the Schrédinger case,
as we will see, it is z = 2. The dynamical critical exponent was first introduced
as an anisotropic space and time scaling of the renormalization group [31] and
we will discuss its meaning in the following.
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The relevant algebra is given for completeness:

[Mij, N] = [Mi;, D] =0, [M;j, P] =i (0 P; — djnPi)
[Mij, Ki] = i (0 K — 6 K5)

[Mij, Myg] = i (6ix Myt — Su My + 05 Myj — 81 My;)

[P, Pj] = [Ki,K;] =0, [Ki, Pj]=i;N, [D,P]=iP,,
ID,H] —izH, [D,N]=i(2—2)N.

Where 7,7 = 1,...,d label space dimensions. The last commutator indicates
that the case of z = 2 is rather special. At this value of z, the dilatations
commute with the number operator. Therefore, both D and N can be di-
agonalized, so representations of the Schrodinger algebra can be in general
labeled by the scaling dimension A and one more number ¢. For fermions at
unitarity this is precisely the fermion (particle) number. This commutator is
the mathematical expression of the fact that mass is dimensionless at z = 2
(maintaining A = 1). This is why the free Schrodinger equation can be scale
invariant with this particular time and space scaling. Moreover, the z = 2
case allows for an extra “special conformal” generator, C, to be added to the
algebra with non-trivial commutators

[D,C] = —2iC, [H,C]=—iD.

It is however noteworthy that apart from the free Schrédinger theory there
are known examples of interacting theories which respect the Schrodinger
symmetry at a quantum level and are known as non-relativistic conformal
field theories [25].

The Dynamical Critical Exponent

Before we discuss the holographic construction of the non-relativistic confor-
mal field theories it is worth mentioning a few interesting facts about z and
its physical consequences. We will start by providing a somewhat crude but
rather intuitive way of looking at z. By making the traditional identifications
for energy we see that

0
E ~ —~ N\ ? 2

based on the rescaling described by (5.1). Similarly for the momentum one
would have

) _
pN%N/\l. (5.3)

Meanwhile, if we were to examine a free Hamiltonian we could insist that it
will depend on the momentum to an arbitrary power #. That is

H ~p”.
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We immediately see from (5.2), (5.3) that this arbitrary number # has to
be equal to z. So, at least at a superficial level, the dynamical critical exponent
can be viewed as the power of the momentum that appears in the Hamiltonian
of a system. This reasoning is in full agreement with the Schrédinger equation
(z = 2). In the same spirit, it also agrees with the relativistic equation that
relates energy and momentum, F = \/p? + m?2 for 2 = 1. We can keep this in
mind when we encounter the gravity dual of a NRCFT for a general z. We
should expect that the metric will turn into that of an AdS spacetime when
we set z = 1.

Perhaps the most important aspect of z is that it has the following physical
consequence: it determines the critical dimension of interactions. To address
this, we will closely follow [32]. In this discussion, time and all frequencies
that will appear will be Euclidean, because the real time description of actions
which are non-analytic in frequencies is quite subtle.

Suppose we have a free field theory of the form

A gd =1 dw
so [k
(2m)

where A is the UV cutoff for both frequencies and momenta and ® is an
N component vector. Firstly, we integrate out modes with momenta and
energies between some lower cutoff A’ and the original cutoff A. Due to the
anisotropic rescaling between time and space, the trick is to lower the energy
and momentum cutoffs by different amounts:

(r+ 8 + [w]/) |® (w, k)

" =e A, A, =e?A, forsomel>0.

The action then becomes
o /{Ak7A }dd 1/~cdw
(2m)"

The second step according to the renormalization procedure is to rescale the
momenta, energies and the field ® in order to restore the action to its original
form with a rescaled value of the “coupling” r. If we let

( +E + |W’2/d) | (w, l€)|2 + const .

K =ek, o=elw, @&W,FK)= e~ FHAHD2H (k) | (5.4)
then the action becomes

{A ALY gd—1
S = /k ‘ klew(re2l+/<;’2+\w'!2/d)\‘1"(W’ak')|2+con5t‘

This shows that the theory can be renormalized to lower energies and momenta
by the rescalings (5.4). If we add a quartic interaction

Sint. = /UA d* gz dru (<I>2)2 ,
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it would be of interest to know whether this interaction becomes stronger
or weaker as we flow to lower energies. From (5.4), noting that the Fourier
transform implies @ (77, z') = e(*+4=3/28 (7, z), we have

o = e(szfd)lu )

So, the coupling u becomes weaker at low energies (irrelevant) if
d>d.=5—=z2.

For z = 1 we recover the result that the critical spacetime dimension of
relativistic ®* theory is d = 4. Interestingly though, for z > 1 we observe
that the critical dimension is lowered. This fact was first noted in [31] and
implies that quantum critical points are increasingly tractable by perturbative
methods. In [32], one can find an incomplete but useful list of systems that
are described by different values of z with brief explanations.

5.2 Holographic Construction

The goal would be to be able to study strongly coupled Galilean-invariant
conformal field theories using the gauge/gravity duality. In order to do this
we need to realize the Schréodinger algebra geometrically. However, we now
have two symmetry generators which may be diagonalized simultaneously and
whose eigenvalues label nonequivalent representations (in the usual AdS case,
there is only the scaling dimension). This leads to pushing the AdS/CFT
“rules” slightly: since it is impossible to arrange for the whole algebra of a
d dimensional Schrodinger invariant field theory to act as the isometries of
a d + 1 dimensional spacetime we must consider a candidate dual in d + 2
dimensions! Such geometries where explicitly constructed in [26, 27]. The
metric is (following the notation of [27]):

dt?>  dx? +2dedt dr?
ds® = L (—22 + =TT +2 L — ) (5.5)
T T T

which is invariant under the anisotropic scale transformation
(r,@,t,&) — </\r, AT, Nt AQ*%) .

Here, ¥ is a d-vector and the generators of the Schrodinger algebra are
geometrically given by

P =—i0;, H=—i0;, M;=—i (xiaj - xjai) ;

K= —i (—t@i + $i8§) ., D=—i (zt@t 20+ (2 — 2) E0e + raT) . (5.6)
N = —id, .
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The last identification is perhaps the least obvious, but rather important. The
particle number is given by the momentum in the & direction. It is common in
the AdS/CFT correspondence for global symmetries in field theory to appear
as extra dimensions in the gravitational dual. The fact that the & direction
is null ( |85]2 = 0) and that the N generator arises in the commutator of
two spacetime symmetries is rather unusual. We also note once more that
for the special case where z = 2 the dilatations commute with the number
operator. It is worth mentioning that the metric (5.5) is not invariant under
time reversal, but it is under the combined operation

Given the interpretation of the &-momentum as rest mass we can interpret
this combination C7 as charge conjugation and time reversal.

What is important here is that in systems of physical interest the number
operator (i.e. the spectrum of masses) is quantized. This tells us that £ in the
bulk description must be periodic:

This identification introduces a mass scale. Unless z = 2 we can see from
(5.6) that dilatations will not preserve the length L¢ and hence are no longer
isometries of the background. It is therefore impossible to have a scale invari-
ant Galilean theory with a nontrivial discrete mass/particle number spectrum
for z # 2.

If we compactify £, boost invariance remains unbroken precisely because
the £ direction is null; this follows from the commutator [1\7 K } = 0 in the
Schrodinger algebra [29]. Having a circle becoming very small in our geometry
may render the calculations unreliable. This is because the identification of
the null direction leads to a zero proper length, the supergravity regime cannot
be trusted. Fortunately, when considering a sector with large non-zero light-
cone momentum (along our null direction §) one finds regions in the geometry
where the circle has a non-zero size, so that the calculations can be trusted
[30]. This potential conical singularity for r — oo which suggests unreliability
of the metric in the IR, turns out to be unphysical. More specifically, the
singularity goes away as soon as we turn on finite temperature. This is,
physically, a perfectly reasonable situation: we will always have some finite T'
in a realistic cold-atom system, and thus an IR regulator. In [30] it is argued
that by considering in a finite number density resolves potential problems and
it is obviously a physically sensible thing to do. In [29] it is mentioned that
even in the T" — 0 limit the dynamics will resolve the singularity in a way
already familiar from the study of null orbifolds of flat space [33, 34, 35, 36].
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Causal Structure and Global Coordinates

Another important characteristic, is that the metric (5.5) has the causal struc-
ture that naturally reproduces the Galilean light-cone of the field theory. The
causal structure of a non-relativistic theory is intrinsically degenerate. The
metric (5.5) shares this degeneracy and therefore is consistent with the bound-
ary Galilean invariance. This a crucial ingredient in the gauge/gravity duality.
A bulk theory with a well behaved causal structure cannot be holographically
dual to a non-relativistic theory or we would end up having inconsistencies
when calculating correlation functions. In our case this is ensured by the sign
of gi, as all points at some fixed t = tg share the same causal future and past
[28, 32].

However, it should be made clear that the spacetime in question is causal
in the sense that it doesn’t have closed timelike curves. Moreover, if the sign
of g4 is reversed while keeping the orientation of £ fixed, the space can become
unstable to modes with large particle number [37]. Also, by reversing the sign
we lose non-relativistic causality. This is due to the fact that the dtd¢ term
grows at the same rate as di when going towards the boundary » — 0. In
order for the lightcones to flatten the g4 term must be negative. For z # 1,2
a different sign can lead to geodesic incompleteness at the boundary and the
so-called pp singularities [37]. In [38] the “Schrodinger” metrics (for z = 2)
are shown to have a global, geodesically complete coordinate system and that
spacetimes with z > 2 admit no global timelike Killing vector fields. This
means that the global metric will necessarily be time-dependent.

Starting from the fact that the z = 2 algebra has the central element
P_ = 0¢, we are looking for new coordinates

(t,r,7,6) = (TR, X,V)
in which H + C' and P_ are simultaneously diagonal,

H+C=0r, P_=0y.
This is accomplished by the transformation

R L X
BN RE T = )
cosT’ cosT’

§:V+%(R2+)z)tanT.

t=tanT, r=

This leads to the following form of the metric

1 X 1 =
ds? — — [R4 4 <1 + Rz)] dT? + =3 (—QdeV T+ dR? + dX)
ar? 1

4t [—2de\/ - <R2 1 )ZQ) dT? + dR? + d)?ﬂ .
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A few comments are in order. First of all, it is geodesically complete. What is
most fortunate about the above transformation is that it is considerably more
simple than the AdS counterpart. For example, in the AdS case, instead of
the relation ¢ = tan T used here, the Poincaré to global time transformation

is
2t

tanT = ———— .
1+r2+y5—1¢2
A relevant and remarkable feature of the global metric is that the difference
between the Poincaré metric is only in a single term: the coefficient of d772.
Again, comparing between the two, the AdS metric is substantially different
when expressed in Poincaré or global coordinates.

5.3 The Bulk Action

According to [27] the metric (5.5) is sourced by the following stress tensor
Tab = _Agab - 85261?900 .

It consists of a negative cosmological constant A and a pressureless “dust” of
constant density £ = (2,22 + 2z —3) L=2 for d = 3. A negative cosmological
constant is a basic ingredient and as we shall see, so is a massive vector field.

Without further delay, we give the action that can be used to engineer the
metric (5.5):

1 1
5= /dd+3x\ﬁ—g (—4F2 + gIDaP —v (\@P)) ,
where D, ® = (0, +ieA,) P , with a Mexican-hat potential
2
V(lo]) =g (|o? - v?) +A.

This produces the correct dust stress tensor for arbitrary g as long as the
o 2 52,2 _ 2(z4d)
gauge field mass is mj = e“v* = =7—.
Similarly, Son [26] uses the same ingredients to generate the solution (5.5).

He suggests the action (in his notation):

— d+2 — (1 L W?”j Iz
S=[d""“xdz+/—g 2R A 4HWH 5 c.cr,

where H,, = 0,C, — 0,C,, and of course C), is the gauge field. The desired
metric* together with

c =1

*In Son’s notation: ds = 22 [—2z72(dm+)2 + —2dztdz” + dx'dz’ + dz2].
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and the following choices

A=—(d+1)(d+2), m*=2(d+2)

1
2
is indeed a solution to the coupled Einstein and Proca equations.

Turning back to [27] we can observe that due to the non-stationary form
of the metric, the stress tensor for an electric field in the radial direction F}
has only a 00 component.

Therefore, we consider a nonzero current j¢ of the form! j& = por®. Then
we calculate (starting from Maxwell’s equation in the bulk):

1

\@aa (var®) = j*=

o —2
A a=2
! (@—2)(a—d—2)

Thus, the ansatz A; o r? solves the equations of motion, provided that

1

A=—Z(d+1)(d+2), m?=z(z4d) .

5.4 String Theory Embedding

As already mentioned, the string theory embedding was achieved by [28, 30,
29]. We will present the procedure followed by [29] and mention similarities
with the procedure followed by [28]. It is somewhat beyond the scope of this
work to thoroughly discuss this issue, so we will simply mention some basic
aspects of it.

In the work of Herzog, Rangamani and Ross [28] and independently by
Adams, Balasubramanian and McGreevy [29] the same tool is employed to
achieve a string theory embedding. Namely, the Null Melvin Twist (Appendix
C), which is a solution generating technique for I1IB supergravity.

Null Melvin Twist

Interestingly, some solutions with the desired general characteristics have al-
ready appeared using the Null Melvin Twist [39, 40]. For 7" = 0 one of the
appearing solutions yield a Schrédinger spacetime for z = 3. These theories,
which have some part of the symmetry group broken, are described as dual to
“dipole theories” which are also discussed [30]. The algorithm of the NMT is
given here and details can be found in Appendix C:

1. Choose a translationally invariant direction (e.g. y) and boost along it
by v

"Because of the term dtd¢ in the metric, this choice will produve the desired result.
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2. T-dualize along y

3. Re-diagonalize isometry generators by shifting d¢ — d¢ + ady
4. T-dualize along y again

5. Boost back along y by —v.

We follow [29] and then discuss the [28] case which is similar. The starting
point will be the extremal D3-brane, which is a IIB supergravity solution with
the following metric:

ds? = % (—dT2 n d:zQ) +h (dp2 + des§5)

where h? =1 + %l is the D3 harmonic function, and self dual flux form

1
F(5):T—5d7'/\dy/\dx1/\d:vz/\dr+Q5d9/\d¢/\d¢/\du/\dx,

with Q5 = 1/scos  cos 1 sin® . We take dy to lie along the worldvolume and d¢
along S° and choose-without loss of generality—coordinates such that y = x3.
A convenient choice for d¢ is given by the Hopf fibration S* — S5 — P? (see
Appendix C), with the metric

ds%s = dsis + (dx + A)*

with x being a local coordinate on the Hopf fiber and A is the 1-form potential
for the Kéhler form on P? so that Jp2 = dA. We take d¢ = dx. Both dy and
d¢ act freely.

The result is (ignoring ds%z for now)

ds® = % [—dr? (1+3%0%) + dy? (1- 3% + 2drdy (32p%)| + ho? (dx+A)°
B = 28p*(dx + A) A (dr + dy)
o =0 o,

with 3 = ac (see Appendix C). Nothing happend to the five-form, since T-
dualizing takes d€2°, the top form on the sphere, to dy A d§)2®, so that the twist
dp — d¢ + Bdy acts trivially. So,

Fy = (1+ %) Qsdf A de Adp A dy.

To make the Schrodinger nature of the solution transparent we take a few
more steps. We change the coordinates according to

t_y+7'
V2
y—T
€=
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so that the background becomes

ds® = h! (52p2dt2 4 2dtd§> + hp? (dy + A)?
B = 2Bp*(dx+ A)Adt
d =0 .
Adding back everything we obtain

ds® = pt (—ﬂQdeﬂ + 2dtde + da‘:’Q) +h (dp2 + p2ds§5)
B = 28p*(dx +.A) Adt
& =d .

As a final step, we take the near-horizon limit h — R?/,? and switching to the
global radial coordinate r = R?/5, which makes h = 7*/R? the solution becomes

R% [2A?
2 _ 2 2 27,2
AR?
B = 2V2 > (dx +A) Adt
d =0 o,

with A = BR?. After compactifying on S°, we recover the desired Schrédinger
geometry with d = 2 and z = 2.

In [28] essentially they perform the same procedure and obtain effectively
the same result in a slightly different notation and in changed coordinates.
We mention their result here for completeness (in their notation)

d 2
ds®> = r? (—2dudv — r2du® + di"2> + LQ + (dy + A)2 + dZJ?1
r
F(5) = 2(1+*)d1/}/\.]/\J
B(Q) = r’duA (dy 4+ A) (5.8)

in light-cone coordinates

_ 1
=23
1

where now, 3 = jae” with v being the same as before.

However, they also consider non-extremal D3-branes and repeat the NMT.
So, the starting point is the planar Schwarzschild-AdS black hole times S° with
a F| (5) flux

UZﬁ(t—‘ry), v (t_y)v (59)

1 ( dr?
d 2: 2(_ dt2 d 2 d—Q I e 2dQ2
=07 (—F(r)de* +dy? + i) + oy TR )
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where again the S° will be written as a fibration over CP2. Now the solution
generating machine leads to the string frame metric

2 _ .2 B*r2f(r) 2 f(r) o dy? 9 dr?
dsg, = T —W(dt-i-dy) —Wdt +m+da¢ +r2f( .10)
(de + A%
+ k() + d¥j
6 _ 1
© T VED
F(5) = dC(4) =214+ *)dpANJANJT
2
By = ,;"(f)<f<r>dt+dy>A<dw+A>,
with
4 2,4
f=1-"5 0 k=10 s =1+ 20 sy

with the obvious notation r for the horizon of the solution. The parameter
0 appearing in this case is an independent physical parameter. The lack of
extremality has broken the boost symmetry. Therefore, we cannot boost along
the ty plane and set this parameter equal to unity, as we could normally do
in the extremal case.

5.5 The 5d effective Lagrangian

The five dimensional Lagrangian is developed also in [28]. The starting point
is the Lagrangian of Son [26] and how that is related to the ten dimensional
IIB theory. The effective Lagrangian is repeated here

1 1
S = / A2z dry/—g (R =28 — S P - 2m2A#A“) : (5.12)

If one starts from IIB supergravity and Kaluza-Klein (Appendix D for a dis-
cussion of KK compactifications) reduce the solution (5.8) on an undeformed
S5 the procedure is straightforward and the result is the desired metric in five
dimensions. The two-form however has different behavior compared to the
case where a CP? fibration is used, because it depends on the coordinates of
S5. Such a mode of the two-form produces a massive vector transforming in

the 15 of SO(6).
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If a KK reduction is performed on (5.10)we obtain

ds = k()7 B2 F(r) (db + dy)? — f(r)d* + dy? + k(r)di®]

” 1/3 d7’2
)
~ f(r 2,4
= r2k(r)”7? [<14§2() - T2f(7’)> du® + ﬁr4+ dv? — (1 + f(r)) dudv]
13 - dr?
+k(r) <r2d:c2 + er(r)> (5.13)

where the light-cone coordinates (5.9) were used in the second line, and with
massive gauge field and scalar

23
A = m(f(r)dt—i—dy)
B r2 [(1+ f(r) B2rd
= W <2du— r4+dv> ,
e = !
k(r)’

for the same f(r) and k(r) in (5.11). In these light-cone coordinates the so-
lution asymptotically approaches the extremal solution (5.5), with § however
remaining a physical parameter, in the sense that the full metric depends on

3.

The metric (5.13) is a solution to

1
St) = 167G

4 1
P/ =g (R — 50u00" ) — Ze—&b/é”FWFW —4A, A — V(¢)>,

with scalar potential
V() = 4e*?/3(e** — 4).

The black hole geometry is not a solution to (5.12). The scalar that ap-
pears is because of the non-vanishing dilaton of the black hole geometry and
melvinization causes the fibration over CP? to be squashed. The squashing
can be intuitively ascribed to the distortion of the asymptotics of spacetime
as a feature of the NMT.

Although the writers of [28] determine this action and use it in their work,
they add it with a disclaimer. They introduce it, even though they have no
argument that the five-dimensional action describes a consistent truncation of
the full ten-dimensional theory. The mention that some modes that transform
non-trivially under SO(6) which are turned on in their ansatz may couple to
other Kaluza-Klein harmonics which they neglect. In favor of the ansatz
however, they mention that, by construction the black hole solution uplifts to
IIB supergravity.






6 Hamilton-Jacobi and
non-relativistic
holography

In the previous chapters we laid the ground so that we can finally attempt
to apply the holographic renormalization procedure, based on the Hamilton-
Jacobi theory, to the non-relativistic version of gauge/gravity duality. De-
spite the extensive literature on renormalization group flows in AdS/CFT,
this framework has not yet been implemented to the non-relativistic case.
We shall make some formal developments and in the process, exclude some
possibilities.

6.1 Non-relativistic case

For the original case, in the context of AdS/CFT, the holographic renormal-
ization procedure using the Hamilton-Jacobi theory was outlined in Chapter
4. In Chapter 5 we discussed some aspects of the more recent developments of
the gauge/gravity dualities that include non-relativistic theories. We saw in
section 5.3 that the basic ingredients of the bulk action in the newly proposed
duality—in both formulations [26, 27]-include a negative cosmological constant
and a massive gauge field.

So, as a first step, we would directly apply the method outlined in Chapter
4. In order to do so, we should first notice that the idea we used to split the
on-shell action as in (4.6) now becomes a bit more subtle. This is because
of different scaling for space and time. Thus, the scaling procedure we used
throughout Chapter 4 changes and depends on the dynamical critical exponent
z. In particular, what makes this entire procedure interesting, is the fact that
because of the form of the Schrodinger metric (z = 2), all the time componets
of the equations stemming from the Hamilton-Jacobi equation should “jump”
to the next level equation.

It is interesting to consider what we could expect to obtain from this
procedure. In [30] there is a discussion on the proposals of [26, 27| for non-
relativistic holography bearing in mind that a discrete light cone quantization
(DLCQ) of a field theory gives a non-relativistic system. Based on the known
example of performing a DLCQ on the M5 brane theory [41], it is discussed
that the DLCQ of a relativistic conformal theory with a gravity dual, is sug-
gestive of performing the DLCQ of AdS space. It is also noted that subtleties

73
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occur when performing a DLCQ of gravitational backgrounds and the gravity
approximation cannot be naively applied.

In the present case, it would be interesting if we could retrieve some struc-
ture resembling the DLCQ limit of a theory as we approach the boundary.
We will see that it is not so easy to organize things in such a way as to make
this structure transparent.

6.2 Application

In order to apply the method we massage the original metric to bring it into
a convenient form. Starting from

dt?  2dtd€ + di% + dr?
d52:L2<— + f+x+r>

r2z 72
we make the following transformation

dr? d "
%:df2:>—r:d7;:>f:1nr:>r:er.
r T

The substitution in (5.5) is then straightforward
ds® = di® — e 2T @2 4 e <2d£dt + df2)

but now the boundary is at ¥ — —oo and we implicitly take L = 1. From now
on we will write 7 as r. Now, the metric effectively has the desired form of
ds® = dr? +gij(x,7')da¢idmj where 7,5 =1,2...,d+ 2. It is also in the desired
gauge in the sense that the lapse and shift functions have the values N =1
and N’ = 0. We also have /g = (6_T)d+2 as opposed to /g = 7~ (@+3) for the
original metric (5.5).

Before moving on we will rewrite the Hamilton constraint for an action of
the general form which we derived in section 4.2:

S = /dd“x Gn (iR + %g#”awa,,gz) +V(p) + iK(q{))FWF‘“’
1
+2M2(¢)AMA“> .

We temporarily assume a metric of the form

ds® = N2dr® + g;j(z,r)dz"dx’

w [ 1/N? 0
g = 0 gij .

and the inverse metric is
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For the action we have chosen the variation yields the Hamilton constraint

1 1 1 . 1 ..
H= R+§®mf+§M%ﬁ+§K@MURJH—§¢Wm@¢

1
4
— SMPAA K (6)FyFY — V(9)

However, in our case, the inverse metric of (5.5) is
0
2r 0

0 0 €2r1d><d

This, unfortunately, renders the procedure problematic from the start, because
according to [27] in order to get the desired stress tensor we need to have an
electric field in the r direction. Therefore, we consider a nonzero current 5%
of the form j& = por®. This yields (starting from Maxwell’s equation in the
bulk and using the original form of the metric):

;%m(¢mWﬁ = b=

0o a—2
A, =
! (@—2)(a—d—2)

The important thing here is that the gauge field has a time component only.
Given the inverse metric, we see that all the remaining Maxwell related terms
in the variation of the action with respect to the lapse function vanish. More-
over, the expected interesting feature where the tt terms would appear in the
next higher level of the Hamilton-Jacobi equation is gone.

If we choose to ignore this, we can continue and see how the treatment of
the scalar potential looks like. Our potential has the form:

V(g) = (g2 +A) - 2007 + g0
c = gvP+A.

We assume that U(¢) to be:
Ly o 10y
U(p) =X+ 5)\1¢ + Z)\ggb .
Using the equation for the superpotential, as discussed in Chapter 4

Lv2- % O,U)2 =V (), (6.1)
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we have explicitly

d 2 1 AN AL
A2 Dlgpd © 4248 )\)\2724 112 .6
dl( + ot A0+ et + TR+ S e
(X26% + 236° — 201 Ma0") = ¢ — 290 + g™,

The next step is to determine each coefficient order by order. So,

d)\2
=
-1
A== dd c,
d 2 2,2
r_l)\_)\l AMoT = —29v°9°7 =
2
dA A
\ a1+ (ﬁ) — 8gv?
L= dx
25T
and
PLENDPW
= AL M2 00
g 1 + 5 + 2\ A =
N g —*/4
/\/2+2>\1.

In search of a different metric that would have the same desired character-
istic, namely Schroédinger invariance, one could look for version with non-zero
temperature and/or non-zero chemical potential. An apparently relevant case
is the derived metric (??) of [28], which we rewrite here for convenience:

dsy = r2k(r) | =@ f(r) (dt + dy)® — F(r)de? + dy? + k(r)da?]

1/3 d’l"2
+k(r) 20
with . -
) =15 k) =1 - g =1+ 2

and with massive vector and scalar

A=

1
R0 (f(r)dt + dy), e?® =

k(r)”

According to [28] this is a solution of the equations of motion from the
5 — d effective action:

_ 5 — _é 1% _1—&1’/3 w_ B >
= 167G /d RV g<R 38qu58 1) 1€ F.,F 4A,A" =V (9)
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with a scalar potential
V() = 46 (2 1)

Before even discussing how to split the action based on power divergences
(i.e. looking at the metric asymptotics) we can simply look at the zeroth order
and treat the scalar potential like we did previously. Ideally, we would like an
analytic solution of 6.1. In principle, this equation does not necessarily have
an analytic solution. We can however, try the obvious ansatz

U(p) = ae®® — be®.

We will now use the 5-dimensional version of the potential equation, as found
in [21]
1

_1 2 172
V(g)=3U* = 3U

giving

(:13 a ;C2> @I (:13 a ;d2> 20 <C2d B :1),) eletd® — 4653 166>/,

The obvious problem—the last term in the left hand side— is taken care of for
cd = 2/3. Inserting that back we get

1 1 1 1/2)\2
(3 B 2cz> Q2620 4 pesed (3 -3 (36) ) _ 4% _ 1662903

from where it is obvious that not both powers of the exponential can be correct
for a single choice of c. We need to use Taylor expansion. The potential has
the profile shown in Fig. 6.1

The Taylor expansion is

320
27

224

32
V(p)=-12+ §¢2+ ¢3+§¢4+O(¢5)-
Following the same steps as we did for the original action we assume a poten-

tial*
U(6) = At 2 M + —dad® + Ayt
AP TR TR A
This results in an imaginary constant term for the potential U(¢). The inter-

pretation of this is not so clear. We therefore abort this procedure and turn
to a more general way to determine the leading term.

*although stopping at ¢® also maintains a local minimum around ¢ = 0
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10 7

Fig. 6.1: Scalar potential for 5 — d effective action

6.3 Domain wall solutions

The general way to determine the relation between the V(¢) and U(¢) is in-
spired by supergravity but does not require supersymmetry, and it is outlined
in [42]. The motivation in [42] is phenomenological and they present a so-
lution generating technique involving branes. In our case, we have no reason
to include branes. In fact, it would make it more complicated to remain con-
sistent with the required symmetries. The fact that breaking the dilatation
symmetry results in a local action that consists only of the potential U(¢) is
something that simplifies the analysis to some extent.

On the other hand, we must reconsider the form of the metric trying to
respect as many of the symmetries of the group, but not dilatation invariance.
This results in assuming a metric of the following form:

ds? = dr? — 2 g2 4 (2a(r) <2d§dt i dg??)

where b(r) and a(r) are some functions of r that have to be determined. We
further assume a general action of gravity, scalars and a Maxwell term. We
use the conventions of [42] for the metric (by adding the factor of two before
the functions a(r) and b(r)) and in the action, so that we can compare the
results. So, the action looks like:

S:/ d*z dry/| det g, | [—1R—|—1(8¢)2_V(¢)_1F2 ’
M 4 2 4
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where M is the whole of spacetime. Rotational invariance allows for only
two components of the gauge field to be non-zero. This makes it pointless to
include a mass term for the gauge field for this class of metrics. It is also the
reason our fields and metric only have an r dependence. We can also gauge
away one component and we choose to retain the time component of the gauge
field which will be a function of the radial coordinate, f(r), only.

We can obtain the Ricci tensor:

R, = —4 (a// + (LIQ) : Rij i,j:7ét _eQa(r) (a// + a/Q) ’
Ry = e2(") (2a’ Ty 2b’2) ,

where we use primes to denote d/dr, and R;; includes the off diagonal entries
Ry¢e. The equations of motion now read:

4a/¢/ + (b// _ 82;?)
a// _ _§¢l2 (62)
22 _ _} 1 /2

which are identical to the equations in [42]. In addition, we have one more
equation for the ¢¢ component,

2
4all + 8(1/2 + 2v(¢) + (z)/ — b// + 2b/2 o 57
T

and Maxwell’s equations yield
1

NG

So, we are left with a set of non-linear equations. The purpose of this
method is to reduce the system (6.2) to three decoupled first order ordinary
differential equations two of which are separable. This method becomes non-
trivial when more than just one scalar are considered. One of the differential
equations has ¢ as the independent variable. For several scalars it would

become a difficult partial differential equation.
The idea is to assume that the potential V(¢) has the special form [42]:

2
vio) - 5 (2) - Luier

0u (VGF™) = 020 (£ (2 + 1) + f).

and verify that a solution to

10U 1

o =-3U()

= 500 3



80

Hamilton-Jacobi and non-relativistic holography

is also a solution to (6.2), which is true. For our purpose we need to generalize
the above approach to d dimensions and then proceed to solve the remaining
equations so as to define b(r) and f(r). This way we can relate the character-
istics of the desired class of metrics to the potential U and finally deduce the
leading term in the local action that is related with power divergences.



7 | Discussion

The extension of gauge/gravity duality in order to describe non-relativistic
systems is a promising endeavour. However, a lot remains to be done. There
are several subtleties involved with various aspects of non-relativistic holog-
raphy that remain unclear. Perhaps the most intriguing aspect of this new
correspondence is the one extra dimension of the bulk description (in addition
to the usual radial direction). The null £ direction which seems to be associ-
ated to conserved rest mass results in a variety of interesting features of the
theory.

In the present thesis we discussed the holographic renormalization proce-
dure, based on the Hamilton-Jacobi theory, starting from the basic idea of
ordinary renormalization. The connection of the radial direction and the en-
ergy scale of the boundary theory in “traditional” AdS/CFT correspondence
is a key element in approaching the problem of renormalizing the theory. Us-
ing tools from general relativity applied to AdS/CFT, we presented a method
of holographic renormalization.

We discussed some aspects of the recently conjectured non-relativistic holo-
graphic duality and then proceeded to bring the machinery of holographic
renormalization to the non-relativistic framework. The anisotropic scaling of
time and spatial directions makes the synthesis of the non-relativistic holo-
graphic renormalization procedure fascinating in its own right. The suspicion
was that it would be possible to regain some structure resembling the discrete
light cone quantization of a field theory in the appropriate limit.

There are several issues that need to be resolved. The main problem in
the analysis is that the null direction since it renders the existing approach in-
sufficient in maintaining information of the ¢ components of various elements.
Although, several deformations of the metric were attempted, no promising
results emerged. Finally, a generalized description was adopted in order to
determine the leading term in the renormalization procedure. This approach
remains incomplete, but it appears adequate to provide some structure with
the desired properties. However, it remains an open problem for further re-
search.
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- Appendices

A | Dimensional
Regularization

Here we outline the idea of dimensional regularization. In a nutshell, what
we do is to compute a Feynman diagram as an analytic function of arbitrary
dimensionality, d. For sufficiently small d, any loop-momentum integral will
converge. The final expression for any observable quantity should have a well-
defined limit as d — 4.

So for a loop momentum integral, we generalize its expression for d dimen-

sions
/ dp 1 B / dQyg / J pi1
@m? P+ m?? ) mt ) T mE

The area of a d-dimensional unit sphere is

ord/2
[a0,- 2
I'(d/2)
where I' is the gamma function.

We push this idea further to consider non-integer dimensionality, and write
the dimensions as d = 4 — €. So, we obtain

) dp 27.‘_(476)/2 p37€
lim 1 5 g -
e—0t ) (2m)4=c p (%) (p? 4+ m?2)
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B | Anti-de Sitter space

The maximally symmetric d-dimensional spacetime with negative curvature

(k = % < 0) is known as anti-de Sitter (AdS) space. It is the vacuum

solution of Einstein’s field equation with an attractive (negative) cosmological
constant A:

1 1
Ru—5R = SAgu
d
= " A
R 2-d
A
B = 53 90w

So, in these spacetimes the Ricci tensor is proportional to the metric tensor
(Einstein spacetimes). Maximal symmetry in addition, suggests that

R
Ryvpe = m(gwgup — GupYuo) -

Of course, in different coordinate systems the intrinsic properties must
remain the same. Calculations however, may be substantially simplified with
the right choice of coordinates. Moreover, certain characteristics can become
more transparent.

In order to describe AdS space in global coordinates we must follow a series
of transformations of the coordinates of (3.2). These are:

29 = Rcoshpcost, x441 = RcoshpsinT, x; = Rsinh pQ;

where i = 1,...,d, p >0, 0 < 7 < 27, §; are the coordinates on S¢! and
satisfy 3% ; Q7 = 1 and R is the AdS radius. Then

ds* = R? (— cosh? pdr? + dp? + sinh? de?)
where d)? is the metric of the S¢~!. Near p ~ 0 the metric becomes

ds3_g = R? (—dr® + dp* +d93}) .
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Fig. B.1: AdS;;; embedded in three dimensions

Another convenient choice of coordinates is the so-called Poincaré coordi-
nates. This coordinate system can be introduced by first defining the light
cone coordinates:

u = —(:c() — %a) ,
R2
(xo + zq)
R2

v

Redefining the other coordinates as
——

"~ Ru
Ld+1
Ru

(spacelike)

~
Il

(timelike)
and so (3.1) takes the form
Rluv + R**(t? — %) = R?

with & = Y%, 27. From this we find

1 4

xg = %(1+u2(R2+$2—t2)
1

Tq = %(1+u2(—R2+i‘2—t2)

r, = RuX' i=1,...,d—1
Tgr1 = Rut.
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It is now useful to change to the coordinate z = % In this way the Poincaré
coordinates z, &, t are defined as

1 ﬁ

Ty = Z(z2+R2+x2—t2)
1 s

Trq = Z(ZQ — R2 + x2 — t2)
RX'!

Ty, = ’i=1,...,d—1
z
Rt

Ld+1 = o

In terms of these coordinates the AdS metric takes the form
R2
ds® = = (d2* + di® — dt?).
z

The coordinate z behaves as a radial coordinate and divides the AdS space
in two regions. The first chart is the region z > 0 and corresponds to the
one half of the hyperboloid. In global coordinates this region can be obtained
by imposing the condition sinh pQ2; < 1. The other half of the hyperboloid
o < xgq corresponds to z < 0, or in global coordinates sinh p§2; > 1. As we
see in Fig. B.2 the hyperplane xg = x4 cuts the entire AdS space.

Fig. B.2: AdS hyperboloid intersected by the hyperplane zg = z4_1 -






C | Null Melvin Twist

Here we present the Null Melvin Twist and some mathematical notions rele-
vant to Chapter 5.4

C.1 Complex Projective Space

Complex projective space, CP™ sometimes denoted P™, is a compact manifold
with n complex dimensions. It can be constructed by taking C"*!/{0}, that
is a set of (21,22,...,2""1) #£ (0,0....,0) and making the identifications

(zl, 22 ... ,Z”H) ~ ()\zl, A2, ,)\z""’l) ,

for any nonzero complex A. These are homogeneous coordinates in the tradi-
tional sense of projective geometry. Thus, lines in C**! correspond to points
in CP™. One may also regard CP" as a quotient of the unit 2n + 1 sphere in
C™*! under the action of U(1):

CP™ = §2n*+1/U(1).

This is because every line in C"*! intersects the unit sphere in a circle. By
first projecting to the unit sphere and then identifying under the natural action
of U(1) one obtains C**!. For n = 1 this construction yields the classical Hopf
bundle.

C.2 Hopf Fibration

As mentioned in Chapter 5.4 convenient choice is to realize S° as a Hopf
fibration over P2.

The round metric on P* and S?"*! can be expressed in terms of invariant
1-forms of SU(V). In particular, for SU(3) we have

o1 = % (df cos ) + d¢sin 0 sin 1))
oy = % (df sin ) — d¢p cos 1) sin )
o3 = % (dp 4+ d¢cosb) .
In terms of the 1-forms, the metrics on P? and S° can be written as
ds%m = du®+sinp (0% + 02 + 0§ cos? u)
dsgs = ds]%g + (dx + 073 sin’ u)

91



92

Null Melvin Twist

where x is the local coordinate on the Hopf fiber and
A = sin? po3 = x1/2sin? p1 (dip + d¢ cos 0) is the 1-form potential for the Kéh-
ler form on P? (dx + A is the vertical 1-form along the Hopf fibration).

C.3 Buscher Rules and Conventions

I 1 _ Bay r_ ay9yb + BayByb
Gyy =~ Yay = 3, » Yab = YGab —
Iy " Gyy
1 By, + B
(I)/:(b—flngyy’ B(’zy:@’ éb:Bab*gay yb+ aygyb‘
2 Gyy Guy

C.4 Algorithm Steps

We directly apply the Null Melvin Twist on the case of interest following [29],
we start off by using the black D3-brane solution

2
ds* = h™! (~dr*f + dy? +d2) + h [d}’ + 07 (dsta + (do + ,4)2)] ,

where h? = 1+ R*/,t is the D3 harmonic function and f = 1+g = 1 —r}/,* is
the emblackening factor. Since in the following steps the terms da?, dp? and
ds%m will remain intact so we will not carry them around, but they will be
reintroduced when the calculation is complete. Thus, the metric we will work
on looks like

ds® = h~t (—def + dy2) + hp? (dp + A)? .
e We now boost by v, so that 7 — ¢7 — sy with ¢ = coshy and ¢? —s? = 1,

ds*> = ht [—dT2 (1 + gc2) + dy? (1 — gsg) + 2d71dy gcs}
+ hp? (dx + A)%.

e Then, we T-dualize along the dy isometry using the Buscher rules

2 _ g2 f 2 2 2
ds® = —dr h(1_982)+h[p (dx + A" +dy 1—952]
—ges
B = 2
dyAdT(l—gSQ)

1 1 — gs?
b =0 g—=1 .



C.4. Algorithm Steps

93

e Shift dy — dx + ady, where a has dimension [L]~!,

o1+ p2a? (1 — gs?)?
1—gs?

+h|p? (dx + A +dy

h(1— gs?)

+ 2dy ap® (dx + A)Q] .

e T-dualize back along dy

. —dr2 - g2cs?
k(1 -—gs?) 14 p2a? (1 —gs?)
+2dyd7' [ gcs } dny 1— gs?
h 14 p?a?(1— gs?) h |14 p?a?(1—gs?)

+hp? (dx + A)? [1 + p2a? (1 — 982)] !
2

= 1 anC;p(l — ) (dx + A) A {gcs dr + (1 - 952) dy}

1 1—gs?
d = ¢— -1 .

e Boost back by —v and take the limit @« — 0 with ac = 3 held fixed
(8 ~ [L]71). We also reintroduce the terms that were suppressed in the
following steps since they remained unchanged

1
2 L7 9 2 2 2(1 _ 922 2 2
ds? = hK[ dr? (1+0%%) f +dy? (1= 2p*f ) + 2drdy 5%
d2 2
FhNE + b | 4 pRds2s + 2 (dy + A)?
7 K
9 2
B — ff (dy + A) A (fdr + dy)

1
¢ = @ - K.

e The final step is to take the near-horizon limit in order to compare with
the solutions of [26, 27]. So, h — R?/,2. We switch variables to the
global radial coordinate

r R

R p’
where the boundary now lies at » = 0 and the horizon at ry = B*/Rry.
Using the parameter A = SR? we have

AQ 7“2 7“4 A2T2
2 2
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and the metric becomes

R? A? A? A?
ds®* = 1 [—dﬁ <1+ ﬂ> f+ dy? (1— = ) +2drdyr2f]

d 2
VKT + K% 1% [ Kdss + (dx + A)°]

R2

TZK(
1

o =0 0—§1HK.

B = 2A dx + A) A (fdr + dy)

K varies smoothly between the boundary and the horizon between 1 and
1+ 42%/2. An important fact is that as f — 0 and B; — 0, the surface
r = ry remains a non-singular null horizon. Null geodesics which span the
horizon have a perpendicular timelike Killing vector d; near the horizon. This
means that we have a non-rotating black hole. This is interesting because
the geometry is not static but only stationary® and therefore we might have
expected a Killing horizon outside a black hole.

*We call stationary, any metric that possesses a Killing vector that is timelike near
infinity. A metric is called static if it possesses a timelike Killing vector that is orthogonal
to a family of hypersurfaces. Physically, by stationary we mean that something is “doing
the same thing at every time” while static we mean “doing nothing at all”.



D | Kaluza-Klein
Compactifications

The Kaluza-Klein theory was first formulated as an attempt to unify grav-
ity and electromagnetism. In 1921 Kaluza[43] proposed that gravitation and
electromagnetism could be unified in a theory of five-dimensional Riemannian
geometry. Later, in 1926, Oscar Klein [44] suggested that the fourth spatial
dimension is curled up in a circle of small radius and took the original idea fur-
ther. In this settting, a particle moving a short distance along that dimension
would return to its initial position. When we have a spacetime with such com-
pact dimensions we talk about compactification. In the 1970’s this approach
was revived by Scherk and Schwarz and by Cremmer and Scherk, and as extra
true dimensions became necessary for a variety of theories, Kaluza-Klein com-
pactification evolved into a commonly used tool for dimensional reduction. A
classical review on the subject, from a modern point o view, and in context
with supergravity is by Duff, Nillson and Pope[45].

Let us start describing the mechanism directly in D-dimensional spacetime
(D =d+1). We consider the case with ¢ being periodic, i.e.

2% =2+ 27R,

and with the remaining dimensions, z* for 4 = 0,...,d noncompact. This is
known as toroidal compactification. The d-dimensional metric then separates
into g, gua and ggq which are effectively, the four-dimensional metric, a
vector (the gauge field) and a scalar.

Then the metric ansatz™ is

2
ds® = g]\%NddexN = guda'dz” + gqq (d:ﬂd + Aud:n“> ,

or in block form

[ 9w A
i = .
gmn (2", gaq) ( Ay gad )

The fields g,,., g4¢ and A, can only depend on the noncompact coordinates
and in d-dimensional actions indexes are raised and lowered with g,,, only. The
action then becomes

Sp = / dzP V=gR(g(p))

*where, in an obvious notation, capital Latin letters refer to D dimensions and Greek
indexes run over noncompact dimensions 0, ...,d — 1.
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Then, noticing that the Ricci scalar “splits” into a d dimensional part R4 and
a part with F},,, then by varying the action with respect to A, one obtains
Maxwell’s equations (dF = 0 and dF" = 0) and by varying with respect to the
d-dimensional metric recovers Einstein’s equations

1
A2
where T}, is the energy-momentum tensor and is equal to T}, = F*'F"?g,, —
1/ag"= | F|?.

The metric ansatz is the most general metric invariant under translations
of 2¢. This allows d-dimensional reparameterizations z'*(z") and

1
R,uy - QRg;w = T;w )

24 =z + A(zH) .

This leads to
A;L =A, — 0\,

So, gauge transformations arise as part of the higher dimensional coordinate
invariance. This is the so-called Kaluza-Klein mechanism.

Let us consider a massless scalar ¢ in D dimensions with g4q = 1 for
simplicity. Then, the momentum in the periodic dimension is quantized, p; =
n/R. We can expand the 2¢ dependence of ¢ in a complete set

& inz®
o) = ¢n<x“>exp< in )

n=-—00
The D-dimensional wave equation becomes

2
n
8#811@1(1#) = ﬁ(bn(xu) :
The modes of the D-dimensional field become an infinite tower of d dimen-
sional fields labeled by n. The d-dimensional mass-squared is non-zero for all
fields with non-vanishing py

n2

PP = pg

Let us now discuss what we have seen so far in more modern terms. To
make things concrete, we now restrict ourselves in five dimensions. We effec-
tively start with the five-dimensional Einstein-Hilbert action S = [ d5x\/§R
and instead of assuming that the ground state of this system is five-dimensional
Minkowski space (M?), we take the ground state to be the product of four-
dimensional Minkowski M* space and the unit circle S, M* x S*. We choose
to do this, although it is difficult to classically to decide which of the two
spaces is appropriate. One assumes that the radius of the circle is microscop-
ically small (e.g. the order of Planck scale) and this accounts for the fact the
existence of the extra dimension is not observed.
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In this picture the physical spectrum is determined by studying small
oscillations around this ground state.

When we examine the symmetries of the ground state M* x S, we find
that we have four-dimensional Poincaré symmetry acting on M* and a U(1)
symmetry on S'. These symmetries appear as gauge symmetries in the four-
dimensional space. The massless modes that emerge turn out to be a spin-two
graviton and a spin-one photon.

So, in principle, if we choose an appropriate higher-dimensional manifold
X we can exploit its symmetries to construct an effective four-dimensional
world with the desired gauge symmetries. So, the generalization of the ansatz
for a higher-dimensional compact space would correspond to an ansatz of the
form

T ) N oW EY ST
(e 07) = ( S, ALK (o ) |

This is for an n-dimensional compact manifold X where ¢;, ¢ = 1,...,n are
the coordinates X. We have assumed generators of the symmetry group of
X, T% a=1,...,N. The symmetry generator on the ¢; acts as ¢; — ¢; +
K®(¢), where K¢(¢) is a Killing vector associated with the symmetry 7. By
Killing vector we mean that the ground-state metric on X has a vanishing Lie
derivative with respect to K¢, £x;; = 0. So, AZ(xO‘) are the massless gauge
fields of the symmetry group of X and +;; is the metric tensor of the space X.
In this way, it is possible to obtain arbitrary Abelian or non-Abelian gauge
group as components of a gravitational field in 4 + n dimensions.

Although a realistic unified theory does not arise by this considerations
alone (nor by any other known to date) there are some interesting conclusion
that can be drawn, just by symmetry considerations on the compact manifold.
The gauge group we would like to obtain is obviously SU(3) x SU(2) x U(1).
So the symmetry group G of the compact space X must contain the Standard
Model group at least as a subgroup. In [46] we find a clear exposition of the
reasoning that follows.

For any symmetry group G the space of lowest dimension is a homogeneous
space G/H, where H is a maximal subgroup of G. In the case of G = SU(3) x
SU(2) x U(1) the subgroup with the largest possible dimension that is suitable
is SU(2) x U(1) x U(1). Any larger subgroup would no longer be a symmetry
of the group G/H. The dimensionality that emerges for SU(3) x SU(2) x
U(1)/SU(2) x U(1) x U(1) is therefore (8 +3+1) — (3+ 1+ 1) = 7. This is a
remarkable result, since it suggests that the dimensionality of the space M* x
X is necessarily at least eleven. This agrees with the result in supergravity and
string theory. If we were to consider higher than eleven dimensions we would
have to include a massless particle of spin higher than two. But there are

tSince the dimensionality of G/H is determined by the dimension of G minus the dimen-
sion of H.
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several reasons why higher than two spin massless particles coupled to gravity
do not exist. So, eleven dimensions are not only just enough to include the
Standard Model, but the also upper threshold if we take into consideration
field theory reasoning.

As a more concrete example of this we can consider the following. We
already saw that U(1) symmetry is already obtained if we consider the circle
S1. The lowest dimensional space with SU(2) symmetry is the ordinary two-
dimensional sphere S2. For the SU(3) symmetry the lowest dimensional space
is the complex projective space CP? (Appendix C) which has real dimension
four. So, the space CP? x S% x S' has the desired SU(3) x SU(2) x U(1)
symmetry and has 442+ 1 = 7 dimensions. Although it is shown in [46] that
the proper group is possible to achieve, there are still aspects of the Standard
Model that are unattainable by KK compactification. Also, there are several
issues that emerge (e.g. the instability of the KK ground state [47] and the
fact that it is impossible to obtain chiral fermions) if the Kaluza-Klein theory
is approached as an isolated framework of obtaining a unified four-dimensional
theory. As a tool however, it remains rather popular for compactifications in
the context of string theory or supergravity.
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