Constraint-based Causal Discovery for Non-Linear Structural Causal
Models with Cycles and Latent Confounders

Patrick Forré
Informatics Institute
University of Amsterdam
The Netherlands
p.d.forre@uva.nl

Abstract

We address the problem of causal discovery
from data, making use of the recently pro-
posed causal modeling framework of modu-
lar structural causal models (mSCM) to handle
cycles, latent confounders and non-linearities.
We introduce o-connection graphs (c-CG), a
new class of mixed graphs (containing undi-
rected, bidirected and directed edges) with ad-
ditional structure, and extend the concept of
o-separation, the appropriate generalization of
the well-known notion of d-separation in this
setting, to apply to o-CGs. We prove the
closedness of o-separation under marginalisa-
tion and conditioning and exploit this to im-
plement a test of o-separation on a 0-CG. This
then leads us to the first causal discovery algo-
rithm that can handle non-linear functional re-
lations, latent confounders, cyclic causal rela-
tionships, and data from different (stochastic)
perfect interventions. As a proof of concept,
we show on synthetic data how well the algo-
rithm recovers features of the causal graph of
modular structural causal models.

1 INTRODUCTION

Correlation does not imply causation. To go beyond spu-
rious probabilistic associations and infer the asymmetric
causal relations we need sufficiently powerful models.
Structural causal models (SCMs), also known as struc-
tural equation models (SEMs), provide a popular mod-
eling framework (see [12,25, 26, 32]) that is up to this
task. Still, the problem of causal discovery from data
is notoriously hard. Theory and algorithms need to ad-
dress several challenges like probabilistic settings, sta-
bility under interventions, combining observational and
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interventional data, latent confounders and marginalisa-
tion, selection bias and conditioning, faithfulness viola-
tions, cyclic causation like feedback loops and pairwise
interactions, and non-linear functional relations in order
to go beyond artificial simulation settings and become
successful on real-world data.

Several algorithms for causal discovery have been intro-
duced over the years. For the acyclic case without la-
tent confounders, numerous constraint-based [25,32] and
score-based approaches [6, 14, 17] exist. More sophisti-
cated constraint-based [5,25,32,34] and score-based ap-
proaches [4,7,8,10, 11] can deal with latent confounders
in the acyclic case. For the linear cyclic case, most algo-
rithms assume no latent confounders [18,27,29], though
some of the more recent ones allow for those [19,30]. To
the best of our knowledge, no algorithms have yet been
proposed for the general non-linear cyclic case.

In this work we present a novel conditional independence
constraint-based causal discovery algorithm that—up to
the knowledge of the authors—is the first causal discov-
ery algorithm that addresses most of the previously men-
tioned problems at once, notably non-linearities, cycles,
latent confounders, and multiple interventional data sets,
only excluding selection bias and faithfulness violations.

For this to work we build upon the theory of modu-
lar structural causal models (mSCM) introduced in [12].
mSCMs form a general and convenient class of struc-
tural causal models that can deal with cycles and latent
confounders. The measure-theoretically rigorous presen-
tation opens the door for general non-linear measurable
functions and any kind of probability distributions (e.g.
mixtures of discrete or continuous ones). mSCM are
provably closed under any combination of perfect inter-
ventions and marginalisations (see [12]).

Unfortunately, it is known that the direct generaliza-
tion of the d-separation criterion (also called m- or m*-
separation, see [9,24,25,28,33]), which relates the con-
ditional independencies of the model to its underlying



graphical structure, does not apply in general if the struc-
tural equations are non-linear and the graph contains cy-
cles (see [12,31] or example 2.17).

Luckily, one key property of mSCMs is that the vari-
ables of the mSCM always entail the conditional inde-
pendences implied by o-separation, a non-naive gener-
alization of the d/m/m*-separation (see [12]), which also
works in the presence of cycles, non-linearities and latent
confounders, and reduces to d-separation in the acyclic
case.

To prove the o-separation criterion, the authors of [12]
have constructed an extensive theory for directed graphs
with hyperedges. As a first contribution in this paper
we give a simplified but equivalent definition of mSCMs
plainly in terms of directed graphs and prove the o-
separation criterion directly under weaker assumptions.

As a second contribution we extend the definition of
o-separation to mixed graphs (including also bi- and
undirected edges) by introducing additional structure.
We will refer to this class of mixed graphs as o-
connection graphs (o-CG), since they are inspired by the
d-connection graphs introduced by [19]. We prove that
0-CGs and o-separation are closed under marginalisa-
tion and conditioning, in analogy with the d-connection
graphs (d-CG) from [19].

The work of [19] provides an elegant approach to causal
discovery using a weighted SAT solver to find the causal
graph that is most compatible with (weighted) condi-
tional independences in the data, encoding the notion
of d-separation into answer set programming (ASP), a
declarative programming language with an expressive
syntax for implementing discrete or integer optimization
problems. Our third contribution is to adapt the approach
of [19] by replacing d-separation by o-separation and d-
CGs by 0-CGs. The results mentioned above will then
ensure all the needed properties to make the adapted al-
gorithm of [19] applicable to general mSCMs, i.e., to
non-linear causal models with cycles and latent con-
founders, under the additional assumptions of no selec-
tion bias and of o-faithfulness.

Finally, as a proof of concept, we will show the effective-
ness of our proposed algorithm in recovering features of
the causal graphs of mSCMs from simulated data.

2 THEORY

2.1 MODULAR STRUCTURAL CAUSAL
MODELS

Structural causal or equation models (SCM/SEM) usu-
ally start with a set of variables (X,,),cy attached to a

graph G that satisfy (or are even defined by) equations of
the form:
Xy = 9{v} (XPaG(U)7 EU)’

with a function gy, and noise variable F, attached to
each node v € V. Here Pa® (v) denotes the set of (direct
causal) parents of v. In linear models the functions gy,
are linear functions, in acyclic models the nodes of V'
form an acyclic graph G, and under causal sufficiency
the variables E, are independent (i.e. “no latent con-
founders™). The functions gy, are usually interpreted
as local causal mechanisms that produce the values of
X, from the values of Xp,c(,) and E,. These local
mechanisms gy, are—in the causal setting—assumed
to be stable even when one intervenes upon some of the
variables, i.e. one makes a causal local compatibility as-
sumption. One important observation now is that one can
also consider the global mechanism g that maps the val-
ues of the latent variables (E, ),y to the values of the
observed variables (X, ),cv. The assumption of acyclic-
ity or invertible linearity will then guarantee the global
compatibility of all these mechanisms gy,,) and g. How-
ever, if we now abstain from assuming acyclicity or lin-
earity, the global compatibility does not follow from the
local compatibility anymore (see figure 1). So in a gen-
eral consistent causal setting this needs to be guaranteed

or assumed.
% B

Figure 1: Gear analogy. Left: A cyclic mechanism that is
locally compatible but not globally. Center: For acyclic
mechanisms local compatibility implies global compat-
ibility. Right: A cyclic mechanism that is locally and
globally compatible. This shows that the assumption of
global compatibility is needed when cycles are present.

The definition of modular structural causal models
(mSCM) and the mentioned list of desirable properties
basically follow directly from causal postulates:

Postulate 2.1 (Causal postulates). The observed world
appears as the projection of an extended world such that:

1. All latent and observed variables in this extended
world are causally linked by a directed graph.

2. Every subsystem of this extended world can be ex-
pressed as the joint effect of its joint direct causes.

3. All these mechanisms are globally compatible.



Special subsystems of interest are the loops of a graph.

Definition 2.2 (Loops). Let G = (V, E) be a directed
graph (with or without cycles).

1. Aloop of G is a set of nodes S C 'V such that for
every two nodes vy,vy € S there are two directed
paths vi — --- — vy and vg —> ---
in G with all the intermediate nodes also in S (if
any). The single element sets S = {v} are also
considered as loops.

G

2. The strongly connected component of v in G is de-
fined to be:

Sc%(v) := Anc®(v) N Desc (v),

the set of nodes that are both ancestors and descen-
dants of v (including v itself).

3. Let L(G) :={S C G | S aloop of G} be the loop
set of G.

Remark 2.3. Note that the loop set L(G) contains all
single element loops {v} € L(G), v € V, as the smallest
loops and all strongly connected components SCG(U) €
L(G), v € V, as the largest loops, but also all non-
trivial intermediate loops S with {v} € S < Sc%(v)
inside the strongly connected components (if existent). If
G is acyclic then L(G) only consists of the single element
loops: L(G) = {{v}|veV}L

The definition of mSCM is made in such a way that it
will automatically incorporate the causal postulates 2.1.
In the following, all spaces are meant to be equipped with
o-algebras, forming standard measurable spaces, and all
maps to be measurable.

Definition 2.4 (Modular Structural Causal Model, [12]).
A modular structural causal model (mSCM) by definition
consists of:

1. a set of nodes V™ = UUV, where elements of V
correspond to observed variables and elements of
U to latent variables,

2. an observation/latent space X, for every v € VT,
X = l_I't)EVJr Xy,

3. a product probability measure P := Py = ®ecuPy
on the latent space [ ], ¢y Xu,'

!The assumption of independence of the noise variables
here is not to be confused with causal sufficiency. The noise
variables here might have two or more child nodes and thus
can play the role of latent confounders. The independence as-
sumption here also does not restrict the model class. If they
were dependent we would just consider them as one variable
and use a different graph that encoded this.

4. a directed graph structure G = (V* ET) with
the properties:®

(a) V= Che" (1),

(b) PaC" (U) = 0,3

(c) Che” (u1) & Che” (ug) for every two distinct
U, U2 € U,3

where Ch®" and Pa®" stand for children and par-
ents in G, resp.,

5. a system of structural equations g = (gs)seﬁ(cﬂf

scv
gs : H

e | B
vePalGt (S\S veS

that satisfy the following global compatibility con-
ditions: For every nested pair of loops S C
S C V of GT and every element Tpact(syus €
HvGPaG+ ($)US X, we have the implication:

QS(xPaG+(S)\s) = s
— gS’(wPaG‘*'(S/)\S/) = Tg,

where Tp,at (s 87 and x g denote the correspond-
ing components of Tp, a+ ($)us*

The mSCM can be summarized by the tuple M =
(G+’X7P’ g)'

Remark 2.5. Given the mechanisms attached to the
nodes g,y the existence (and compatibility) of the other
mechanisms gg for non-trivial loops S can be guaran-
teed under certain conditions, e.g. trivially in the acyclic
case, or if every cycle is contractive (see subsection 4.1),
or more generally if the cycles are “uniquely solvable”
(see [3,12]).

We are now going to define the actual random variables
(Xu)uev+ attached to any mSCM.

Remark 2.6. Let M = (GT, X, P, g) be a mSCM with
Gt = (UUV, E*),

2Even though we allow for selfloops in the directed graph
G we note that the causal mechanisms gs will depend only on

Pac’ (S)\ S, removing the self-dependence on the functional
level. Otherwise, the functions gs would not hold up to a di-
rect interventional interpretation and one would want to replace
them with functions that do.

3This assumption is only necessary to give the mSCM a “re-
duced/summarized” form. In practice one could allow for more
latent variables and more complex latent structure.

“Note that the index set runs over all “observable loops”
S CV,S8 e L(G"), which contains the usual single element
sets S = {v}, which relate to the usual mechanisms gy} .



Figure 2: The graph G of a modular structural causal
model (mSCM). The observed variables v; € V are in
blue and the latent variables u; € U are in red. We have
the four observed strongly connected components: {v; },

{112,@3, U4,U5}, {U67U7}, {Us}-

1. The latent variables (X,)ucu are given by the
canonical projections E,, : Hu’e u X — Xy and
are jointly P-independent (by 3). Sometimes we will
write (E,)ucv instead of (Xy)ueuv to stress their
interpretation as error/noise variables.

2. The observed variables (X, )ycv are inductively
defined by:

Xy i=9gsv ((XW)wGPaG+ (S)\S> ’

where S = Sc@" (v) = Anc®” (v) N Desc?” (v)
and where the second index v refers to the v-
component of gs. Note that the inductive definition
is possible because when “aggregating” each of the
biggest cycles S (v) into one node then only an
acyclic graph is left, which can be totally ordered.

3. By the compatibility condition for g we then have
that for every S € L(GT) with S C V the following
equality holds:

XS = gS(AvaaGJr (5')\5')’

where we put X 4 := (X)) e a for subsets A.

As a consequence of the convenient definition 2.4 all the
following desirable constructions (like marginalisations
and interventions) are easily seen to be well-defined (for
proofs see [12]). Note that already defining these con-
structions was a key challenge in the theory of causal
models in the presence of cycles (see [3,12], a.0.).

Definition 2.7. Let M = (G+, X, P, g) be a mSCM with
Gt = ULV, E*).

1. By plugging the functions gg into each other we can
define the marginalised mSCM M’ w.r.t. a subset
W C V. For example, when marginalizing out
W = {w} we can define (for the non-trivial case

w e Pa% (9)\ 9):

gs'xv(xPaG/(S’)\S’) =
95,0 (Zpact (g)\(sU{w}) 9w} (Tpact () fwy))>

where G is the marginalised graph of GT, S8’ C V'
is any loop of G' and S the corresponding induced
loop in GT.

2. For asubset I CV and a value x; € HUE] X, we
define the intervened graph G’ by removing all the
edges from parents of I to 1. We put XSO(“) =
Xy forw € U and X?O(xl) := x1 and inductively

(S = Sc& (v)):

do(zr) .__ do(zr)
Xv ) .= gS’U(XPaG,(S)\S)'
By selecting all functions gs where S is still a
loop in the intervened graph G’ we get the post-
interventional mSCM M. These constructions give
us all interventional distributions, e.g. (cf. [25]):

P(XA| do(xI)y XB) = P(Xio(zf) |X%O(II))

Instead of fixing X?o('”) to a value xrj we could
also specify a distribution P} for it (“randomiza-
tion”). In this way we define stochastic interven-
tions do(&;) with an independent random variable
&1 taking values in X; and get a PA°Y) similarly.

2.2 X-SEPARATION IN MSCMS AND
>-CONNECTION GRAPHS

We now introduce o-separation as a generalization of d-
separation directly on the level of mixed graphs. To make
the definition stable under marginalisation and condition-
ing we need to carry extra structure. The resulting graphs
will be called o-connection graphs (o-CG), where the
name is inspired by [19]. An example that shall clarify
the difference between d- and o-separation is given later
in figure 2 and table 1.

Definition 2.8 (o-Connection Graphs (c0-CG)). A o-
connection graph (o-CG) is a mixed graph G with a set
of nodes V and directed (—), undirected (—) and bidi-
rected (<) edges, together with an equivalence relation
~y on V that has the property that every equivalence
class o(v), v € V, is a loop in the underlying directed
graph structure: o(v) € L(G). Undirected self-loops
(v — v) are allowed, (bi)-directed self-loops (v — v,
v <> v) are not.

In particular, every node is assigned to a unique fixed
loop o(v) in G with v € o(v) and two of such loops
o(v1), o(ve) are either identical or disjoint. The reason
for why we need such structure is illustrated in figure 5.

Definition 2.9 (¢-Open Path in a 0-CG). Let G be a o-
CG with set of nodes V and Z C 'V a subset. Consider



a path 7 in G with n > 1 nodes:

= ... = 5

V] = === Up.
The path will be called Z-o-open if:

1. the endnodes vy, v, ¢ Z, and
2. every triple of adjacent nodes in © that is of the
form:
(a) collider:

Vi—1 F v FE v,

satisfies v; € Z,
(b) (non-collider) left chain:

Vi—1 *— Uy = U4,

satisfies v; ¢ Z orv; € ZNo(vi—1),
(c) (non-collider) right chain:

Vi—1 ¥ U5 — Vit1,

satisfies v; ¢ Z orv; € Z No(viy1),
(d) (non-collider) fork:

Vi—1 U Vi+1,

satisfies v; ¢ Z orv; € ZNo(v;—1)No(vit1),
(e) (non-collider) with undirected edge:

-
Vi—1 T Uy B Uiy,

—-—>
Vi—1 F};E V; T Uiy,

satisfies v; ¢ Z.

The difference between o- and d-separation lies in the
additional conditions involving Z N o (v;+1). The intu-
ition behind them is that the dependence structure inside
a loop o(v;) is so strong that non-colliders can only be
blocked by conditioning if an edge is pointing out of the
loop (see example 2.17 and table 1).

Similar to d-separation we can now define o-separation
in a 0-CG.

Definition 2.10 (o-Separation in a 0-CG). Let G be a
0-CG with set of nodes V. Let X,Y,Z C V be subsets.

1. We say that X and Y are o-connected by Z or not
o-separated by Z if there exists a path 7 (with some
n > 1 nodes) in G with one endnode in X and
one endnode in'Y that is Z-o-open. In symbols this
statement will be written as follows:

g
XY Y|Z
- G
3The stacked edges are meant to be read as an “OR” at each

place independently. We also allow for repeated nodes in the
paths.

2. Otherwise, we will say that X and Y are o-
separated by Z and write:

X1ly|z
G

Remark 2.11.  [. The finest/trivial o-CG structure of
a mixed graph G is given by o(v) := {v} for all
v € V. In this way o-separation in G coincides with
the usual notion of d-separation in a d-connection
graph (d-CG) G (see [19]). We will take this as the
definition of d-separation and d-CG in the follow-
ing.

2. The coarsest 0-CG structure of a mixed graph G is
given by o(v) := Sc%(v) := Anc®(v) N Desc® (v)
w.r.t. the underlying directed graph. Note that the
definition of strongly connected component totally
ignores the bi- and undirected edges of the o-CG.

3. In any 0-CG we will always have that o-separation
implies d-separation, since every Z-d-open path is
also Z-c-open because {v} C o(v).

4. If a 0-CG G is acyclic (implying SCG(v) = {v})
then o-separation coincides with d-separation.

We now want to “hide” or marginalise out the latent
nodes © € U from the graph of any mSCM and repre-
sent their induced dependence structure with bidirected
edges.

Definition 2.12 (Induced 0-CG of a mSCM). Let M =
(G*,X,P,g) be a mSCM with G+ = (UUV, E*1). The
induced 0-CG G of M, also referred to as the causal
graph G of M is defined as follows:

1. The nodes of G are all v € V, i.e. all observed
nodes of G.

2. G contains all the directed edges of G whose
endnodes are both in V, i.e. observed.

3. G contains the bidirected edge v < w with v,w €
V if and only if v #+ w and there exists a u € U
with v,w € Che" (w), i.e. v and w have a common
latent confounder.

4. @ contains no undirected edges.

5. We put o(v) := Sc%(v) = Anc®(v) N Desc(v).

Remark 2.13. Caution must be applied when going
from G to G: It is possible that three observed nodes
v1, V2, V3 have one joint latent common cause u,, which
can be read off G. This information will get lost when
going from G to G, as we will represent this with three
bidirected edges. G will nonetheless capture the condi-
tional independence relations (see Theorem 2.14).



We now present the most important ingredient for our
constraint-based causal discovery algorithm, namely a
generalized directed global Markov property that relates
the underlying causal graph (o-CG) G of any mSCM M
to the conditional independencies of the observed ran-
dom variables (X,),ey via a o-separation criterion.

Theorem 2.14 (o-Separation Criterion, see Corol-
lary B.3). The observed variables (X,)ycv of any
mSCM M satisfy the o-separation criterion w.r.t. the in-
duced 0-CG G. In other words, for all subsets WY, Z C
V we have the implication:

Wj;gmz — Xw L Xy| Xz,
(") ()
0.0 ‘)

) ()

Figure 3: The induced o-connection graph (causal
graph) of the modular structural causal model
(mSCM) of figure 2, with o-equivalence classes

{{v1}, {v2, v3, 04,05}, {ve, v7}, {vs}}.

Table 1: d- and o-separation in the o-connection graph
G from figure 3. o-separation implies d-separation, but
i.g. d-separation encodes more conditional independen-
cies than o-separation:

d-separation

{va} L & {va} [{vs,vs}
{v1} JL%{UG}

{oi} LGlve} [{vs, v5}
{v1} Jﬁé{vs}

{1} L{vs}[{vs, vs}
{v1} L &{vs} [{va}

o-separation

{va} X G{va} [{vs, vs}
{v1} LG{ve}

{o1} LG{ve} Hvs,vs}
{oi} LG{vs}

{v1} X G{vs} {vs, vs}
{vi} L&{vs}[{va}

If we want to infer the causal graph (0-CG) G of a
mSCM from data with help of conditional independence
tests in practice we usually need to assume also the
reverse implication of the o-separation criterion from
2.14 for the observational distribution P(Xy/) and the
relevant interventional distributions P(Xy | do(&r)) (see
2.7). This will be called o-faithfulness.

Definition 2.15 (o-faithfulness). We will say that the
tuple (G,P) is o-faithful if for every three subsets
W.Y,Z C V we have the equivalence:

WJ;|_Y|Z < Xw%;Xy‘XZ

Remark 2.16 (Strong o-completeness, cf. [22]). We do
believe that the generic non-linear mSCM is o-faithful
to G, as the needed conditional dependence structure
in all our simulated (sufficiently non-linear) cases was
observed (cf. example 2.17). But proving such a strong
o-completeness result is difficult (and to our knowledge
only done for multinomial and linear Gaussian DAG
models, see [22]) and left for future research. Further
note that the class of linear models, which even follow d-
separation, would i.g. not be considered o-faithful. Since
linear models are of measure zero in the bigger class of
general mSCMs this would not contradict our conjecture.

Example 2.17. Consider a directed four-cycle, e.g. the
subgraph {va,vs,vq,vs} from figure 2, where all other
observed nodes are assumed to be absent. Consider only
the non-linear causal mechanisms given by (1 = 3,4,5):

Givs} (X5, E1) =
9oy (Xic1, By) =
where E1, Es, By, F5 are assumed to be independent.
The equations X; = ggy,1(Xi—1, E;) and the one for
Xo will imply the conditional dependence

Xo 71{— X4 (X3, X5),

tanh (09 - X5+ 05) + En,
tanh (0.9 - X;_1 +0.5) + E;,

which can be checked by computations and/or simula-
tions. As one can read off table 1, d-separation fails
to express the dependence, in contrast to o-separation,
which captures it correctly.

2.3 MARGINALISATION AND CONDITIONING
IN X-CONNECTION GRAPHS

Inspired by [19] we will define marginalisation and con-
ditioning operations on o-connection graphs (0-CG) and
prove the closedness of o-separation (and thus its crite-
rion) under these operations. These are key results to
extend the algorithm of [19] to the setting of mSCMs.

Definition 2.18 (Marginalisation of a 0-CG). Let G be
a 0-CG with set of nodes V and w € V, W = {w}.
We define the marginalised 0-CG G with set of nodes
V' \ W via the rules for vi,vo € V\ W:

V1 oo V2 € GW with arrow heads/tails a and b if and
only if there exists:

1. v1 2~ v2in G, or
2. v w2 in G, or
3 v qw—=v2in G, or
4 v w— w+= vy inG.
Note that directed paths in G have no colliders, so loops

in G map to loops in GW (if not empty). Thus we have
the induced o-CG structure ~, on GW.



Definition 2.19 (Conditioning of a 0-CG). Let G be a
0-CG with set of nodes V and c € V, C := {c}. We
define the conditioned o-CG G¢ with set of nodes V' \ C
via the rules for vi,v, € V' \ C:

V1 o> V2 € G¢ if and only if there exists:

1. v1 o~ v2 inG, or

2. V1> c+—<vyinG, or

3 vig—c+=pv2inG, o(v1) = o(c), or
4. vi o> c 02 in G, 0(c) = o(vg), or
5.

V1] g+ c v in G, o(vy) = o(c) = o(va).

Note that directed paths in o(v) in G condition to di-
rected paths, so loops in o(v) in G map to loops in Go
(if not empty). Thus we have a well-defined induced o-
CG structure ~4 on G¢.

The proofs of the following theorem, stating the closed-
ness of o-separation under marginalisation and condi-
tioning, can be found in the supplementary material
(Theorem A.1 and Theorem A.2). See also figure 5.

Theorem 2.20. Let G be a o-CG with set of nodes V
and X,Y,7Z C V any subsets. For any nodes w,c €
VAN(XUY UZ), W :={w}, C:={c}, we then have
the equivalences:

X1Y|Zz = X1vY|z
GW G

X1Y|Z «— XxLlY|zuc.
Ge G

Corollary 2.21. Let G be a 0-CG with set of nodes V
and X,Y,7Z C V pairwise disjoint subsets and W :=
V\ (X UY U Z). Then we have the equivalence:

XLlY|Z X 1Y,
G G‘éV

where G%V is any o-CG with set of nodes X UY ob-
tained by marginalising out all the nodes from W and
conditioning on all the nodes from Z in any order. This
means that if X = {z} and Y = {y} then x and y are
o-separated by Z in G if and only if x and y are not
connected by any edge in the 0-CG GEV.

It is also tempting to introduce an intervention operator
directly on the level of 0-CGs. However, since the in-
terplay between conditioning and intervention is compli-
cated (e.g. they do not commute i.g.) we do not investi-
gate this further in this paper. The intervention operator
on the level of mSCMs will be enough for our purposes
as we assume no pre-interventional selection bias and
then only encounter observational or post-interventional
conditioning, which is covered by our framework.

3 ALGORITHM

In this section, we propose an algorithm for causal dis-
covery that is based on the theory in the previous section.
Given that theory, our proposed algorithm is a straight-
forward modification of the algorithm by [19]. The main
idea is to formulate the causal discovery problem as
an optimization problem that aims at finding the causal
graph that best matches the data at hand. This is done
by encoding the rules for conditioning, marginalisation,
and intervention (see below) on a 0-CG into Answer Set
Programming (ASP), an expressive declarative program-
ming language based on stable model semantics that sup-
ports optimization [15,20]. The optimization problem
can then be solved by employing an off-the-shelf ASP
solver.

3.1 CAUSAL DISCOVERY WITH
3>-CONNECTION GRAPHS

Let M = (G*,X,P,g) be a mSCM with G* =
(UUV,E") and I C V a subset. Consider a (stochas-
tic) perfect intervention do({;) that enforces X; = &;
for an independent random variable £; taking values in
Xr. Denote the (unique) induced distribution of the in-
tervened mSCM My, ¢,y by Pdo(!) | and the causal graph
(i.e., induced o-CG of the intervened mSCM on the ob-
served variables) by Gqo(1) = (G;O(I))U.

Under P9°U) | the observed variables (Xy)vey satisfy
the o-separation criterion w.r.t. Gq,(7) by Theorem 2.14.
For the purpose of causal discovery, we will in addition
assume o-faithfulness (Definition 2.15), i.e., that each
conditional independence between observed variables is
due to a o-separation in the causal graph. Taken together,
and by applying Corollary 2.21, we get for all subsets
W,Y, Z C V the equivalences:

Xw L Xy|X; = W 1 Y|Z

[Pdo(D) Gao(n)

o (D
= W
(Gdo(z))g\wuyuz

If W = {w} and Y = {y} consist of a single node each,

the latter can be easily checked by testing whether w is

non-adjacent to y in (Gdo(l))g\WuYuZ_

3.2 CAUSAL DISCOVERY AS AN
OPTIMIZATION PROBLEM

Following [19], we formulate causal discovery as an op-
timization problem where a certain loss function is op-
timized over possible causal graphs. This loss function
sums the weights of all the inputs that are violated as-
suming a certain underlying causal graph.



The input for the algorithm is a list § =
(wy,y;, Z;, 15, )\j))?zl of weighted conditional
independence statements. Here, the weighted statement
(wjvyjaZjv-[jLAj) with wj,Y; € V, Z]‘,Ij c VvV,
and \; € R := R U {—o0,+00} encodes that
X, J.L]Pdo(xlj) Xy, |XZJ, holds with confidence A;,
where a finite value of \; gives a “soft constraint” and a
value of \; = oo imposes a “hard constraint”. Positive
weights encode that we have empirical support in favor
of the independence, whereas negative weights encode
empirical support against the independence (in other
words, in favor of dependence).

As in [19], we define a loss function that measures the
amount of evidence against the hypothesis that the data
was generated by an mSCM with causal graph G, by
simply summing the absolute weights of the input state-
ments that conflict with G under the o-Markov and o-
faithfulness assumptions:

L(G, S)

- ¥

(w;,y5,2Z5,15,7;)€S

>\j(]]'>\_7‘>0 - ]le iR Yj |Zj)

gdo(Ij)
@)

where 1 is the indicator function. This loss function dif-
fers from the one used in [19] in that we use o-separation
instead of d-separation. Causal discovery can now be for-
mulated as the optimization problem:

G* = argmin L(G, S) 3)
GeG(V)

where G(V') denotes the set of all possible causal graphs
with variables V.

The optimization problem (3) may have multiple optimal
solutions, because the underlying causal graph may not
be identifiable from the inputs. Nonetheless, some of the
features of the causal graph (e.g., the presence or absence
of a certain directed edge) may still be identifiable. We
employ the method proposed by [21] for scoring the con-
fidence that a certain feature f is present by calculating
the difference between the optimal losses under the ad-
ditional hard constraints that the feature f is present vs.
that the feature f is absent in G.

In our experiments, we will use the weights proposed
in [21]: A; = logp; — log o, where p; is the p-value
of a statistical test with independence as null hypothe-
sis, and « is a significance level (e.g., 1%). This test
is performed on the data measured in the context of the
(stochastic) perfect intervention I;. These weights have
the desirable property that independences typically get a
lower absolute weight than strong dependences. For the
conditional independence test, we use a standard partial

correlation test after marginal rank-transformation of the
data so as to obtain marginals with standard-normal dis-
tributions.

3.3 FORMULATING THE OPTIMIZATION
PROBLEM IN ASP

In order to calculate the loss function (2), we make use of
Corollary 2.21 to reduce the o-separation test to a sim-
ple non-adjacency test in a conditioned and marginalised
0-CG, as in (1). We do this by encoding -CGs, Theo-
rem 2.20 and the marginalisation and conditioning oper-
ations on 0-CGs (Definitions 2.18 and 2.19) in ASP. The
details of the encoding are provided in the Supplemen-
tary Material.® The optimization problem in (3) can then
be solved straightforwardly by running an off-the-shelf
ASP solver with as input the encoding and the weighted
independence statements.

A more precise statement of the following result is pro-
vided in the Supplementary Material. The proof is basi-
cally the same as the one given in [21].

Theorem 3.1. The algorithm for scoring features f is
sound for oracle inputs and asymptotically consistent un-
der mild assumptions.

4 EXPERIMENTS

4.1 CONSTRUCTING MSCMS AND SAMPLING
FROM MSCMS

To construct a modular structural causal model (mSCM)
in practice we need to specify the compatible system of
functions (gs)ser(c)- The following Theorem is helpful
(and a direct consequence of Banach’s fixed point theo-
rem).

Theorem 4.1. Consider the functions g,y for the trivial

loops {v} € L(G), v € V and assume the following
contractivity condition:

For every non-trivial loop S € L(G) and for every

value T o+ (S\S the multi-dimensional function:

!/ /
Ts (g{v}(xsnpac* <v>\{v}’xPaG*<v>\S)) ves
is a contraction, i.e. Lipschitz continuous with Lip-

schitz constant L(wp,_ g+ (S)\S) < 1 w.rt. a suitable
norm || - ||.

Then all the functions gg for the non-trivial loops S €
L(G) exist, are unique and g = (gs)ser(q) forms a

The full source code for the algorithm and to reproduce
our experiments is available under an open source license from
https://github.com/caus—am/sigmasep.



globally compatible system.
More constructively, for every value x, o+ (S\$ and ini-

tialization xgo)

tions):

the iteration scheme (using vector nota-

t+1 t
xg ) = (g{v})UES(xg)a'TpaG+(S)\S)
converges to a unique limit vector xg (for t — 0o and
independent of mg)) ). gs is then given by putting:

gs(l’PaG+ (S)\S) =Tg.

This provides us with a method for constructing very
general non-linear mSCMs (e.g. neural networks, see
Section C in Supplementary Material) and to sample
from them: by sampling xy from the external distribu-
tion and then apply the above iteration scheme until con-
vergence for all loops, yielding the limit zy as one data
point.

4.2 RESULTS ON SYNTHETIC DATA

In our experiments we will—due to computational
restrictions—only allow for d = 5 observed nodes and
k = 2 additional latent confounders. We sample edges
independently with a probability of p = 0.3. We
model the non-linear function gy, as a neural network
with tanh activation, bias terms that have a normal dis-
tribution with mean —0.5 and standard deviation 0.2,
and weights sampled uniformly from the L1-unit ball
to satisfy the contraction condition of Theorem 4.1 (see
also Supplementary Material, Section C). We simulate
0-5 single-variable interventions with random (unique)
targets. For each intervened model we sample from
standard-normal noise terms and compute the observa-
tions. To also detect weak dependencies in cyclic mod-
els we allow for n = 10* samples in each such model for
each allowed intervention. We then run all possible con-
ditional independence tests between every pair of single
nodes and calculate their p-values. We used o = 1073
as the threshold between dependence and independence.
For computational reasons we restrict to partial correla-
tion tests of marginal Gaussian rank-transforms of the
data. These tests are then fed into the ASP solver to-
gether with our encoding of the optimization problem
(3). We query the ASP solver for the confidence for the
absence or presence of each possible directed and bidi-
rected edge. We simulate 300 models and aggregate re-
sults, using the confidence scores to compute ROC- and
PR-curves for features. Figure 4 shows that, as expected,
our algorithm recovers more directed edges of the under-
lying causal graph in the simulation setting as the num-
ber of single-variable interventions increases. More re-
sults (ROC- and PR-curves for directed edges and con-

founders for different numbers of single-variable inter-
ventions and for different encodings) are provided in the
Supplementary Material.

ROC curves for direct causal relations
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Figure 4: The ROC curves for identifying directed edges.
See also figures 6 and 7 in the Supplementary Material.

S CONCLUSION

We introduced o-connection graphs (o-CG) as a gener-
alization of the d-connection graphs (d-CG) of [19] and
extended the notion of o-separation that was introduced
in [12] to 0-CGs. We showed how o-CGs behave under
marginalisation and conditioning. This provides a graph-
ical representation of how conditional independencies of
modular structural causal models (mSCMs) behave un-
der these operations. We provided a sufficient condi-
tion that allows constructing mSCMs and sampling from
them. We extended the algorithm of [19] to deal with
the more generally applicable notion of o-separation in-
stead of d-separation, thereby obtaining the first algo-
rithm for causal discovery that can deal with cycles, non-
linearities, latent confounders and a combination of data
sets corresponding to observational and different inter-
ventional settings. We illustrated the effectiveness of
the algorithm on simulated data. In this work, we re-
stricted attention to (stochastic) perfect (“surgical”) in-
terventions, but a straightforward extension to deal with
other types of interventions and to generalize the idea of
randomized controlled trials can be obtained by apply-
ing the JCI framework [23]. In future work we wish to
improve our algorithm to also handle selection bias, be-
come more scalable and apply it to real world data sets.
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SUPPLEMENTARY MATERIAL

A X-CG UNDER MARGINALISATION
AND CONDITIONING

Y

() ()

Cla

Figure 5: A directed acyclic graph G (top left) as
the o-connection graph (0-CG) with the o-equivalence
classes {{v1}, -+ ,{vs}}. We have the o-separation:
{vs} L &{vs} [{va,va,v6}. The combination of
marginalizing out v; and conditioning on vg introduces
cycles. Without keeping track of aboves o-equivalence
classes we would not get the corresponding o-separation:
{vs} L7101 {vs} [{v2, v4} in the bottom right o-CG.
{ve}

(De—()

Theorem A.1 (o-Separation under Marginalisation). Let
G be a 0-CG with set of nodes V and W, X, Y, Z CV
subsets with W = {w} and w ¢ X UY U Z. Then we
have the equivalence:

X1lY|Z < X1Y|Z
G Gw

Proof. If m = x---yisa Z-o-open path in G then every
occurrence of w in 7 is as a non-collider. If we have
in 7 and v ¢ Z then marginalising
out w keeps 7"V Z-c-openin GW. If v € Z then v €
o(w) by the Z-c-openess. Since o(w) € L(G) is a loop
we find elements v; € o(w), r > 0,7 =1,...7,and a
path

..’U—»wH...

SRR N el VT

. fUT R w —_—0 ...
We do the same replacement on the right hand side of w

if necessary. Then marginalising this path w.r.t. W gives
a Z-o-open path in G". This shows:

X1Y|Z = X1lvY|Z
GW G

Now let 2 - - -y be a Z-c-open path in G"'. Then every
edge lifts to a subpath in G where w only occurs as a

non-collider. If a path ---v <— z--- in GY with z €
ZNo(v)in G comes from -+ - v +—w <+— z--- Orv +>
w — w +— z then we can, again since o(v) € L(G) is
a loop, find nodes v; € o(v),r > 0,i=1,...r,and a
path in G of the form:

"U"'Ulﬂ ..4”()7‘4»2...

which is in any case Z-c-open in G (whether v or z are
colliders or not). So we can construct a Z-o-open path
in G and we get:

X1lY|Z = X 1VY|Z
G GW

O

Theorem A.2 (o-Separation under Conditioning). Let G
be a o-CG with set of nodes V and C,X,Y,Z C V
subsets with C' = {c} and ¢ ¢ X UY U Z. Then we have
the equivalence:

XLY|ZUC = X1Y|Z
G Gc

Proof. Let C = {c}. Let® = z---y be a (ZUC)-
o-open path in G with a minimal number of arrowheads
pointing to nodes in C'. Then at ¢ (if ¢ occurs) there are
no undirected edges. So we have the cases:

1. fork: ---vq in G with o(v;) =
o(c) = o(va). Then - - - vy +> vy - -+ isin G with
o(v1) = o(ve) = o(c). So the triple situation for
v1, Uy stays the same in G¢.

“~— Cc—> vy---

2. right chain: ---v; =¥ ¢ — wvy--- in G with
o(c) = o(vg). Then ---v; =¥ vy... is in G¢
with o(vg) = o(c). So the triple situation for vy, vo
stays the same in G¢.

3. left chain: similar to right chain.

4. collider: ---v; <> ¢ <> wvy--- in G. Then
-+vp *+*> vg--- isin G¢. So the triple situation
for vy, vo stays the same in G¢.

5. collider: <e0p —> ¢ +— vg--- in G with
v1,v2 ¢ Z. Then ---vy — vy--- is in G¢ with
v1, V2 non-collider. So it is Z-open at vy, vs.

6. collider: --- =% vy — ¢ ¥ vy --- in G with
v1 € ZNo(e). Since o(c) € L(G) is a loop there
isapathin G withw; € o(c),r > 0,i=1,...,r,
of the form:

v w w3 oy



which then is (Z U C')-c-open. So the path

.t‘.ful%wl%...wrﬂjvz...

is then Z-o-open in G¢.

7. collider: ---vy — ¢ +> vg--- in G with vy ¢
Z.Then---v; — vy - -+ isin G¢ and Z-open.

8. collider: as before with v; and v, swapped. Same
arguments.

These cover all cases and we have shown:
X1Y|Z = XL1LY|ZUC.
Ge G

Now let z - - -y be a Z-open path in G¢. Then the rules
for conditioning lift every edge in G¢ to an edge or
triple in G, where the triple situation for ¢ is C-o-open
and where the triple situation for the endnodes stays the
same. So it is clearly (Z U C)-open in G. This shows:

XJLY|ZUC = XJLY‘Z.
G Gco

B THE X-SEPARATION CRITERION
FOR MSCMS

The trick to prove the o-separation criterion is to trans-
form the o-connection graph G of an mSCM, which
has no undirected edges and can be seen as a directed
mixed graph (DMG), into an acyclic directed mixed
graph (ADMG) that encodes the same conditional in-
dependencies in terms of the well known d-separation.
This also shows that every o-separation-equivalence-
class contains an acyclic graph (if one only looks at the
observational distributions). Caution: the constructed
ADMG is not well-behaved under marginalisation or in-
terventions. We will refer to the d-separation criterion as
the directed global Markov property (dGMP) and to the
o-separation criterion as the generalized directed global
Markov property (gdGMP) in the following.

Lemma B.1. Let G = (V, E, H) be an acyclic directed
mixed graph (ADMG) and (X,)ycv be random vari-
ables that satisfy the dGMP w.r.t. G. Let E,, be a ran-
dom variable independent of (X,)pev and X,, be an-
other random variable, w ¢ V, given by a functional
relation:

X’w = f((Xv)veP7Ew)7

where P C 'V is a subset of nodes. Let G' =
(V',E',H') be the ADMG with set of nodes V' :=
V U {w}, set of edges E' :== EU{v — wlv € P}

and set of bidirected edges H' := H. Then G C G’ is an
ancestral sub-ADMG and (X,)ycv satisfies the dAGMP
wrt. G'.

Proof. Since w is a childless node in G’ clearly G’ is
acyclic, Pa®’ (w) = P and G C G’ is an ancestral
sub-ADMG. So there exists a topological order < for G’
such that w is the last element. Since for an ADMG the
directed global Markov property (dGMP) is equivalent
to the ordered local Markov property (0oLMP) w.r.t. any
topological order (see [12,28]) we only need to check the
local independence:

{w} L A\ {w} [ dgmer (w)

for every ancestral A C G’ with w € A. Since
Damor (w) = Pa® (w) = Pand A\ {w} C V the state-
ment follows directly from the implication:

E, TIILT (XU)UEV =
f((Xv)v€P7 Ew) J]Pl; (Xv)veA\{w} ‘(X’U)’UEP'

O

Theorem B.2. Let G = (V, E, H) be a directed mixed
graph (DMG) and S(QG) the set of its strongly connected
components. Assume that we have:

1. random variables (X,)yev,

2. random variables (E,)ycv that jointly satisfy the
dGMP w.r.t. the bidirected graph (V, 0, H), i.e. for
every WY C V we have the implication:

d
w (V,é)le) Y = (EU)'UEW JIPL (EU)?1€Y7

3. a tuple of functions (gs)ses(a) indexed by the
strongly connected components S of G,

such that we have the following equations for S € S(G):

(Xo)ves = gS((Xw)wEPaG(S)\S7 (Ew)wES)-

Then (X,)vev satisfy the general directed global
Markov property (gdGMP) w.z.t. the DMG G, i.e. for ev-
ery three subsets W,Y, Z C V we have the implication:

WivIZ = (Khew L(Xoer |(Xooez

Proof. By assumption we have that (E,),cy satisfies
the dGMP w.r.t. the ADMG (V,(, H). By lemma B.1
we can inductively add:

Xy, = gS,v((Xw)PaG(S)\S; (Ew)wES)



for v € V where S = Sc®(v). We then finally get
an ADMG G’ with nodes (E,)ycy and (X,),ev that
satisfy the dGMP w.r.t. this G’. This implies that for
W,Y,Z C V we have:

d
WLYIZ = (New L(Xoer |(Xoez

It is thus left to show that we also have the implication:
o d
W1lY|Z = WLlY|Z
G G’

For this it is enough to show that every Z-d-open path 7’
from W to Y in G’ lifts to a Z-o-open path 7 from W to
Y in G. The construction is straightforward. For details
see [12]. O

Corollary B.3. The observed variables (X,),cv of
any mSCM M = (GT,X,P,g), GT = (UJUV,E™T),
satisfy the o-separation criterion w.rt. the induced o-
connection graph (c-CG) G.

Proof. Forv € V we put E, := (E,) weu . The
UEChGJr (u)
(Ey)vev then entail the conditional independence re-
lations implied by d-separation of the bidirected graph
(V,0,H). Furthermore, for S € S(G) we have equa-
tions:
Xs = gs(Xpac(s)\s, Es)-

The claim then directly follows from B.2. O

As a motivation for future work on selection bias we state
the following direct corollary.

Corollary B.4 (mSCM with context). Letr M =
(G*,X,P,g) be a mSCM with G = (UUV,E") and
C C V a subset. Let Go = (G1)Y be the induced
0-CG of M conditioned on C. Then the observed vari-
ables (X, ),ev\c satisfy the o-separation criterion w.rt.
G¢ and w.rt. the regular conditional probability distri-
bution PIXc=2¢ given X¢ = z¢ (for PXC-almost-all
values xc € X¢): For all subsets W)Y, Z C V \ C we
have the implication:
W1lY|Z — Xw L Xy|Xs
Gc PIXc==c

Proof. The lhs is equivalent to W LZY | Z U C (see
Theorem 2.20, Theorem A.2, resp.) and this im-
plies Xy L p Xy | Xz, X (see Theorem 2.14, Corol-
lary B.3, resp.), which implies the claim on the rhs (for
PXc -almost-all values z¢ € Xo). O

The last corollary can be used as a starting point for con-
ditional independence constraint-based causal discovery

in the presence of (unknown) selection bias given by the
unknown context C' and zo € X¢ (in addition to non-
linear functional relations, cycles and latent confounders
etc.).

C NEURAL NETWORKS AS MSCMS

For constructing causal mechanisms we could use any
parametric or non-parametric family of functions. Since
we want to stay as general as possible and also make use
of the practical advantages of parametric models we rep-
resent/approximate the structural functions gy, v € V
by universal approximators. A well known class of uni-
versal approximators are neural networks (see e.g. [16]).
A neural network is a function that is constructed from
several compositions of linear maps and a fixed one-
dimensional activation function h. A sufficient condition
to have the universal approximation property is if one as-
sumes h be continuous, non-polynomial and piecewise
differentiable. A further advantage of neural networks
is that the hidden units (given by composition of func-
tions z +—+ h(w?z + b)) can be interpreted as interme-
diate variables of an extended structural causal model.
This means that by modelling the hidden units of ev-
ery gyv) explicitely as a node in an extended graph we
can restrict—for the analysis purposes here—to this ex-
tended setting, where now the functions gy, (the index
{v} refers to the trivial loop) are of the form:

9ioy (Tp,o+ (U)\{v})
= " Zkepact oy Aok Tk + b”) ’

with weights A, ;, and biases b,,.

Further note that introducing or marginalizing interme-
diate variables will not change the outcome of the o-
separation criterion defined in Definition 2.10, Theo-
rem 2.14, and Theorem 2.20 (also see [12]). So also this
part is compatible with our theory.

Theorem C.1. The conditions for the contractiveness of
the iterations scheme from subsection 4.1 are satisfied if
the following three points hold:

1. sup, |W(z)| < Cwith0 < C < o0, and

2. Ay :=0fork ¢ PaC’ () \ {v}, and

3. |[(Auk)v,kes|| < & for every non-trivial loop S C
G, where ||-|| can be one of the matrix norms: ||-|
pzLor|l-le.

p!
In this case the functions (gq,\)vev Will constitute a

well-defined mSCM.

Note that we can put C' = 1 for popular activation func-
tions h(z) like tanh(z), ReLU(z) = max(0, 2), o(z) =



m, LeakyRelu, SoftPlus(z) = In(1 + %), etc..
Further note that by using one of these activation func-
tions A(z) and || - || = || - || all the conditions are satis-
fied if we choose the A, j such that forallv € V:

2eract () oy | Avak| <1
and A, r:=0 for k¢ PaC’ (v) \ {v}.

Furthermore, we can then iterate the whole system for

given error value xy; and initialization :z:g?):
t+1 t
ay ™= (gppeev(ay av)

= Ay (o) +ov)

and reach a unique fixed point xy,. This analyis also
holds if we have the error variables outside of the acti-
vation function as additive noise.

Proof. For a non-trivial loop S C G we want to show
that for every value Tp,at (s)\S and initialization xgo)

the iteration (using vector and matrix notations):

ng-i-l) =

(t)
h (APaG+ (S)us (g Tp,o+ (s>\s)T + bS)

converges to a unique point g (for ¢ — oc0) under the
three stated assumptions in the text.

For applying Banach’s fixed point theorem we need to
show that for every value Tpact (g WE have a bounded
partial Jacobian (S a non-trivial loop):

sup ||JS(xPaG+(S)US)|| < L(xPaG+(S)\S) <1
Ts

where L(zp o+ (SN ) is a constant smaller than 1 and
| - || is a suitable matrix norm. In our case we have:

JS(xPaG+(S)US)

59{“})
= - x
( oz ), res ( paG+(S)us)

— szh (APaG+ (S)us . (zpaa‘is(s)\s) + bS)

Ay k- ]lkEPaGJr(v)\{v}
= diag(h') - (As © Lg).

Here diag(h') refers to the diagonal matrix with the cor-
responding values of h’ and 15 is the adjacency matrix
as indicated on the line above.
If |/ (2)] < C < ooand || - || is either || - ||, p > 1,
or || - ||le then [||diag(h’)|| < C. If, furthermore,
|[As ® Lg|| < & then we get:

v,keS

17sl] < [l diag(R')]| - [|As © Ls]|
< C-|[Aso1g|| =L
< C-&
= 1.

Note that we can represent A ® 1 in a single matrix A
if we put A, := 0 whenever k ¢ PaC’ (v) \ {v}.
From the above then follows that the map of the itera-
tion scheme becomes contractive and the series thus con-
verges to a unique fixed point zg. gg can then be defined
via:

gs(a:PaG+(S)\S) =zg.

The system (gs)ser(q) is also compatible.  In-
deed, the convergence shows that the above ele-
ment (mPaG+(S)\S7xS) simultaneously solves the sys-
= g{v}(xPaG"'(u)\{v})’ v € S. So
for a loop S C S the corresponding components
(xpag+ (s')\s”xs’) simultaneously solves the system

tem x,

Ty = g{v}(xpam(v)\{v}), v € S’. Since also the so-
lution for the loop S’ is unique we get:

gs’ (‘Tpac‘*' (S/)\S’) =g,

which shows the compatibility. The measurability of this
map follows from a measurable choice theorem (see [2])
as explained in [3]. O

If we want to uniformly sample weights for the parent
nodes one can use the following:

Remark C.2 (See [1]). To uniformly sample from the d-
dimensional Ly-ball BY := {x € R : ||z]|, < 1} we
Ya ~ p(t) = me_“"p,
t € Rand z ~ p(s) = e % s > 0. Thenz =

(W1, ya)”

(2, lyslP+2)

can sample i.i.d. yi,...
75 IS uniformly sampled from Bg.

D MORE DETAILS ON THE
ALGORITHM

D.1 SCORING FEATURES

In order to score features, which can be defined as
Boolean functions of the causal graph G, we define a
modified loss function

L(G,S. f) =
Z )‘j(ﬂ)\j>0 - Ile i

(w;,y5,2Z5,15,7;)€S

vj | Z]lf(G))

UGdo(Ij)
“)
[21] proposed to score the confidence of a feature with

C(S,f) == min L(G,S,~f)

GEG(V)

— min L(G,S, f).
Gregg(rlv)(77f)

(&)

They showed that this scoring method is sound for oracle
inputs.



Theorem D.1. For any feature f, the confidence score
C(S, f) of (5) is sound for oracle inputs with infinite
weights. In other words, C(S, f) = oo if f is identifi-
able from the inputs, C(S, f) = —oc if =f is identifiable
Sfrom the inputs, and C(S, f) = 0 if f is unidentifiable
from the inputs.

Furthermore, they showed that the scoring method is
asymptotically consistent under a consistency condition
on the statistical independence test.

Theorem D.2. Assume that the weights are asymptoti-
cally consistent, meaning that

p |—oo H;
lo —lo = 6
S PN gan {+OO Ho, (6)

as the number of samples N — oo, where the null hy-
pothesis Hy is independence and the alternative hypoth-
esis Hy is dependence. Then for any feature f, the con-
fidence score C(S, ) of (5) is asymptotically consistent,
i.e., C(S, f) — oo in probability if f is identifiably true,
C(S, f) = —oo in probability if f is identifiably false,
and C(S, f) — 0 in probability otherwise.

By using the scoring method of [21] as explained above,
our algorithm inherits these desirable properties.

D.2 ENCODING IN ANSWER SET
PROGRAMMING

In order to test whether a causal graph G entails a
certain independence, we create a computation graph
of o-connection graphs. A computation graph of o-
connection graphs is a DAG with o-connection graphs as
nodes, and directed edges that correspond with the oper-
ations of conditioning and marginalisation. The “source
node” of an encoding DAG is an (intervened) causal
graph. The “sink” nodes are o-connection graphs that
consist of only two variables (because all other variables
have been conditioned or marginalised out) that can be
reached from the source node by applying a sequence of
conditioning and marginalisation operations. Testing a
o-separation statement in the intervened causal graph re-
duces to testing for adjacency in the corresponding sink
node.

Since interventions and conditioning do not commute,
one has to take care to employ these operations in the
right ordering. We define the computation graph in such
a way that intervention operations are performed first,
followed by marginalisations, and finally conditioning
operations. At each stage, we always remove the node
with the highest possible label first, which means that
our computation graph is actually a computation tree.

Below we provide the source code of the essential part
of the algorithm, using the ASP syntax for clingo 4.
It is based upon the source code provided by [19]. The
differences to [19], i.e. of o-separation vs. d-separation,
are indicated with “(sigma)” in the comments, i.e. at lines
100, 128, 138. Note that the main difference between the
encoding of d-separation and o-separation is that in the
non-collider case (see definition 2.9) we need to check
in which strongly connected component ¢ (v) the non-
collider node lies in comparison to its adjacent nodes.
This boils down to checking ancestral relations. Since
the o-structure is inherited in a trivial fashion during
the marginalisation and conditioning operations, it only
needs to be found once (namely in the original o-CG in-
duced by the mSCM).

We used the state-of-the-art ASP solver c1ingo 4 [13]
in our experiments to run the ASP program.
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node (0. .nrnodes-1) .

set (0..2**nrnodes-1) .

ismember (M,Z) :— set (M), node(Z), M & (2*x%Z) != 0.

>, then
h the hic : e label fi
node (Z), set(J), set(Jsub),
ismember (J,Z), not ismember (Jsub,?Z),
(Jsub + 2%x2) == J, 2%xZ2 > Jsub.
marginalize (0, J,Msub,z,M) :- node(Z), set (M), set(J), set (Msub),
)
)
(

Z
ismember (M, Z), not ismember (Msub,Z),
(Msub + 2%%Z) == M, 2xxZ > Msub.
condition(Csub,Z,C,J,M) :— node (Z), set (M), set(C), set(J), set(Csub),

(C & M) == 0, ismember(C,Z), not ismember (Csub,Z),
(Csub + 2%xZ) == C, 2xxZ > Csub.
% gue (generate all possible direc graphs)
{ edge(X,Y) } :- node(X), node(Y), !
{ conf(X,Y) } :-= node(X), node(Y), X < Y.
s source node 1in computation graph
th(X,Y,0,0,0) :- edge(X,Y).
hh(X,Y,0,0,0) :- conf(X,Y).
s anc al relations after perfect (surgical) intervention on J
ancestor (X,Y,J) :- th(X,Y,0,J,0), X!=Y, node(X), node(Y), set(J).
ancestor (X,Y,J) :- ancestor(X,Z%Z,J), ancestor(z,Y,dJ),

X!'=y, X!'=7, Y!=27,
node (X), node(Y), node(Z), set(J).

INTERVENTION

tt(X,Y,C,J,M) :- tt(X,Y,C,JIsub,M),
X <=Y,
not ismember (C,X), not ismember (C,Y),
not ismember (M,X), not ismember (M,Y),
node (X) ,node (Y),
intervene(C,Jsub,Z,J,M) .

th(X,Y,C,J,M) :- th(X,Y,C,Jsub,M),
X =Y,
not ismember (J,Y),
not ismember (C,X), not ismember (C,Y),
not ismember (M, X), not ismember (M,Y),
node (X) ,node (Y),
intervene(C, Jsub,Z,J,M) .

hh(X,Y,C,J,M) :- hh(X,Y,C,Jsub,M),
X <Y,
not ismember (J,Y), not ismember (J,X),
not ismember (C,X), not ismember (C,Y),
not ismember (M,X), not ismember (M,Y),
node (X) ,node (Y),
intervene(C,Jsub,Z,J,M) .

tt(X,Y,C,J,M) :- tt(X,Y,Csub,J, M),
X <= Y,
not ismember (C,X), not ismember (C,Y),
not ismember (M,X), not ismember (M,Y),
node (X) ,node (Y),

condition(Csub,Z,C,J,M) .

:— th(X,Z,Csub,J,M),th(Y,Z,Csub,J,M),
X <= Y,
not ismember (C,
not ismember (M

tt(X,Y,C,J,M)

X), not ismember (C,Y),
X), not ismember (M,Y),

’
node (X) ,node (Y),
condition(Csub,Z,C,J,M) .
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th(

X,Y,C,J,M) :-

th(X,Y,C,J,M)

hh (

hh (

X,Y,C,J,M

X,Y,C,J,M

(anc of

)

)

7.)

hh(X,Y,C,J,M)

tt(

(

(¢

- th(X,Z,Csub,J,M), th(zZ,Y,Csub,J,M),

th(X,Y,Csub, J, M),
X =Y,
not ismember (C,
not ismember (M,
node (X) ,node (Y),
condition(Csub,z,C,J,M) .

)

th (X, Z,Csub, J, M),

{ hh(z,Y,Csub,J,M); hh(Y,Z,Csub,J,M)

X =Y,

not ismember (C,X), not ismember (C,Y),
not ismember (M,X), not ismember (M,Y),

node (X) ,node (Y),
condition (Csub, Z,C,J,M) .

Z) = X > (sigma)

ancestor (Y, %,J),
X =Y,

not ismember (C,X), not ismember (C,Y),
not ismember (M, X), not ismember (M,Y),

node (X) ,node (Y) , node (Z) ,
condition(Csub,Z,C,J,M).

:— hh(X,Y,Csub,Jd,M),

hh(X,Y,C,J,M) :-

——7-—>Y (a

X <Y,

not ismember (C,X), not ismember (C,Y),
not ismember (M,X), not ismember (M,Y),

node (X) ,node (Y),
condition(Csub,Z,C,J,M).

X <Y,

not ismember (C,X), not ismember (C,Y),
not ismember (M,X), not ismember (M,Y),

node (X) ,node (Y) ,
condition(Csub,Z,C,J,M).

£ z) > X

gma)

>Y (s

X), not ismember (C,Y),
X), not ismember (M,Y),

{ hh(z,X,Csub,J,M); hh(X,Z,Csub,J,M)
{ hh(z,Y,Csub,J,M); hh(Y,Z,Csub,J,M)

}

>=

{ hh(z,X,Csub,J,M); hh(X,2,Csub,J,M) } >=

th(z,Y,Csub,J, M),
ancestor (Y, Z,J),
X <Y,

not ismember (C,X), not ismember (C,Y),
not ismember (M, X), not ismember (M,Y),

node (X) ,node (Y) ,node (Z),
condition(Csub,Z,C,J,M).

ancestor (X, %,J),
ancestor (Y, Z,J),
X <Yy,

not ismember (C,X), not ismember (C,Y),
not ismember (M, X), not ismember (M,Y),

node (X) ,node (Y) ,node (Z2),
condition(Csub,Z,C,J,M).

Z) => X<->Y (sigma)

:- th(z,X,Csub,J,M), th(z,Y,Csub,J,M),

1,

1,

MARGI!

X,Y,C,J,M

)

NALIZATION

- tt(X,Y,C,J,Msub),

X <= Y,

not ismember (C,X), not ismember (C,Y),
not ismember (M,X), not ismember (M,Y),

node (X) ,node (Y) ,
marginalize (C,J,Msub, Z,M) .

tt(X,Y,C,J,M) :- th(X,Z,C,J,Msub),



163 { tt(z,Y,C,J,Msub); tt(Y,Z,C,J,Msub) } >= 1,

164 X <= Y,

165 not ismember (C,X), not ismember (C,Y),
166 not ismember (M,X), not ismember (M,Y),
167 node (X) ,node (Y) ,

168 marginalize (C,J,Msub, Z,M) .

169

170 2 ) 7, < Y =>

171 tt(x,Y,C,J,M) :- { tt(X,Z,C,J,Msub); tt(zZ,X,C,J,Msub) } >= 1,

172 th(Y,z,C,J,Msub),

173 X <= Y,

174 not ismember (C,X), not ismember (C,Y),
175 not ismember (M,X), not ismember (M,Y),
176 node (X) ,node (Y),

177 marginalize (C,J,Msub, Z,M) .

178

179 %% X Z Y Y

180 tt(X,Y,C,J,M) :- { tt(X,%,C,J,Msub); tt(Z,X,C,J,Msub) } >= 1,
181 { tt(z,Y,C,J,Msub); tt(Y,z,C,J,Msub) } >= 1,
182 X <= Y,

183 not ismember (C,X), not ismember (C,Y),
184 not ismember (M,X), not ismember (M,Y),
185 node (X) ,node (Y),

186 marginalize (C,J,Msub, Z,M) .

187

188 2% X 7 Z Y X Y

189 tt(X,Y,C,J,M) :- th(X,%,C,J,Msub),th(Y,%,C,J,Msub),tt(Z,%,C,J, Msub),
190 X <= Y,

191 not ismember (C,X), not ismember (C,Y),
192 not ismember (M,X), not ismember (M,Y),
193 node (X) , node (Y),

194 marginalize (C,J,Msub, Z,M) .

195

196

197

198 9% Xo>V = oo

199  th(X,Y,C,J,M) :- th(X,Y,C,J,Msub),

200 X =Y,

201 not ismember (C,X), not ismember (C,Y),
202 not ismember (M,X), not ismember (M,Y),
203 node (X) ,node (Y),

204 marginalize (C,J,Msub, Z,M) .

205

206 $ X——>Z-->Y => X-—>

207 th(X,Y,C,J,M) :- th(X,%,C,J,Msub),th(z,Y,C,J, Msub),

208 X !'=Y,

209 not ismember (C,X), not ismember (C,Y),
210 not ismember (M, X), not ismember (M,Y),
211 node (X) ,node (Y),

212 marginalize (C,J,Msub, Z,M) .

213

214 X X———7<—>Y => X——>

215 th(X,Y,C,J,M) :- { tt(X,z,C,J,Msub); tt(z,X,C,J,Msub) } >= 1,
216 { hh(z,Y,C,J,Msub); hh(Y,z,C,J,Msub) } >= 1,
217 X =Y,

218 not ismember (C,X), not ismember (C,Y),
219 not ismember (M, X), not ismember (M,Y),
220 node (X) ,node (Y),

221 marginalize (C,J,Msub, z,M) .

222

223 5% X———Z2—— => X——

24  th(X,Y,C,J,M) :- { tt(X,2,C,J,Msub); tt(z,X,C,J,Msub) } >= 1,
225 th(z,Y,C,J,Msub),

226 X =Y,

227 not ismember (C,X), not ismember (C,Y),
228 not ismember (M, X), not ismember (M,Y),
229 node (X) ,node (Y),

230 marginalize (C,J,Msub, Z,M) .

231

232 5% X Z<->Y => X Y

233  th(X,Y,C,J,M) :- th(X,z,C,J,Msub),

234 tt(z,%,C,J,Msub),

235 { hh(z,Y,C,J,Msub); hh(Y,%,C,J,Msub) } >= 1,
236 X =Y,

237 not ismember (C,X), not ismember (C,Y),
238 not ismember (M,X), not ismember (M,Y),
239 node (X) ,node (Y),

240 marginalize (C,J,Msub, Z,M) .

241

242

243



244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259

261
262
263
264
265
266
267
268
269
270
271
272

274
275
276
271
278
279
280
281
282
283
284

286
287
288
289
290
291
292
293
294
295
296
297

299
300
301
302
303
304
305
306
307
308
309
310

hh(X,Y,C,J,M) :- hh(X,Y,C,J,Msub),
X <Y,

not ismember (C,X),
not ismember (M, X),

node (X) ,node (Y),

not ismember (C,Y),
not ismember (M,Y),

marginalize (C,J,Msub, Z,M) .

(X,Y,C,J,M) :—

hh { hh(X,Z,C,J,Msub)
th(z,Y,C,J,Msub),
X <Y,

not ismember (C,X),
not ismember (M, X),
node (X) ,node (Y),

; hh(Z,X,C,J,Msub) } >=

not ismember (C,Y),
not ismember (M,Y),

marginalize (C,J,Msub, Z,M) .

th(z,X,C,J,Msub),
th(Zz,Y,C,J,Msub),
X <Y,

not ismember (C,X),
not ismember (M, X),
node (X) ,node (Y),

not ismember (C,Y),
not ismember (M,Y),

marginalize (C,J,Msub, Z,M) .

th(Zz,X,C,J,Msub),
{ hh(Y,Z2,C,J,Msub)
X <Y,

not ismember (C,X),
not ismember (M, X),
node (X) ,node (Y) ,

; hh(z,Y,C,J,Msub) } >=

not ismember (C,Y),
not ismember (M,Y),

marginalize (C,J,Msub, z,M) .

—>Y
(X,%Z,C,J,Msub)
(Y,z,C,J,Msub)
tt(z,%,C,J,Msub),
X <Y,

not ismember (C,X),
not ismember (M, X),
node (X) ,node (Y),

—->Y

hh(X,Y,C,J,M) :-

[l

{ h
{ h

; hh(z,X,C,J,Msub)

}o>=
; hh(z,Y,C,J,Msub) }

>=

not ismember (C,Y),
not ismember (M,Y),

marginalize (C,J,Msub, Z,M) .

fail(x,Y,C,J,M, W) :- th(X,Y,C,J,M),
fail(x,v,C,J,M, W) :- th(Y,X,C,J,M),
fail (X,Y,C,J,M,W) :- hh(X,Y,C,J,M),
fail(x,Y,C,J,M, W) :- tt(X,Y,C,J,M),

fail(X,Y,C,J,M,W) :- not th(X,Y,C,

J
not th(Y,X,C,J
J

dep(X,Y,C,J,M, W),

EEEE

X<Y.

#minimize{W,X,Y,C,J,M:fail (X,Y,C,J,M, W) }.

1,

1,
1,

, X<Y.
X<Y.
, X<Y.
, X<Y.



E EXPERIMENTAL RESULTS

Here we provide additional visualisations of the results
of our experiments, for which no space was left in the
main paper.

Figure 6 shows ROC curves and PR curves for detecting
directed edges (i.e., direct causal relations) and for de-
tecting latent confounders in the causal graph. Results
are shown for the purely observational setting (“0 inter-
ventions”) and for a combination of observational and in-
terventional data (“1-5 interventions”) where the targets
of the stochastic surgical interventions are single vari-
ables chosen randomly, without replacement. Clearly,
making use of interventional data is beneficial for causal
discovery.

Figure 7 shows similar curves, now for 5 interventions
only, but for different encodings: o-separation (this
work), d-separation (allowing for cycles, [19]) and d-
separation (acyclic, [19]). Interestingly, the differences
between o-separation and d-separation turn out to be
quite small in our simulation setting. The difference is
largest for the detection of confounders. On the other
hand, the difference between assuming acyclicity and al-
lowing for cycles is much more pronounced, and is also
significant for the detection of direct causal relations.

We expect that when going to larger graphs with more
variables and with nested loops, the differences between
o-separation and d-separation should increase. However,
due to computational restrictions we were not able to
perform sufficiently many experiments in this regime to
gather enough empirical support for that hypothesis and
leave this for future research.
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Figure 6: ROC curves (top) and PR curves (center, bottom) for directed edges (left) and confounders (right), for
different numbers of single-variable interventions. All results shown here use o-separation.
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Figure 7: ROC curves (top) and PR curves (center, bottom) for directed edges (left) and confounders (right), for
different encodings. All results shown here use observational and 5 interventional data sets.



