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0.1 Why Field Theory?

Quantum Field Theory is our basic framework for the description of particles
and their interactions. To the shortest distances which can be explored with cur-
rent accelerators, which is about 1072° c¢m, a theory called the ‘Extended Stan-
dard Model’ (ESM)! provides an accurate description of hadrons, leptons, gauge
bosons. Field theory is also used in cosmology, e.g. combining general relativity
(‘geometrodynamics’) with the ESM, with a scalar field added to incorporate
inflation.

The world is evidently quantal, but why fields? Classical field theory is local.
Interactions are described by differential equations at a point in space and time.
They only refer to the immediate neighborhood of that point through derivatives
of finite order, usually only up to second order. The equations referring to space-
time points in Amsterdam do not refer to what goes on in Paris. A typical
example is given by the the electromagnetic field interacting with electrons, which
are described by the Maxwell equations and the equations for the Lorentz forces
acting on the electrons. The particles create propagating electromagnetic fields
which influence in turn the particles. In the quantum theory the electromagnetic
field describes also particles, the photons, which can be created or annihilated
by the electrons. Action at a distance (in space and time) can be avoided in this
description. Locality is the space-time version of causality. The word causality
suggests also an temporal order of cause and effect, and this is impletemented by
retarded boundary conditions.

These ideas have been questioned from time to time, but alternative descrip-
tions (such Feynman and Wheeler’s absorber theory) have not been able to elicit
the same intuitive appeal as field theory and have not been pursued very much.

As we will see, quantising fields leads to a description of arbitrarily many
identical particles, bosons or fermions (in three spatial dimensions). This de-
scription is elegant and practical, which is another reason for the success of field
theory. Moreover, there are phenomena which cannot be captured in terms of
particles, for which the field formulation is essential. These are typically situ-
ations where strong fields prevail, which occur in classical electrodynamics but
also in geometrodynamics (e.g. near black holes). Another example is quantum
chromodynamcs, where quarks and gluons are confined into hadrons, the protons,
neutrons, pions, glueballs, etc.

Field theory is based on the existence of space-time. The latter may perhaps
be explainable in terms of an underlying theory, such as ‘M theory’. It may take
some time before such an extension can be tested by experimental results.

!By this we mean the renormalizable extension of the Standard Model (SM) to allow for
non-zero neutrino masses; a.k.a. the vMSM.
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0.2 These notes

These lecture notes present an introduction to relativistic quantum field theory,
leading to quantum electrodynamics in covariant gauges and opening the road to
the Standard Model. Our approach is based on the idea that fields are the basic
variables, which upon quantization lead (or may not lead) to particles. Other
authors (notably Veltman, Weinberg) follow an opposite line of thought: particles
are basic and fields are to be constructed in accordance with their properties and
general principles. This latter approach appears to be essentially perturbative.

We will briefly touch upon renormalization and the non-perturbative lattice
formulation in the case the scalar field. For gauge fields and fermions our presen-
tation of the path integral stays at the formal level,? which is sufficient for devel-
oping perturbation theory. In case of fermions, the complications one encounters
in truly non-perturbative (lattice) formulations are remarkable and expose the
‘cheating’ implied by staying at the formal level. Progress here is steady and can
be traced in the proceedings of the yearly International Symposium on Lattice
Field Theory.

0.3 Books

Lecture notes are no substitute for a book. The following books are refered to in
the text by name of authors:

Books on mathematical methods:

Jon Mathews and R.L. Walker, Mathematical Methods of Physics, Ben-
jamin 1970.

R.B. Dingle, Asymptotic expansions, their derivation and interpretation,
Academic Press 1973.

M.J. Lighthill, Introduction to Fourier analysis and generalised functions,
Cambridge University Press 1958.

H.F. Jones, Groups, Representations and Physics (2nd edition), Institute
of Physics 2003.

Books on classical electrodynamics and general relativity:

J.D. Jackson, Classical Electrodynamics, Wiley 1975/1998.

2‘Formal’ = jargon for ‘pretty but mathematically imprecise’.
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C.W. Misner, K.S. Thorn and J.A. Wheeler, Gravitation, Freeman 1973.

S. Weinberg, General Relativity and Cosmology, John Wiley and Sons 1972.

Books on relativistic QFT:

J.D. Bjorken and S.D. Drell, I: Relativistic Quantum Mechanics, McGraw-
Hill (1964).

J.D. Bjorken and S.D. Drell, II: Relativistic Quantum Fields, McGraw-Hill
(1965).

L.S. Brown, Quantum Field Theory, Cambridge University Press 1992.

Ta-Pei Cheng and Ling-Fong Li, Gauge Theory of Elementary Particle
Physics, Oxford University Press (1984).

See also ibid, Problems and Solutions (2000).

R.P. Feynman, The reason for antiparticles, S. Weinberg, Towards the final
laws of physics, in ‘Elementary particles and the Laws of Physics’, The 1986
Dirac Memorial Lectures, Cambridge University Press 1987.

C. Itzykson and J.-B. Zuber, Quantum Field Theory, McGraw-Hill (1980).

M.E. Peskin and D.V. Schroeder, An Introduction to Quantum Field The-
ory, Perseus 1995.

Stefan Pokorski, Gauge Field Theories, 2nd edition, Cambridge University
Press 2000

P. Ramond, Field Theory: A Modern Primer (second edition), Addison
Wesley (1989).

L. Ryder, Quantum Field Theory, Cambridge University Press 1996.

G. Sterman, Introduction to Quantum field Theory, Cambridge University
Press 1993.

M. Veltman, Diagrammatica, Cambridge Lecture Notes in Physics, 1994.

S. Weinberg, The Quantum Theory of Fields, I: Fundamentals, Cambridge
University Press 1995.

S. Weinberg, The Quantum Theory of Fields, II: Modern Applications,
Cambridge University Press 1996.
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S. Weinberg, The Quantum Theory of Fields, III, Cambridge University
Press 1999.

B. de Wit and J. Smith, Field Theory in Particle Physics I, North-Holland
(1986).

Books on quantum field theory and critical phenomena:

M. Le Bellac and G. Barton, Quantum and Statistical Field Theory, Claren-
don 1992.

C. Itzykson and J-M. Drouffe, Statistical Field Theory I & II, Cambridge
University Press 1989.

G. Parisi, Statistical Field Theory, Perseus 1998.

J. Zinn-Justin, Quantum Field Theory and Critical Phenomena, Clarendon
1996.

The following books are specifically on lattice field theory:
M. Creutz, Quarks, Gluons and Lattices, Cambridge University Press (1983).

G. Miinster, I. Montvay, Quantum Fields on a Lattice, Cambridge Univer-
sity Press (1994).

H.J. Rothe, Introduction to Lattice Gauge Theories, World Scientific 1992
or later.

J. Smit, Introduction to Quantum Fields on a Lattice, Cambridge Univer-
sity Press, 2002.

See also the Proceedings of the yearly meetings Lattice "XX.

Books on (specialized topics in) particle physics:
D.H. Perkins, Introduction to High Energy Physics, CUP (2000).
LI. Bigi and A.I. Sanda, CP Violation, CUP (2000).

G. Branco, L. Lavoura and J. Silva, CP Violation, Oxford University Press
(1999).
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A book on the Casimir effect:
K.A. Milton, The Casimir effect, World Scientific 2001.

There are a number of useful lecture notes which are easily available, e.g. via the
internet, for example:

P. van Baal, A Course in Field Theory, Instituut-Lorentz,
http://www-lorentz.leidenuniv.nl/vanbaal /FTcourse.html

P.J. Mulders, Quantum Field Theory, I'TP, Vrije Universiteit,
http://www.nat.vu.nl/ mulders/lectures.html

J. Smit, Introduction to Quantum Field Theory 1994/95, ITFA 1995,
http://staff.science.uva.nl/ jsmit/
(The approach taken here differs substantially from the present notes.)
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0.4 Conventions and notation

The following conventions will be used:

- h = c¢ = 1. The dimensions of various quantities are like [mass| = [energy]
= [momentum| = [p(z)] = [length™!] = [time™!]. Actions are dimension-
less. To convert to ordinary units use appropriate powers of A and c. A
particularly useful combination is hc = 197.3 MeV fm, where fm (femto
meter or Fermi) denotes the unit of length 10712 ¢cm. For example a mass
m of 200 MeV corresponds to a length 1/m of about 1 fm.

- Rationalized Gauss (Lorentz-Heaviside) units for electromgnetism. The
unit of electromagnetic charge e ~ 0.30 (o = /4w &~ 1/137). The charge
of the electron is —e.

- Minkowski metric

T, = N, M =T =Nz = —Noo = 1, (1)
2 = —xg, zp=2% k=123, (2)
0 = o ®)
2’ = rat=x*-a}, 0°=0,0"=V>-0;, (4)
pr = prr” +por’ = pra® — p°a® = px — p%a®, (5)
€123 = +1, (6)
dz = da¥dat da?da®,  dip = dp® dp' dp? dp?. (7)

The same metric is used in the books by Brown, Weinberg, and Misner-
Thorn-Wheeler. Many other authors (e.g. Bjorken and Drell, Peskin and
Schroeder) use the metric with 79y = +1.

- Dirac matrices:
Vot =20, o =iBy", B=i7", =" (8)

(i7" = y*[Bjorken&Drell], v5 = v5[Bjorken&Drell].) Left and right handed
chiral projectors P, = (1 —75)/2, Pr = (1 4+ ;) /2.

- Lorentz invariant volume element for mass m,

d3p
dwy, = (2720 p’ = E(p) = \/p*+m?. 9)

Depending on the context, p° can be an arbitrary variable (e.g. a dummy
variable in [ d*p), or ‘on the energy shell’ as in dw,.



Chapter 1

Classical fields

We recall here some familiar classical fields, introduce the Lorentz group, the
canonical formalism and the action functional, its symmetries and the corre-
sponding conserved quantities such as energy and angular momentum.

1.1 Maxwell field

The electric and magnetic fields E and B constitute the Lorentz covariant anti-

symmetric tensor field F},, (x), F,, = —F,,, such that
Ok 1
Ey(x) = —Fo, = F", By = §€klmFlm- (1.1)
In terms of F),,, Maxwell’s equations can be written in Lorentz invariant form,
M ONF,, = 0, (1.2)
o F" = —j¥, (1.3)

where j”(x) is the electromagnetic four-current density, or current for short, which

has to satisfy
duj" =0, (1.4)

for consistency with (1.3) (check: —0,j* = 0,0,F"* = 0 because F* = —F"¥
whereas 9,0, = +0,0,). In jargon we say that the current is conserved.! The
homogeneous equations (1.2) can be satisfied identically by expressing F),, (x) in
terms of the (four-)vector potential A,(x),

Fl = 0,4, — 8,A,. (1.5)
In terms of A, the inhomogenous Maxwell equations (1.3) take the form

DAY — 09, AP = V. (1.6)

!The terminology: a current j*(x) is ‘conserved’, simply means: 9,j*(x) = 0. It is of course
the total charge @ = [ d3z j%(z) which is conserved.

1
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An important aspect of this description is gauge invariance: F),, is invariant under
the gauge transformations

A(x) = Aua)+0u(x). (1.7)
F;/w = F(x). (1.8)
The equations for A, are gauge invariant, which implies that their solution is not

unique. To obtain a unique solution of (1.6) one may impose a gauge condition.
Two well-known gauge conditions are

0,A" = 0, Lorentz gauge (also called Landau gauge), (1.9)
orA¥ = 0, Coulomb gauge (also called radiation gauge).  (1.10)

In the Lorentz gauge (1.6) reduces to
PPAH = —jH, (1.11)

which are four hyperbolic wave equations for A,, (recall 9* = V2 — 7).

One has learned in the course of time that the A, are the basic variables
for the description of the electromagnetic field. On the other hand, physically
observable quantities have to be gauge invariant. However, this does not mean
that everything physical is expressable in terms of the field strength F,,. In the
quantum theory this is spectacularly illustrated by the Aharonov-Bohm effect.

1.2 Einstein field

In General Relativity the gravitational field is described in terms of the metric
tensor field g, (x) while matter gives rise to an energy-momentum tensor field
T"(z). These have to satisfy the Einstein equations

1
R — g™ R+ A" = 8GT™, (1.12)

together with dynamical equations for matter. Here R* and R are the Ricci
tensor and scalar constructed out of g,,, G is Newton’s constant and A the
cosmological constant. We shall not go into detail here as our working arena
will be Minkowski space within special relativity. But note that the energy-
momentum tensor will also play an important role in the following. It is good to
keep in mind its role as a source of the gravitional field.

1.3 Scalar field

For illustrative purpose we will often use a scalar field ¢(z), which carries no
vector or tensor indices. A typical equation for such a field is the Klein-Gordon
equation with source J(z),

(=0* +m*)p=J. (1.13)
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This equation is similar to (1.11), except for the parameter m, which has dimen-
sion of (length)™! or frequency (recall that ¢ = 1 in our units, /& does not enter
in classical field theory). To get a feeling for its meaning, consider a plane wave

o(z) = M + co. = ™ e, (1.14)

(c.c. denotes ‘complex conjugate’). This is a solution of (1.13) for the case J = 0,
provided that

P +m?=0, k' =2Vk2+m? (1.15)
So m is the frequency k° for zero wave vector, k = 0. Another example is the
solution for a static point source at the origin,

px) = ——, (1.16)
(=V2+m?)p(x) = §(x). (1.17)

The solution (1.16) is called the Yukawa potential. We see that it decays expo-
nentially fast as x| — oo with the scale set by 1/m, the range of the potential.

As a classical field, the scalar field is not so familiar as the electromagnetic or
or gravitational fields. The reason is that in applications to relativistic physics
the particles described by quantized scalar fields are usually unstable with very
short life times. Furthermore, we shall see that m is the mass of such particles;
1/m = h/mc their Compton wavelength, is typically a very short distance, such
that ¢ decays rapidly to zero away from its source. The minimal frequencies are
also very large. For example, for pions m™' = 1.4 x 107% cm or m = 2 x 10%
s~!. In addition, wave packet solutions made out of superpositions of plane waves
tend to spread rapidly because of the dispersion relation k% = ++v/m?2 + k2 (see
e.g. the discussion in Jackson sect. 7.9).

However, in the nonrelativistic domain such scalar fields do occur classically
in systems showing superfluidity or (normal) superconductivity. Suppose ¢ is
slowly varying in space compared to m~!. Then it is useful to derive a nonrela-
tivistic form of the Klein-Gordon equation by separating out the high frequency
oscillations, writing

Pl 1) = e 1)+ 5o Y (. 0), (11
Dp(x,t) = $e—imw(x,t)+%meimtw*(x,t), (1.19)
U = € ok, )+ —aplx,t)] (120

with the complex conjugate equation for ¢*. This is a change of variables in
which ¢ and 0, are represented by two new independent fields, the real and
imaginary parts of 1. The equation (9% — m?)p = 0 is equivalent to

2

i) = — (v + e2miyr). (1.21)
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1(X) J'(x) =J(x-2a)

VANYANE

-« X

a

Figure 1.1: Translation of a field.

Assuming that measurements involve time scales much larger than m we can ne-
glect the rapidly oscillating term o< exp(i2mt). The resulting equation is identical
to the Schrodinger equation, but this should not confuse us. The above ¢ has
nothing to do with this quantum mechanical wave function: it is simply a classi-
cal field which happens to be complex. Usually there are also additional source
terms like 1)*¢)? in the nonrelativistic field equations (the field providing its own
source), in which case one sometimes uses the even more confusing terminology
‘nonlinear Schrodinger equation’. Observable quantities should of course be real.
Simple examples are given by ¢*y and (*Vi) — Vb * 1)) /2im.

In the application to superfluid *He, m is of the order of the mass of the
helium atom. In the application to superconductivity m is the mass of a Cooper
pair (about twice the electron mass) and ¢ is called the Landau-Ginsberg field
(‘the Cooper-pair field’).

1.4 Poincaré group

The field equations of the previous sections are invariant under translations and
Lorentz transformations. Such transformations form a group, the Poincaré group,
which contains translations and Lorentz transformations as subgroups. This will
now be discussed in more detail?.

We start with translations. Let j#(z) be the electromagnetic current of the
system. Suppose we translate the system over a distance a* in spacetime.> Then
the corresponding current is j*(x) = j*(xz — a), see figure 1.1. So under transla-

2Qur review is brief, see e.g. Jones or courses on group theory for more information.
3This is a so-called ‘active’ transformation. In the equivalent ‘passive’ viewpoint the system
is unchanged but we make a coordinate transformation x — =’ = x + a.
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tions:
¥ = z+a, (1.22)
P@) = ¢lx), org(z)=plr—a), (1.23)
AL(x) = Auz), or A (r)=A.(r—a), (1.24)

and similar for other fields. The field equations are obviously invariant, e.g.
9, F'"(2') + 5 (2') = 0 implies 9, F"(x) + j*(z) = 0, because 9, = 9/0x"" =
0/0xt = 0.

For many derivations it is useful to consider infinitesimal transformations,
written as 1 — ia*P, + O(a®). Here 1 denotes the abstract unit element (no
translation) and the coefficients P, of the infinitesimal parameters a* are the
generators of the translation group. A finite translation can be abstractly written
as exp(—ia*P,). For a representation of P, consider an infinitesimal translation
of a scalar field:

¢'(z) = p(x —a) = p(z) — a"Oup(x) + - -. (1.25)
Writing this as
(1 —ia"P,+ - )p(z), (1.26)
we see that
P, — —i0, (1.27)

is a representation of the generators P,.
Next we turn to Lorentz transformations. Recall that we use a metric tensor
of the form

-1 0 0 0
0 1 00
Ny = 0 0 10 (1.28)
0 0 0 1
wy
Lorentz transformations
't =" xv (1.29)
leave invariant the quadratic form z? = 2z, = 1, 2"z,
1% = 2?, (1.30)
which implies
Nl Uy = Mpos  OF LAY = 0. (1.31)
We can write the transformations also in matrix form,
20
r = ,7}1 {L‘/ = El’ (1 32)
- I‘Q ) - ) .
23

@) = Ow@), (@) =2 (Ow =10, (1.33)
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Eq. (1.31) reads in matrix notation
(Tt =n, ort=nlTy, (), =10} (1.34)

where T denotes transposition. Note the subtlety in the connection between
matrix and tensor notation: (7)., =, = 0", but (¢),, = ¢+,
For a special Lorentz transformation (boost) in the 3-direction,

coshy 0 0 sinhy
0 10 0
(= 0 0 1 0 , (1.35)
sinhxy 0 0 coshy

where coshy = v, v = 1/v/1 =2, sinhx = vv, with v the velocity of the
transformation in units ¢ = 1. For a rotation about the three axis over an angle

¢,
1 0 0 0

0 cos¢p —sing 0
0 sing cos¢p O
0 0 0 1

(1.36)

The transformations form a group, which includes the rotation group, parity (P)
and timereversal (7). The latter two are defined by

(tpx)’ = 2° (Lpa)* = —2F, (1.37)
(bpz)® = —2% (bpa)* = 2*, (1.38)

where k£ = 1,2, 3. The rotations and boosts have det ¢ = 1, while ¢p and {1 have

determinant — 1. The transformations with det ¢ = +1 form a subgroup, the

proper Lorentz group. In the following we shall mean this group when referring to

Lorentz transformations; parity and time reversal will be mentioned separately.
We denote matrix representations of the Lorentz group by D,

¢ — D(0). (1.39)
Fields x(x) transform as
X' (") = Dx(x). (1.40)
Simple examples are given by
D=1, X'(a')=x(x), scalar field, (1.41)

(D)o =", X"(a") = 0" x"(x),  vector field, (1.42)
(D) ppe = 00", XM (&) = 0" 0", X" (x),  tensor field. (1.43)

See figure 1.2 for an illustration of the transformation rule of the vector field for
the case of rotations in the active formulation.
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/ V(x)

V(X)) |

Figure 1.2: Rotation of a vector field in space: the vector V is rotated into V'
and its base point x is transformed into x’, V}/(x') = 0, Vi(x), @}, = lgxy, just as
would follow from a rotation of the coordinate frame.

The vector representation is the defining representation of the Lorentz group.
An example of a vector field is the electromagnetic current j#(x). Under rotations
it has a spin zero component, the scalar (under rotations) j°(z), and a spin one
component, the vector (under rotations) j(z). An example of a tensor field is
the electromagnetic field F*(x). It is an antisymmetric tensor under Lorentz
transformations, while under rotations it consists of two vectors E(z) and B(x),
EF = F% BF = (1/2)epmF™, k,1,m = 1,2, 3.

To verify the invariance of field equations under Lorentz tranformations we
check that 0, transforms as a (covariant) vector. For example

AN Yo/ _ a WA a _ 8:5” a _ -1
6M<p (l’) - ax/ﬂ ¥ (l’) - 81’/“ QO({L‘) - ax/ﬂ 8x” SO('I) - (é )VMaVSO(x)
= 1 0,p(x), (1.44)

where we used (1.34). It is now straightforward to check the Lorentz invariance
of field equations, e.g. 9, F""(z) + j"(2') = 0 implies 9,F"(x) + j"(z) = 0.
Poincaré transformations
¥ =lr+a (1.45)

leave invariant (z — y)? and form therefore also a group. The field equations are
of course also invariant under this combined group. For more information see
Weinberg I or Ryder.

Consider next infinitesimal Lorentz transformations,

o=t (1.46)
where w* is infinitesimal (note that n*, = §,,). The relation (1.31) is satisfied if

Wy = —Wip (1.47)
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(also the indices of w are raised and lowered with the metric tensor). For a
rotation in the 1-2 plane about the 3-axis over a positive angle ¢ we have

wlg = W12 = —Wao1 = —¢> (148)

(cf. (1.36) and Problem 10). Similarly, for special Lorentz transformation in the
0-3 plane of Minkowski space with hyperbolic angle y, a boost in the positive
3-direction with velocity v,

wl = —wp3 = wgg = x = tanh™ ' v (1.49)

(cf. (1.35) and Problem 10; infinitesimally x = v).
For a representation D we write

1
D=1+ zéwaﬁsag +O0(W?), Sap = —S8a; (1.50)

where the S,3 are matrices specifying the representation. They are called the
generators in the representation D. In the defining (vector) representation,

1
(D) = 0", = 8,0, + iiwo‘ﬁ (Sap) - (1.51)
It follows from this by comparison with (1.46), that in the defining representation
Sap 1s given by

(Sap)ww = —i(Nhnsy — NyNav), defining representation (1.52)

(just substitute and check). It is now straightforward to verify that the generators
satisfy the commutation relations

[Sap; Sys] = 1(NaySes — My Sas — NasSsy + M5Say)- (1.53)

A finite transformation can be written as
1
D = exp (iiwaﬁsaﬁ) : (1.54)

If we have a set of matrices S,g satisfying the commutation relations (1.53)
then we have a representation of the Lorentz group. This follows from the Baker-
Cambell-Haussdorff theorem: if D = exp(M) = exp(iwapSas/2) and similar for
D" = exp(M’), then D” = DD’ can be expressed as the exponential of a series
in multiple commutators of M and M’, D" = exp(M + M' + [M,M']/2 + --+),
which is completely determined by the commutation relations (1.53).

Note that the boosts do not form a group. This can be seen from the fact
that the set of boost generators Sy is not closed under commutation. For ex-
ample [Sp2, Soz] = —1Sa23, which generates rotations about the three axis. So the
rotations are needed to complement the boosts into the (proper) Lorentz group.
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We end this introduction with the commutation relations of the generators
of the Poincaré group. Let us denote for the moment the abstract generators of
the Lorentz group by J.g, so S,s is a representation of J,3. A representation is
provided by the transformation rule for the spacetime argument of fields; e.g. for
an infinitesimal transformation of a scalar field:

¢(x) = ol 'z) =p(r) —w"r,0up(x)
= o(x)+ i%w‘”(—iazﬂ&, +i2,0,)p(T). (1.55)

Writing this as
1
(1 i a4+ ) (), (1.56)
we see that we have the representation
Jaﬁ — Laﬁ = —ixaﬁg + i:pg@a. (157)

For a general field x(z) transforming as x’(z) = D({)x(¢{~'z) we have the repre-
sentation

Jop — Lag + Sap. (1.58)

The commutation relations of the generators of the Poincaré group now follow
straightforwardly from (1.27) and (1.57):

[Ja,B, J’Y5] = i(naﬁ/t]ﬁé - nﬁVJaé - 770451],87 + 77651]&7)7
[Jaﬁv Pu] = i(nuapﬁ - nuﬁpa)a
[P..P] = 0. (1.59)

1.5 Action

A powerful tool in our considerations will be the action S, from which the equa-
tions of motion can be derived by requiring it to be stationary under small vari-
ations of the dynamical variables. Symmetries of S lead to symmetries of the
equations of motion and to quantities which are conserved in time: Noether’s
theorem. Furthermore, the action plays a crucial role in the path integral formu-
lation of quantum theory.

Consider first an action for the scalar field,

1 1
S = /d4x (—éﬁucp(?“cp — §m2g02 + Jg0> , (1.60)

where the integration is over some compact domain M of spacetime. The dynam-
ical variables are here ¢(x), whereas J(x) is considered to be a given function of



10 CHAPTER 1. CLASSICAL FIELDS

x, it is an external source. Consider the variation of S under a small variation
dp of ¢ which vanishes on the boundary OM of the domain M:

85 = Slp + 8p] — Slg] = / ' (—8,00"5p — mpdp + J5)
= /d4x (0,0"0 —m*p + J)dp, (1.61)

where we made a partial integration in the second line and used the fact that
0p = 0 on OM. Requiring 05 = 0 for arbitrary dp gives the Klein-Gordon

equation with source J,
(0> —=m*)p+J =0, (1.62)

in the interior of M. (Allowing d¢ not to vanish on dM would in addition lead
to boundary conditions for ¢.)
A suitable action for the nonrelativistic scalar field (cf. eq. (1.21)) is given by

1 1 1
S = / P dt (§¢*¢6t¢ — S0 — VYT Y+ w*n> o (1.63)

where 7 is the nonrelativistic analog of .J.
Consider next the following action for the electromagnetic field,

1 14
s=[ds (—ZFWF“ + JﬂAﬂ), (1.64)

where J# is an external current and the integral is again over M. Under a
variation 6 A, of A, we have

5S = S[A+5A] - S|A]

- / d'z s (—iFﬂUF“” + J“AH) , (1.65)
0F, = 0,(A,+0A,)—0,(A,+6A,) —Fu
— 9,04, — 0,04, (1.66)
S(FF™) = 2FM§E,, = 4F"8,6A,, (1.67)

05 = [d'w(=F" 9,04, + J'54,)
- / &z (9, F™ + J*)oA,. (1.68)

We made a partial integration in the last step and assumed that the surface term
is zero, which is correct if we impose that 0 A, vanishes on M. Requiring 65 = 0
for arbitrary variations in M gives Maxwell’s equations

8, F"™ + J¥ = 0. (1.69)

The action for the gravitational field without matter is given by

_ 1 4
Sg—m/d:c\/—detg(R—2A). (1.70)
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Under a variation dg,, we have*

_L 4 — Y% 1 wp MV>
539_167@/0“3V 9( RY + 59" R = Ag™ ) 0gu- (1.71)

The demonstration of this is quite involved, see for example Weinberg’s book on
general relativity. Setting 0.5, to zero gives the Einstein equations without the
T" term. To get the full Einstein equations including 7" we have to add to .S,
a term representing the contribution of matter, which we denote by S,,. With
the total action

S =98,+ S, (1.72)

and

1
55, — / d's =g 5T 05, (1.73)

we get the full Einstein equations including 7" by setting 6.5 = 0. Note that
‘matter’ is just a name for anything not composed of g,, only. For example, it
could be a bunch of point particles, but is may also be the electromagnetic field
or a scalar field. We shall now derive the form of T*” for the scalar field and the
electromagnetic field.

The minimal prescription for constructing an action that is invariant under gen-
eral coordinate transformations from a Lorentz invariant action is:

a) make the volume element invariant under general coordinate transformations
d*r — d*z\/—g(z); (1.74)

b) replace derivatives by covariant derivatives.

With this prescription the scalar field action becomes

1 1
Smle, g) = — /d4x V=g (gg“”ﬁwaw + §m2<p2) (1.75)

(for a scalar field the covariant derivative is just the ordinary derivative). Simi-
larly the generally covariant generalization of the Maxwell action is

1
SmlA, gl = — /d4x v—g <Zg"‘)‘g“”F,wF)\,,) : (1.76)

The calculation of the variation of these matter actions with respect to g, is not
difficult (Problem 5) and leads to

1 1
T = g"*g" 0apdp — 9" <§g°‘5 Oap0pp + §m2¢2> (1.77)

4Acccording to standard notation, g = det g (the determinant of the matrix g), and g"* =
(g_l)uua SO gnkg)\u = 6f~iu-
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for the scalar field and
4 14 1 v g
TH = FrEY — 4gu FPF,,, (1.78)

for the electromagnetic field, where F*° = ghogPPF, 5 etc. Specializing to Minkowski
space 1s easy: gu, — M-

1.6 Canonical formalism

Up to now we have used a manifestly covariant formalism for Lorentz invariant
theories. For the relation to quantum theory, the canonical formalism in terms
of a hamiltonian, which is a function of ‘p’s and ¢’s’, is appealing because of
the correspondence between Poisson brackets and commutators (g, p;) = 0k <
[Gk, P1]/ih = 6. Because time is singled out as special (e.g. pr = 0yqy) this formal-
ism breaks manifest covariance and it is complicated for gauge fields. However,
it is important for the proper statement of the initial value problem and useful
for an introduction to quantum field theory. We give the basics here for a scalar
field theory described by the action

S = —/d4

Vip) = 5590 + Aso (1.80)

50up0" 0 +V(0)], (1.79)

We have added a ¢* term to the action, which makes theory more interesting
because the field equation is now nonlinear.’ Its importance is parametrized by
A. The action can be written as (z° =t, ¢ = dyo)

S = /dtL[go,gb], (1.81)
L = /d?’xl@?—U[] (1.82)
Ulel = [ [Vig)+ 5 0uothe] (1.83)

where the dot denotes 0/0t. This looks like the lagrangian for a sum of systems,
one for each x, which are coupled by the spatial gradient term. The canonical
momentum conjugate to ¢ is defined as®

oL
p(x)
5This so-called ¢* theory is a very useful model for illustration.

5The time dependence is implicit in the following. See the appendix for the definition of the
functional derivative.

m(x) =

= ¢(x), (1.84)
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where we have used a functional derivative. As discussed in the appendix this
is just a generalization of a partial derivative from discrete indices to continuous
indices (here x). In the same generalization the hamiltonian is given by the
Legendre transform

Hlpr] = [dump—Lip,¢), (1.85)
/d3x%7r2+U[go]. (1.86)

The Poisson bracket (A, B) of A[p, 7] and B[y, 71| generalizes to

0A B 0B §A
A B)= [ d° — : 1.
(4, B) /d v l&o(x) om(x)  dp(x) dn(x) (187)
With the Poisson brackets
(SO(X)77T(y)) = 5(X - Y)7 (SD(X)a (P(y)) - (W(X77T(y)) = Oa (188)
we now expect the equations of motion to follow from the Hamilton equations:
0
h(x) = x),H)=mn(x), @(x)=(n(x),H)=-— U. 1.89
p(x) = (p(x), H) = 7m(x), 7(x)=(r(x),H) 5] (1.89)

This is the case indeed (cf. Problem 6). The canonical form of the action principle
is

S — /dt (/d?’xﬂgb—H[go,W]), (1.90)

6.8 = /d4x(gb—7r)57T:O:>gb:7r, (1.91)
oV §U
e 4 —7 2 _— = ':——
0,8 = /dx( T+ Vi 8¢>5¢ 0= 5o (1.92)

We finally note that the hamiltonian has the nice form of an integral over an
energy density H. This H is equal to T% obtained from the variation (1.73) of
the matter action S,,[p, g, in the limit of Minkowski spacetime g,, — 7,,. In
more general cases there may be a difference between H and 7%, but the total
energy is unambiguous, [d*zH = [ d3x T.

1.7 Symmetries and Noether’s theorem

The invariances of a theory are summarized by the symmetries of its action. This
is a nice idea, although it turns out that there are exceptions, so-called anomalies
where the classical action has more symmetry than the corresponding quantum
theory. For now this does not concern us and we shall explore the spacetime
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symmetries of the action and their consequences according to Noether’s theorem:

To each one parameter symmetry group of the action corresponds a conserved
quantity.

We shall illustrate how these conserved quantities can be found in a few examples
which will be useful later. Consider the action for the scalar field

S = /d% L, L= —% o — %m2cp2. (1.93)
The lagrangian (density) £ transforms as a scalar field under Poincaré transfor-
mations. If the integration domain M is taken infinite, the action is symmetric
(invariant), S[¢'] = S[p], with ¢'(z) = ¢({~'z — a). This follows from a simple
change of integration variables, the jacobian is 1. However, we prefer to keep the
integration domain finite so as not to have to discuss convergence of the action
integral.

Consider translations. According to Noether there should be four conserved
quantities, one for each parameter a*, p = 0,1,2,3. A convenient way to find
these is to perform infinitesimal spacetime dependent translations e*(x) which
vanish on the boundary M. Then ¢'(z) = p(x — e(z)) = p(z) — e*(x)dp(x),
or

5o(2) = ¢/ () — (x) = —€ (2)p(x). (1.94)
Because € depends on = we no longer expect S to be invariant: the derivatives
act nontrivially on €. So we may expect the form

5S = / d*z T ()06, (x). (1.95)

Now, when the equations of motion (field equations) for ¢ are satisfied, 65 = 0
for any d¢ vanishing on M, hence, also for the variation (1.94). Making a partial
integration and using the arbitrariness of €,(z), we conclude that

0 = 65=— / d'z 9,T"e,,
= 90" =0, (1.96)

in the interior of M. So we expect four conserved currents, T, v =10,---, 3, to
which correspond four conserved ‘charges’,

P = /d% v, (1.97)

As will be verified below, T* is the energy-momentum tensor of the scalar field
and P is its total energy-momentum four-vector. Note that Noether’s conserved

"This method has the advantage that it can be taken over directly in the quantum theory
in the path integral formulation.
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quantities are not necessarily normalized in standard ways: the way we identified
T* depends on the normalization of the infinitesimal parameters €. Note fur-
thermore that for P” to transform as a four-vector it is crucial that 9,T"" = 0,
see Problem 8.

We now calculate T"":

5S = — / d*z (0"00,00 + m2 o)
_ / d'z [0"00,(e" 0, p) + mpe” 0, ¢]
_ /d4x (—€8,L + 008, p0,.")
= [de (D) + @00 + 110, (1.98)

The integral over the total divergence in (1.98) vanishes because ¢ = 0 on OM
and comparing with (1.95) we find

T = 9 pd” o + ™ L. (1.99)

This is identical to (1.77) obtained from the coupling to the gravitational field,
in the limit g, — 7.

The Noether form for the energy-momentum tensor of the electromagnetic
field turns out not to be equal to the standard form following from (1.73). The
integrated P¥ are however identical. The T* from (1.73) is more physical as it
plays a dynamical role in gravitation (but its derivation is not so easy for spinor
fields). The Noether form can be modified by adding a divergence-less quantity
which integrates to zero in the total P, such that the energy-momentum tensor
satisfies standard criteria such as symmetry,

" =T, (1.100)
and gauge invariance. For more information, see Ryder, Itzykson & Zuber, Wein-
berg I, and Problem 9.

The Noether consequence of Lorentz invariance now follows. The scalar field
action is invariant under the infinitesimal Lorentz transformation ¢, = nt + w* ,
¢'(z) = o(t'z) = p(x) — wa,0,p(x). Making the transformation spacetime
dependent (and vanishing on the spacetime boundary) we get

dp(z) = —w(z)x,0,0(x). (1.101)

This has the form (1.94) with e*(z) = w*(z)z,. So we can take over eq. (1.95)
to get

S = /d4;1: T 0, (wypx”)
= /d4;1: (T* 2P Opwyp + T wy,,)

1
= 3 / d'z (T" 2 — TH3%)0,w,,. (1.102)
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In the last line we used the antisymmetry of w,, and the symmetry of 7" found
in (1.99). Making a partial integration, d, acts on the expression in parenthesis
and because the w,, are arbitrary, the currents

Jral — goqub _ gfne (1.103)
are divergence-free,
0, J+*P =0, (1.104)
and the Noether invariants
Jos = / &z (22T — 2P0 (1.105)

are time-independent. These are the generalized (from rotations to Lorentz trans-
formations) angular momenta of the field. The angular momentum density of the
field, J%® is easiest to interpret: it has the form of an outer product of ¢ with
the momentum density 7%, as in ly, = Tapp — TpPa, OF Iy = %eabclab = €aqpelpPe for
a single particle.

Note that J% = 20PF — [d32 2T depends explicitly on time. This is
just right to ensure time-independence in the canonical formalism, according to
dJ% Jdt = 8% Jot+(J%, H) = P*+(J% H), where 0J°% /0t denotes the explicit
time derivative.

A straightforward calculation (check!) shows that the Poisson brackets of the
Noether invariants P, and J,, with the canonical variables ¢ and 7 are given by

(p(x), P) = —0Oppl(z), (p(2), o) = —m(), (1.106)

_ 2 IV (¢(z))
(n(@), P) = —Oum(a),  (n(2), Po) = ~V7p(e) + 5 255, (1107)

which can also be written as

(p(x), P,) = —0up(x), (m(zx),P,)=—0,7(z). (1.108)

Similarly on can write

(p(2), Jw) = — (2,0, — ,0,)p(2), (1.109)

etc. So the P, and J,, generate Poincaré transformations via the Poisson algebra,
and indeed, their Poisson brackets are just given by (1.59) with a commutator
replaced by i times the Poisson bracket, or —i[ ,] — (,):

(Jaﬁ, J’Y5) = naﬁ/t]ﬁé - 77,6’“/1]&5 - 770451],87 + 77,85Ja'ya
(Jaﬁ’PM) = nuapﬁ —WsPa,
(P..P,) = 0. (1.110)
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1.8 Summary

In field theory the interactions are local. The electromagnetic and gravitational
fields are familiar classical fields, the somewhat less familiar relativistic scalar field
is often used for simplicity of presentation. We can formulate an action, which is
stationary (extremal) when the equations of motion (field equations) are satisfied.
The canonical formalism leads to field equations in Hamilton form. Lorentz trans-
formations (including rotations) and translations form a group called the Poincaré
group. These transformations are symmetries of the action. The Noether invari-
ants corresponding to Poincaré transformations are the total four-momentum
PY = [d3x T% and generalized angular momenta J*° = [ d3x (z*T% — 2°T%),
with T the energy-momentum tensor. The conservation laws have a local ex-
pression in the form of divergence equations, 9,7 = 0, 8, (z*T"® — 2PTr) = 0.
The Noether invariants in turn act as generators of the symmetry group and their
Poisson brackets satisfy the corresponding Poincaré algebra.

1.9 Appendix: Functional derivative

Consider the action for the scalar field (1.60). It is a function of infinitely many
variables, namely @(z) for each x € M. This is the continuum analog of a
function of many variables labeled by a discrete index k, say f(«) = f({ax}). In
the case of continuous indices like x we speak of a functional.® The functional
derivative is the analog of the partial derivative. In the function case we can
write the change of f(a) under an infinitesimal variation day, as

3f(a) =" grle)dau, (1.111)
with 5
gr(ar) = gg:) (1.112)

the partial derivative. Similarly, in the functional case we can work the variation
in the form

dF[p] = /d4:p Glz, ] dp(x) (1.113)

(we have seen how to do this in the case of the various actions using partial
integration), and the functional derivative is defined as

IF o]

dp(z)

For example, according to (1.61) the functional derivative of the scalar field action
is given by

= Gz, ). (1.114)

58
dp(z)

8We indicate functionals with square brackets.

= (0* = m?)p(x) + J(z), (1.115)
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while the variation (1.68) of the Maxwell field action tells us that

0S5
0 A, (x)

= O\FM(x) + J*(x). (1.116)

Let us give some more examples for the case of one dimensional indices x and k:

FUNCTIONAL FJ[y] FUNCTION f(a)

F=a+ [dxb(x)p(x) f=a+ >0

[ dvdycl(z, y)p()oly) +- - + g cmaay + -

= W =b(x) +2[dyc(z,y)e(y) +--- = aif =bp+2% cucu + -+
F:SD($)2>W:5($ ) f—ak:>a(fl—5kz

oy = nela) o —y) o = nai oy

% [a%@(x)] = % o(z —y) a%l(oékﬂ — k) = Ok+1,1 — Ol

where 0(z — y) and &y, are the Dirac and Kronecker delta functions.

1.10 Appendix: Rudiments of representations
of continuous groups
A group G is a collection of elements g € G with the properties
- there is a multiplication rule: g, € G, g € G — g192 € G
- there is a unit element e (often denoted by 1): ge = eg =g
- there is a inverse ¢! gg ! =g lg=ce
Examples:

discrete groups of 90° rotations, groups of continuous rotations in 1,2,. . . dimensions

abelian group (named after Abel) satisfy gi1g2 = gog1 (for all g1 2 € G)
non-abelian group g192 # ¢291 (not necessarily for all g; 5 € G)

Elements of continuous groups, such as the rotation group in three dimensions,
or the Poincaré group, can be written in exponential form

g=c“r=c+ Z (iw,S, (1.117)

(summation over repeated indices), where w, are parameters (real numbers) and
S, are called generators of the group. For example, for rotations, w,, p = 1,2, 3
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are angles of rotation and S, are hermitian 3 x 3 matrices. The commutator of
two generators is a superposition of generators

[Sps Sql = ifpar Srs (1.118)

in which the coefficients (real numbers) f,, are called the structure constants of
the group.
A representation of the group is a mapping g — D(g) which is itself a group,
with
9192 = g3 — D(91)D(g2) = D(gs). (1.119)
Elements D (g) of a representation j of G can also be written in exponential
form,

g= N D(j)(g) - eiwpszgj)’ (1.120)

in which the SI()j) are called the generators in the representation j. They satisfy
the same commutation relations as the original 5):

[SI()j)’ Séj)] = i fpqr SY. (1.121)

Conversely, if we are able to construct generators Sz()j) satisfying (1.121), the we
have also constructed a representation of the group G:

g= ez‘prp7 g/ _ eiw;,Sp’ g// _ gg/ _ ez‘wgsp _ D(j)<g//> _ ez’w;,’Sz(,j). (1.122)

This follows from (1.117), (1.120), (1.118), (1.121) and the Baker-Campbell-
Haussdorft formula

MM/:

M e MAM'+(1/2)[M,M']+...

€ ’

where the . ..consist of multiple commutators of M and M’.

1.11 Problems

1. Mathematical methods
Asymptotic expansions occur frequently.

a. Familiarize your selve with the stationary phase approximation and
the saddle point approximation. See for example Mathews and Walker, or
Dingle.

b. We will freely consider Fourier integrals which do not converge. Such
integrals have meaning within the theory of generalized functions (distri-
butions). See for example Lighthill. As an important example, consider

A(a) = [ Z dt e (1), (1.123)
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where 60(t) is the Heavyside step function,

0t) = 1, t>0,
0, t<0. (1.124)

This Fourier integral may be evaluated by introducing a convergence factor
exp(—et), where € is arbitrarily small postive. Then

~ )

O(z) = . 1.125
(@) =7 (1.125)
We have the following identity between distributions
1 1
= P— —ind(x). 1.126
T+ 1€ z " (=) ( )

Here §(z) is the Dirac delta function and P denotes the Cauchy principal
value: if f(x) is a test function, then

/de%f —1(;{]3[/ dz —+/ dz 1 (1.127)

For finite €, make a plot of the real and imaginary parts of 1/(z + i€) and
convince yourself that (1.126) is correct in the limit € | 0.

Using the identity 0(t) + 6(—t) = 1, verify that
(z) = /OO dt e = 215(z)

c. Consider the integral

1) :/_ dz f(x)e™, (1.128)

which we assume to be convergent. Let C' be the closed contour in the
complex z plane from (—R,0) to (+R,0) on the real axis and then back
along a semicircle in the upper half plane with radius R.

Show that for ¢t > 0 the above integral can be evaluated as

— hm/dzf it (1.129)

R—o0

(assume for example that f(z) — 0 like 1/|z| as |z| — o00). Verify that
for t < 0 the integral along the semicircle in the upper half plane does
not converge, and that the analog contour integral for this case is along a
semicircle in the lower half plane.
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2. Fourier and Cauchy methods

To prove (1.17) we may use the Fourier representation

P00 = [ s (0, (1.130)
together with
g §( )—/ Pk i (1.131)
X) = (27]')36 . .

Then ¢ has to satisfy

dgk eikx
(2m)3 m? + k2

(k2 + m?)p(k) = 1 = p(x) = [ (1.132)

This integral may be done in spherical coordinates with kx = krcos¥é,
integrating first over angles,

1 00 k2 2sin kr
= dk 1.133
#(x) (27)? /0 m2+ k2 kr (1.133)
1 o dk 2k etkr
= —R / _— 1.134
A7y ¢ —oo 211 M2 + k2’ (1.134)

and then over k using contour integration, by closing the contour in the
upper half of the complex k-plane and picking up the pole at k = im (cf.
Problem 1.c).

Verify this.

3. Green functions

Solutions of the Klein-Gordon equation with source can be obtained in
terms of Green functions,

Plr) = o)+ [d' Gw —a)I(),
o(r) = poulx)+ /d4:c' GMNx — ') J ("),

where ¢y, and oy are solutions of the homogenous equation (—d? +m2)g0m,out =
0, and G and G4 are retarded and advanced Green functions, which satisfy

(=0 + m?)GRA(x — 2') = 6z — o). (1.135)
We assume here infinite spacetime.

The names retarted and advanced indicate that

Gz —2) = 0, 2°<a?,
GAx—2a) = 0, 2°>2" (1.136)
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In fact, G/ (2 — 2') is nonzero only in the future/past light cone of ' (cf.
Problem 4). Assuming that the source J(z) is nonzero only in a bounded
region of spacetime, it follows that ¢(2) — @ou(2) for 2° — +o0.

The Green functions may be represented as Fourier transforms

Gﬁ(:c) = / ' e ! (1.137)
) (2n)4 m? + p? — (p° F i€)?’ '

where € > 0 is infinitesimal, i.e. it is arbitrarily small, positive, and will be
set to zero where its presence is not needed anymore. In the representation
above it is needed to prescribe how the poles at p® = £+1/m?2 + p? are to be
avoided in the integral.

Given (1.137), verify eqgs. (1.135).
By evaluating the integral over p° in (1.137), verify that

A

GE(x) = FO(F2")A(x), (1.138)

where 6(z2°) is the step function (1.124) and

; d3p ipT —ipx
A(x) :Z/W (ep —e p), P’ = /p? +m2. (1.139)

Egs. (1.136) follow from (1.138).

. Lorentz invariance of GA/R

The advanced and retarted Green functions are Lorentz invariant. This
is suggested by the representation (1.137) if we ignore the infinitesimal e.
More precisely it follows from:

i) the Lorentz invariance A(z) in (1.139),
ii) the fact that this function vanishes for spacelike separations,

A(z) =0, 2*>0. (1.140)

Under these circumstances the distinction z° > 0 or < 0 in (1.138) is a
Lorentz invariant property. The advanced/retarted Green functions are
nonzero only inside the past/future light cones.

Property i) relies on the Lorentz invariance of the integration volume ele-
ment
d*p

LT (1.141)

dw, =

i.e.
dwe, = dw,. (1.142)
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Verify this for a Lorentz tranformation along the 3-axis with velocity v < 1:
PO =0 +qup®, PP =Apt A, pt=p', p?=p?,  (1.143)

where v = 1/4/1 — v? is the relativistic dilatation factor.

Property ii) follows from the fact that a spacelike interval (2%, x) can be
transformed into one with time separation zero, (0,x’), by a Lorentz trans-
formation, and the fact that A(0,x) = 0.

Verify.

5. T from coupling to g,,

Verify the expressions (1.77) and (1.78) for the energy-momentum tensors
of the scalar and electromagnetic fields, using (1.73) as the definition of
T,

For the variations the folowing formulas are useful. Let g denote the matrix
with matrix elements g,,. Then (¢** = (§7')w):

gg—l — 1 — 5gg_1 + g(sg_l — O N 5'@_1 = _g—lagg—l. (1144)
~ 1 rA\uv _afyo
det § = 1€ € 9kagra g 9o, (1.145)
SO
~ 1 R Y _af3y8
0 det g = 56 € g)\ﬁg;yygwsagna
= det §9"0gra- (1.146)

(We implicitly derived Cramer’s rule for the inverse of a matrix.)

6. Hamilton equations
Verify the statement following eq. (1.89) in steps:

a) Derive the field equations (equations of motion) form the action principle
for the p? theory given by (1.80).

b) Calculate the Poisson brackets of ¢(x) and m(x) with the hamiltonian
H|[p, 7] and verify in this way that Hamilton’s equations are equivalent to
the field equations found under a).

7. Functional derivatives may give distributions

From eq. (1.61) follows that

0S5

) = (0 —m*)p(x) + J(x). (1.147)
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2
\_/_/_/

Figure 1.3: The constant-time hyperplane >y and an arbitrary spacelike hyper-
surface ¥ in Minskowski space.

Verify that differentiating this once again gives
528
dsp(x)dep (')

This can be viewed as a ‘matrix’ with continuous indices x and z’. Calculate
the action of this matrix on the ‘vector’ p(z’), i.e.

e’ [62S/6p(x)dp(x)] o).

= (0 —m*)*(z — o). (1.148)

. Conserved charges and Lorentz invariance

Let j*(x) be a conserved current (jargon for ‘divergence-free current den-
sity’), i.e. 9,7* = 0. Assume it drops to zero faster than 1/z? in spacelike
directions. Show that the corresponding charge

Q= /d3:cj0(x) (1.149)

is conserved (time independent).

By integrating d,j* over the four-volume between the spacelike hypersur-
faces > and ¥ and using Gauss’s law, verify that

Q:/Edaﬂ(x)j“(x). (1.150)

Show that @ is Lorentz invariant, both from the active and passive point
of view.

Hint for the active case: Let j'#(x) = ¢*j"(¢~'x) be the current of the
transformed system. To be shown is Q' = [d®zj°(z) = [d®zj°(z) = Q.
Make a transformation of variables x = fy, and use the identity

€ L 0 = L1 €y det(0) (1.151)



1.11. PROBLEMS 25

(verify!). Then do,(v) = ¢,/do,(y), and it follows that

Q= [ doy(@)i"(@) = [ do,w)i"W)

3

= do,(y)j"(y) = Q, (1.152)

Yo

where Y1 is the hypersurface for the integral over the (dummy) y-variables
corresponding to the hypersurface 2° = constant. In the last step we used
the previous result (1.150). Make a sketch of ¥y and oy similar to figure
1.3, for the case of a boost in the 3-direction.

Similarly, show that P* = [ d3z T% transforms as a four-vector.

9. Noether and gravitational energy-momentum tensor

Consider the action (1.75) for a scalar field coupled minimally to the Ein-
stein field, S = Sy, g]. Let T* be the energy-momentum tensor that is
the source in the Einstein field equations, which is given by (1.73), and let
T4 the one found by the Noether method. We have seen that 7" = T¢" in
the Minkowski limit ¢,,, = 7,,. In this problem we want to shed some light
on this equality. The action S is invariant under the general coordinate
transformations

/ xP Ox'*
Tt = fﬂ(x)7 80/(3:/) = 90(37)7 g;U(I‘/) = % W gp0<x)7 (1153)

i.e. S[¢', g'] = S[g, g]. Consider an infinitesimal transformation
ot =zt e (z). (1.154)
Then, to first order in e,

dp(x) = ¢'(z) — o) = —(2)0,p(x), (1.155)
OGu(x) g,lw<37) — G () = —€"(2)0p g (¥) — Gup(x) 00" (z) — gp(2) D€’ ().

The invariance of S has the consequence

0S5 0S5
_sa_ [
0=905= /d x <5QW59W + 5@&0) . (1.156)

The first term on the right hand side of (1.156) gives

/d4:1: V=g %T‘“’égw, = /d4:1: TH (=0y€,), (1.157)

in the Minkowski limit.
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The infinitesimal coordinate transformation looks like a spacetime depen-
dent translation, and (1.155) is identical to the variation (1.94) used in the
derivation of T("”. So the second term on the right hand side of (1.156)
produces, as in (1.95),

/ d'z T, (1.158)
Since the sum of the two terms is zero we conclude that

9,T" =0, T§". (1.159)
Note that we have not assumed that the equations of motion are valid: the

above identity holds for arbitrary ¢.

For our minimally coupled action we actually found the stronger identity
TH = T&", but this does not have to be the case. For example, adding to
the minimally coupled action the term

1
—/d4x\/—g SERG, (1.160)

leads to a different T*”. In the Minkowski limit it is given by

T =T — £(9"0" — " 0%)¢?, (1.161)
where T" is the old tensor corresponding to & = 0.
Verify that Tg“ ¥ and T" lead to the same total energy-momentum, [ d3x Tgo” =
[d3x T,
For ¢ = 1/6 this new energy-momentum tensor is sometimes called the

‘improved energy-momentum tensor’. Verify, using the equations of motion,
that the improved tensor satisfies

M TYjg = —m’ @, (1.162)

So the trace of T} 1’% vanishes for m? = 0. This property is relevant for the
description of scale invariance.

The exponential parametrization

Let S,p be the generators (1.52) in the defining representation. Verify by
expansion that ¢ = exp(—i¢Sie) is equal to the rotation matrix (1.36).
Verify that ¢ = exp(ix.Sops) is the boost matrix (1.35).

Vector-matrices

Let R = exp(—i¢*Sy) be a general rotation matrix, where Sy, = (1/2)€xm Sim-
The boost generators Sy, are vector-matrices (vectors for short) under ro-
tations in the sense that R~!Sy, R = RleOZ. Verify this for infinitesimal ro-
tations (you need to check the commutation relations [S, So;] = i€xim Som)-



Chapter 2

Quantized scalar fields

This chapter introduces the basics of the theory of the canonically quantized
scalar field. We introduce the particle interpretation, touch briefly on applications
to scattering and decay processes, and discuss Lorentz symmetry and locality in
the quantum theory.

2.1 Canonical quantization

Consider the ¢* model described by the action

S = /d4 [ 0000 + V()] (2.1)

Vie) = e+ 2/{@ + 4)\<p (2.2)
For later use we have added a constant e to (1.80). It may be interpreted as
representing the cosmological constant. In a world in which the above action
would describe all existing matter, shifting A from the graviational field action
S, to the matter action S, would give e = A/87G (cf. (1.70)).
For interpretation of the quantized field the expressions for the energy, mo-
mentum etc. (the Noether invariants) are important, in particular

Po= [ @ [5r ST+ V()] = Higm), (2.3)
P, = —/d?’x TOkp, (2.4)
J, = —/d?’x T (€ximT10m ) p- (2.5)

We now quantize the theory by replacing the classical fields ¢ and 7 by operators
¢ and 7 in Hilbert space, such that their commutators go over into their Poisson
brackets in the formal classical correspondence limit 4 — 0: [,]/ih — (,). So

27
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at say, t = 0, we put (keeping Planck’s constant i explicit for the moment)

lo(x), m(y)] = ihé*(x —y),  [p(x),¢(y)] = [r(x),7(y)] =0.  (2.6)

These are called the canonical commutation relations. In the Heisenberg picture
(where the operators are time dependent) they are supposed to hold at equal
times. The above relations are a straightforward generalization of the case of
discretely many variables. One realization of the commutation relations is the
coordinate representation:
Itiplication b ho 2.7
©(x) — multiplication by p(x), 7(x)— (%) (2.7)
acting on Schrodinger wave functionals ¥[p]. This realization is basic to the
path integral approach which will be introduced later. In this chapter we follow
another approach which is geared to the particle interpretation of the quantized
field.

2.2 Free field

For A = 0 the hamiltonian is at most quadratic in the canonical variables. For
reasons that will become clear later on we change the notation in the quantum
theory by adding a subscript zero to the parameters in the action, so the hamil-
tonian is given by

H = /d3:1: Bﬂ2 + %(Vgpf + %/ﬁ(](pQ + €] - (2.8)
This model with hamiltonian quadratic in the fields is called the free theory,
because it is equivalent to a collection of uncoupled harmonic oscillators, as will
now be shown by going over to ‘momentum space’. To simplify the presentation
we first assume only one spatial dimension. Afterwards, we can easily generalize
to three spatial dimensions. We furthermore assume space to be a circle with
circumference L, i.e. 0 < z < L with periodic boundary conditions at 0, L and
[dx = [} dz. We expand the fields at time ¢ = 0 in Fourier modes,

pT

1 T ~
pla) = ﬁ;e Py W(fﬁ)=ﬁze T, (2.9)

1 L ) .
Op = ﬁ/o dr e """ p(x), ﬁp:ﬁ ; dee P m(x),  (2.10)

where p = 27n/L, n = 0,£1,4£2,---. The modes are eigenfunctions of the
gradient operator 0/0z with periodic boundary conditions. Since the fields are
hermitian, ¢'(z) = ¢(z), the Fourier components satisfy the relations

95;2 = P—p; ~;2 =T_p. (2.11)
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The hamiltonian and the momentum operator are diagonal in this representation:

1 ~ T~ ~1 ~
H = > S+ 07+ ro)@ié] + e, (2.12)
p
P = =} 7ip. (2.13)
p

The hamiltonian looks like that of a sum of harmonic oscillators with frequencies

w, = \/p2+m?2,  m? = kK, (2.14)

where we have chosen ko > 0. As in the case of the harmonic oscillator, it is very
useful to introduce creation and annihilation operators, a; and a,, one for each
mode:

1 1
a, = (wpBp + i7p), al = (Wpp_p — 17 _p), (2.15)
P 2w prp p D \/ﬂ p p p
P P
. 1 _ 1 , :
Gp = Noon (ap + aT_p), T, = N (—iwpa, + zwpaT_p), (2.16)

where we used (2.11). The creation and annihilation operators satisfy the com-
mutation relations

[apvaj;] = Opg,  |ap,aq] = [a;,ag] =0. (2.17)
The hamiltonian and the momentum operator can now be written in the form
1
H =Y (a;ap + 5) wy + €L, (2.18)
P
P =Y a;ap p. (2.19)
P

We see that the hamiltonian is just a sum of independent harmonic oscillators.
The ground state, i.e. the state with lowest energy, is given by (as usual, up to a
phase factor)

a,|0) =0, forallp, (0/0)=1. (2.20)

It is also an eigenstate of P with eigenvalue zero. The other simultaneous eigen-
states of H and P are obtained from the ground state |0) by application of the
creation operators,

(af)"
{np}) = 1 —=10), (2.21)
p Ny
with occupation numbers n, = 0,1, ---. All eigenstates are normalized to 1. The

eigenvalues of H and P are given by

Hi) = (Bt S b Bo=al+ T ge, (2

wa>=(g%ﬁu%» (223
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Consider now the ground state energy density:

Eo _
e = — Z —w, (2.24)
~dp1 (% 4 m?
— €+ %13 p*+m? L — oc. (2.25)
The integral in the last line is the limit of a Riemann sum for L. — oco:

1 1 dp 2T
SN Fp) = —Y ApF / F(p), Ap=2E. 2.26
L; (p) 2W; pFp) = [ 5 Fp), Ap=7 (2.26)

The ground state energy as written is infinite, because the integral diverges at
large p. The reason is that we are dealing with an infinite number of degrees of
freedom. However, we can absorb this infinity in €y, such that e is finite. We
come back to this shortly.

We now generalize to three spatial dimensions. Let us choose ¢, such that
€ = 0. Then we can summarize as follows:

Pp = /dgxe\/;i:go(x), etc., (2.27)
ap = \/zlvp(wpgbp—i-ﬁrp), (2.28)
¢iPX oipx
p(x) = Xp: N \/m (2.29)
o—ipx
T(x) = g —zwpap\/iJrz p p\/m , (2.30)
[ap,ag] = Opa [ap,aq] :[L I;] =0, 2.31)
Pt o= > alapp’, P =H, p’=w,=\p>+m? (2.32)
p
PH0) = 0, Ptp)=p-lp), [p)=ab|0)=1p), (2.33)
P'lpips) = (o +p)Ipip2),  [Pip2) = a},,al,,|0), (2.34)

etc. In (2.33) we used the convention that only non-zero occupation numbers are
shown in the ket.

The interpretation of the scalar field model in terms of a collection of free
particles is very suggestive. The ground state |0) is interpreted as representing
the vacuum. The one particle state |p) is the state with n, = 1 and all other
nqg = 0, g # p. The mass of the particles is m = /rkg. Their spin is zero since
their is no further index besides p to indicate a spin degree of freedom. More
formally, it follows from (2.119) below that a particle state at rest (p = 0) is



2.3. RENORMALIZATION OF THE COSMOLOGICAL CONSTANT 31

invariant under rotations, so its total angular momentum is identically zero and
the particles are spinless.

The two particle state! |p;p2) is symmetric in the interchange of the labels
p1 and po: the particles are bosons.

2.3 Renormalization of the cosmological constant

We now return to the energy density in the groundstate, e. It is the vacuum
expectation value of T%. Calculating the expectation value of the full energy-
momentum tensor gives in the infinite volume limit

(O (2)]0) = —eqn™ + 1, 1" = [ duy pp” (2.35)

(independent of z in accordance to translation invariance), where we introduced
the notation

d®p
(2m)32p°

Apart from conveniently absorbing numerical factors, this volume element of
integration has the important property that it is Lorentz invariant (cf. Problem
1.4):

dw, = (2.36)

dwe, = dw,. (2.37)

It follows that the integral is an invariant tensor under Lorentz transformations,
I8 = pney / dw, p*p” / dwe, (Ep)*(p)” / dw, pp” = 1", (2.38)

There are only two independent Lorentz-invariant tensors, 7, and €., (check!).
Hence, the vacuum expectation value of T"" is proportional to n*":

017" ()[0) = —en™. (2.39)

We can now interpret e as the true contribution to the cosmological constant,
while € is just a parameter in the action. In standard jargon, 8wGe is the
renormalized (or dressed) cosmological constant, and 8wGe, the bare cosmological
constant.

However, the integral (2.35) is badly divergent at large momenta. To make
sense of it we should regularize it. Even better, we can start with a regularized
formulation of the theory such that at every stage we have well defined expres-
sions. This can be done, e.g. by replacing the spacetime continuum by a lattice,
but it is cumbersome and we have learned that in many cases it is sufficient to

I This state can also be written as |1p,1p,), or v/2|2p) if p1 = p2 = p.
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deal with the problem ‘on the fly’, by regulating divergent integrals in a consis-
tent manner. We could simply cut off the momentum integration at |p| = A.
Using spherical coordinates this gives for 7%

4m A
(O]T*)0) = € = € + m/o dpp*\/p* + m2. (2.40)

For T* rotational invariance tells us that it has the form
M= p o, (2.41)

since O; is the only relevant invariant tensor under rotations. In fact, p is the
pressure of the ground state. It follows that 3p = 0T}k, and

= 2.42

b 3 2021 27r / \/p + mz (242)
The problem with this regularization is, that it is not consistent with Lorentz in-
variance: we are treating space and time differently and (0|7%|0) will not be pro-
portional to n** this way and p # —e. Inserting the identity 1 = (p=2/3)dp3/dp
into (2.40) and making a partial integration gives

+1 47
€= — —
Py (2m)3

A3Vm? + A2, (2.43)

where the second term on the r.h.s. is the surface term. This also shows that if
the unregularized integral were convergent and the surface term absent, p = —e
would follow indeed.

There are Lorentz covariant regularizations, for example dimensional regular-
ization or Pauli-Villars regularization. The latter is simplest here to present and
is as follows. Define (0|7¥]0) as

v y ’p 1 pivy
(O|T(0) = —egn™ + / a3 LG (2.44)

where p) = /m? + p2, p; = p, and the coefficients ¢; and the masses m; are
chosen such that the integral converges, whith ¢; = 1 and m; = m. This reg-
ularization is Lorentz invariant because the ¢; and m; are invariant. When the
masses m;, ¢ > 1 are sent to infinity the result diverges again, but we cancel this
by a suitable choice of €. See Problem 9 for more details.

Having set the vacuum energy density equal to zero we can now ask meaningful
questions about the energy of the ground state in a finite volume. A famous
example is the Casimir effect. This was originally discovered in QED but it
applies also to our scalar field mutatis mutandis (two free massless scalar fields
to represent the two spin states of the photon, Dirichlet boundary conditions).
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However, let us use the language of QED anyway as it is more intuitive. Consider
two parallel plates of a conductor a distance a apart, with a much smaller than
the linear size L of the plates. The presence of the plates is taken into account by
imposing boundary conditions corresponding to a perfect conductor. This shifts
the ground state energy inside and outside the plates relative to the vacuum, and
the result is (see e.g. the book by Milton, Itzykson and Zuber sect. 3-2-4, Van
Baal sect. 2)
—hm? L?
720a3
It corresponds to a tiny attractive force which has been verified by experiment.

AE = (2.45)

2.4 Perturbation theory

In the general case that the action is of higher than second order in the fields
the theory is said to be interacting, because there is then no Fourier or other
representation in which the harmonic oscillators are uncoupled. In our scalar
field model with hamiltonian?

H= /d?’x Ewg + %(VQOO)Z + %/{Ocp% + i)\ocpf; + 6, (2.46)
the strength of the anharmonic ¢§ term is monitored by \g, the coupling constant.
Its presence changes the eigenvalues and eigenvectors of P#, and we have to
recalculate the ground state and the single and multiparticle states. A useful
tool is perturbation theory, e.g. making an expansion in powers of \g.

However, it is much better to make an expansion in a renormalized coupling
constant A that is closely related to experimental observation. In QED the cor-
responding coupling constant is the elementary charge e or the fine-structure
constant o = e?/4m. The starting parameters in the quantum theory are not
simply related to familiar quantities like charge and mass of a particle, and we
make this explicit by giving them the subscript 0: €y, kg, A\g. They are called
the unrenormalized, or bare, parameters. The analogue physical quantities are
denoted by €, k and A, and are called the renormalized, or dressed, parameters.
Furthermore, the ‘strength’ of the field turns out to be changed by the interaction
and one introduces a renormalized field ¢ which differs from ¢ by a factor that
is traditionally written as

wo=VZep. (2.47)

The constant Z (Z > 0) is called the ‘wave function renormalization constant’.
The fact that fields represent an infinite number of degrees of freedom easily

leads to divergent integrals in perturbation theory. It turns out that such di-

vergencies can be absorbed in the bare parameters, such that the renormalized

2The reason for the subscript 0 will be explained shortly.
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ones come out finite. We have seen an example of this in ¢y and its relation to e.
Similarly, expectation values of products of ¢y may contain divergencies that are
absorbed in Z such that the expectation values of ¢ are finite, when expressed
in terms of the renormalized parameters. In perturbation theory, formulated as
an expansion in A, one finds

Z=1+0()%), X=A+00?), ko=r+0()\), e =c+0(1). (248)

This is in accordance with the results in the previous section, where we found
for \g = 0 = X that ¢y = € + constant, and ko = m? = k. We shall assume the
ground-state energy to be zero, € = 0.

Consider now the time-evolution operator

U(t,0) = e ™1, (2.49)

We want to expand this is powers of A. At ¢t = 0, the hamiltonian can be written
as the sum of a free part?

1 1 1
Hy, = / B bw? + 5(vgp)2 + §m2g02 + elree (2.50)

= ZaLap\/mQ + p?, (2.51)
P

and an interaction part H; = H — Hy. Note that in Hy, 7 is defined to have the
usual commutation relation with ¢, hence

™ =VZr,. (2.52)

Furthermore, m is the physical mass and €I*® is chosen such that the vacuum

energy is zero in the free theory. The interaction hamiltonian has the form

1
H = / d's o' + Ay, (2.53)

2 2
om? = Zkg—m?%, A=2*XN— )\, de=¢y— egree. (2.55)

2 2 2 4
AH, = /d% l(z—1 — )5+ (Z- DA L BN + 0e(2.54)

The terms in AH; are called counterterms. In lowest nontrivial order of pertur-
bation theory the counterterms are usually zero, and in these lecture notes we
shall usually ignore them. The relation between bare and renormalized parameter
will be studied in more detail in chapter 4. See, e.g. Peskin & Schroeder ch. 10
for more information on the counterterm method (also known as ‘renormalized
perturbation theory’).

3The subscript 0 in Hy means ‘free’ here, not ‘bare’.
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We want to expand the evolution operator in powers of Hi. It is wrong to
simply expand the exponential because H; and Hy do not commute. This is
a standard problem in time-dependent perturbation theory, which is solved by
introducing?

Uy(t,0) = etflot e=iIt, (2.56)

differentiating this with respect to t,
i&gUl (t, 0) = eiHOt H1 eiiHot U1 (t, O) = H1 (t) U1 (t, O), (257)
Hi(t) = et Hye tHot (2.58)

and integrating this from 0 to ¢t. The result can be written as a time-ordered
product, for example by discretizing time in small steps a = t/N, t,, = na,

Ul (t, O) — ]\}vlm e*iHl(tN—l)a e*iHl(tN_Q)a .. e*iHl(O)a (259)
= Tttt B) (2.60)

t _‘ 2 t 1
- 1—¢/ at' Hy(t') + 2") /dt’dt T H,({)H\ (") + - - (2.61)
0 . 0

where T is the time-ordering ‘operator’, defined as an instruction to order oper-
ators by increasing time from right to left:

T Hi(t1)Hq(t2) = 0(t1 — to)Hy(t1)Hq(tz) + 0(ta — t1)Hy(t2) Hy(t1)2.62)
THl(tl)Hl(tk) = Hl(tzl)Hl(tzg)Hl(tzk)a ti1 >ti2 > - >tzk(263)
A derivation of (2.60) by iteration is given in most text books on quantum field

theory. Multiplying the expansion for U;(¢,0) by e~ ! from the left gives the
expansion for U(¢,0):

X X . t o o
e~ iHt _ —iHot _ Z»eszot/ dt’ etHot H, e tHot" O(Hf). (2.64)
0

2.5 Scattering

One of the most interesting new possible effects due to the interaction is scattering
of particles. Fortunately, to lowest non-trivial order we only need to know the
particle states in zeroth order, i.e. the free states, and we shall not need to
renormalize x and .

4This is the evolution operator in the interaction picture, the formalism in which states
evolve in time according to |+, t) = Uy(t,0)[¢,0), and operators O(t) = et O(0) e~tHot, In
the Heisenberg picture the states are time-independent and the operators evolve as O(t) =
et 0(0) e~*t; in the Schrédinger picture the operators are time-independent and the states
evolve according to |, t) = U(t,0)[,0). Arbitrary matrix elements of operators are identical
in the three ‘pictures’. Note that in general the splitting H = Hy + H; depends on time (here
chosen t = 0).
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Consider the scattering 1 +2 — 3 4+ 4. We start with a free two-particle
state |pi1p2) at time ¢ = 0 and wish to calculate the probability amplitude for the
transition to another such state |psp4) at a later time ¢,

(pspa|U(t, 0)|p1p2),  U(t,0) = e, (2.65)

where U(t,0) is the evolution operator. The hamiltonian H has the form
1
H=Hy+ H, H — /d% 6+ AL (2.66)
with Hy the free hamiltonian of the previous sections:

Holpip2) = (E1 + Ey)|p1p2), By = E(p1) = /pT +m2, (2.67)

etc, and the AH; is given in (2.55). For non-trivial scattering the final state is
different from the initial state and the result would then be zero if H; were zero.
Hence the scattering amplitude is at least of order H; (order A). The expansion
of the evolution operator in powers of H; is given in the previous section. We
only need the first order expression (2.64), which leads to

» 1— eiAEt
(psp4|U(t,0)|p1p2) = e (B+Ea)t T<P3P4\H1\P1p2> + O(X?)(2.68)
AE - E3 + E4 - E1 - EQ, (269)

and

2 —2cos(AEt)

(AE)2 |<P3p4|H1|p1p2)|2. (2.70)

|(papa|U(t,0)|pip2)|* =

We now turn to the matrix element of H;. Using

—igx

X) — La _c 4
#l) Zq: V2E(q)L? q+\/2E(Q)L3 4

and using the fact that only terms contribute which do not change the number of
particles (i.e. same number of annihilation and creation operators), we get terms
of the form

(2.71)

(p3p4|a:;3ag4aqlaq2|p1p2) = (0q1,p19q2.p2 T Oqu,p20qs,p1 ) (P3P4|A304)(2.72)
50117101 q2,p2 <P3P4|Q3(I4>

2 0,
= 25Q1,p15q2,p2 (5q3,p35Q4,p4 + 5qg,p45Q4,ps>
45q17p15q2,p2 5q3,p35q4,p4v (2-73)

where the arrows indicate equivalence under relabeling of the dummy q’s which
are to be summed over. (In (2.72) we worked the aq4’s to the right using the

—

—
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commutation relations until we got aq|0) = 0.) There are five more such con-
tributions, differering in the order of the operators (aa'a'a, ..., aaa’a'), which
each give equivalent results (terms like dq, q, do not contribute because the initial
and final states differ). The result is then

6\ , 6AL3
H A /d3 i(—P3—PatpP1+P2)x _ 5 .
<p3p4| 1 |p1p2> HZ 2EZL3 zre HZ 2E2L3 P3+P4,P1+P2

(2.74)
This gives for the probability

(6A)?L° 2 —2cos(AEt)
L2, 2E; (AE)2 5p3+p4,p1+p2- (2.75)

[(pspa|U(¢,0)[p1p2)|* =

We are interested in scattering into a domain A of final momenta,

> [pspalU(,0)|pip2)|” (2.76)
(P3, p4)EA
L 2 — 2cos(AEL) 53
N 2 —p1 — Pp2)(2.
4E1E2 / s du (AE)? (27)°0°(Ps + P4 — P1 — P2)(2.77)
d*p;
dw; = oo 2.78
“iT onRE, (2.78)

where the arrow indicates the infinite volume limit (2.26), which also implies
LP6pq — (27)°68°(p — ). (2.79)

For large times ¢ (on the scale of the typical inverse energies £~') we have the
identity
2 — 2cos(AEt)

=t2n0(AFE 1/t). 2.
BE) t216(AE) 4+ O(1/t) (2.80)
This can be shown by integration with a test function F(FE):
—2cos E 2
/ dE F(E ;OS Lo t/ duF< ) cosu (2.81)

_ [ / dy 2= 2008 2008“ +O(t?)] (2.82)
— tF(0) 21 + Ot ), (2.83)

where we used F(u/t) = F(0) + F'(0)u/t + O(t72); the F'(0) term drops out by
symmetry.
Summarizing, we have the following result for the probability rate:

0

Fa = a Y [pspalU(L,0)[pip2) | (2.84)

p3 P4)EA

— 4E1E2 / du)g dW4 (271‘)45 (pg + Py — P1 — pQ) (6/\) (285)
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The probablity rate implies an event rate, which is expected to be proportional
to the overlap of particle densities [d®znin,. As will be discussed in greater
detail in chapter 9, the results of scattering experiments are expressed in terms
of the cross section oa. In a reference frame where the initial particle momenta
are aligned it is defined by

szent = OAU12 /dgﬂf ninag, (286)

with
vi2 = |p1/E1 — pa2/ B (2.87)
the relative velocity. Realizing that TX® = T's if we normalize to unit initial

particle number, [d®zn;, = 1, and that the density of our initial particles is
nio = 1/L3 we have the result

1

oa = 4E1 E2 V12

/A dws dwy (27)*0*(p3 + ps — p1 — p2) | T (2.88)

where T is the scattering amplitude (also called the invariant amplitude M) for

this case,
IT|> = (6))°. (2.89)

The prefactor can be expressed as a Lorentz scalar,

EyEyvig = \/(]?1172)2 — mim3, (2.90)

and we see that if the integration domain A is invariantly specified, the cross
section is a Lorentz scalar. For example, integrating over all momenta gives the
total cross section (cf. Problem 3)

1
© 327s

o (6M\)?, 5= —(p1 +p2)? (2.91)
where the Lorentz invariant s is equal to the total energy squared in the center
of mass frame. In a more detailed specification of A we can fix the invariant
momentum transfer . The corresponding cross section is conventially written

do/dt (cf. Problem 3):

do 1 9 . 9
E = 1671'5(5 _ 4m2) (6)\) s t = _(pl —pg) . (292)

In the center of mass frame defined by p; +p2 = 0, we have t = —2|p;|*(1—cos §),
with 6 the scattering angle (cf. Fig. 2.1), the angle between p; and ps3, and
Ip1|? = (s — 4m?) /4. So we see that the differential cross section

do 1 :



2.6. DECAY 39

Py

Figure 2.1: Three-momenta for scattering in the center of mass frame.

is isotropic. This is special to the ¢* theory, later we will encounter more inter-
esting differential cross sections.

The above derivation of the scattering amplitude has the benefit that it is
short. In higher orders it gets complicated because it lacks manifest Lorentz
covariance. Only the end results are covariant or invariant. Later we will de-
velop more sophisticated calculational techniques which are manifestly covariant.
Conceptually the above derivation can be improved by considering wave packet
states which are localized in space (unlike the plane wave states used here which
correspond to uniform density). This we will do in chapter 9.

2.6 Decay

Apart from leading to scattering, interactions may cause particles to be unstable,
transforming them into two or more particles of a different species. For example,
neutral pions are unstable and decay predominantly into two photons, 7° — v+,
with a mean life time 7 = 8.8 x 1077 sec. The mean life time is the inverse of
the decay rate I'.

The possibility of decay can be illustrated by the following simple model
involving only spinless particles. The model is specified by the action

1 1 1 1 A
Slx, p] = —/d4x —9,XO"X + =MPX® + =0,p0" 0 + =mP® + it + QQDQX ,
2 2 2 2 4 2
(2.94)
which describes two types of particles “x” and “p”, with masses M and m,

respectively. There are two interaction terms,

1 1
Hiy = /dgaf <§g¢2x + ZM“) : (2.95)
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with strengths parametrized by the coupling constants g and A (g has dimension
of mass). Apart from new types of scattering, the gp?x term also allows for
transitions x < ¢ + .

Suppose at time zero the initial state contains only one y-particle with four-
momentum p. The probability at a later time ¢ for the decay into two (p-particles
with momenta ¢, and ¢ is then |(q1(¢©)qa()|U(t,0)|p(x))|? (We use the same no-
tation as in the scattering case). Going through similar steps as in the derivation
of the rate for scattering, gives for the decay rate

r=: = mqlz; @ (¢)as()|U(1, 0) () (296)
= 2p02 /du)ldWQ(27T> 5((]1 +Q2 p) 927 (297)

where we used

1 (o' —a’ —a)-x
(i ()l Hinlp(0) = & [ d D
'l o /0L9
P'q:9;
(i ()2 ()l aly (9)aly (P)ap (OP())  (2.98)
1
= g—F—=, . 2.99
9 SO L ai+az,p (2.99)

The explicit factor 1/2 in (2.96) avoids double counting the two identical particles
in the final state.

This example illustrates that the transition at relatively large times on the
scale of m™, M~ (i.e. ‘the decay’), is only possible if energy-momentum is
conserved: ¢; + ¢o = p. Examining this for the case of a y-particle at rest one
finds that this leads to the condition that there has to be enough energy to create
the two particles in the final state,

M > 2m. (2.100)

The integral in (2.97) is Lorentz invariant. It depends only on g2, M and m (cf.
Problem 3),

_lal

— M2 — 4m2. 2.101
= Ton 0y 7, m ( )

lal =
For a moving y-particle the factor 1/p° in (2.97) expresses the expected time
dilatation.

The unstable particles can be produced in scattering, e.g. v(qi1) + ¢(qa2) —
X(p), which is just the inverse of the decay process.
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2.7 Representation of the Poincaré group

We have seen in a few examples that Lorentz invariance emerges in the infinite
volume limit. We now go into somewhat more detail of the formal aspects of
symmetry in the quantum theory. In addition to the momentum operators P*,
also the angular momentum operators and generators of special Lorentz trans-
formations

JH = / & (2T — T (2.102)

are time independent. The commutation relations with the field operators can
be calculated from the canonical commutation relation (Problem 4),

[p(z), Pu] = —idup(), (2.103)
lp(x), Jw] = —i(x,0, — x,0,)p(x), (2.104)

and these lead to the Poincaré algebra (1.59).
The transformations are represented in Hilbert space by unitary operators
U(a), U(?). For translations we have

W) =Ula)ly), Ula)=e """ (2.105)

Here |1)) represents a state of the system and [¢)') represents this state actively
translated over a spacetime distance a*. To see that (2.105) is correct we calculate
the expectation value of ¢(z):

Wlp@)l) = f(z) = Wp@)) = f(z—a), (2.106)
where we used (cf. (1.25), (2.103) and Problem 6)

Ul@)o(@)U(a) = o(x) —ia"[p(z), P+
= ¢l —a) (2.107)

Note that in the quantum theory ¢(x) corresponds to the observables, whereas
classically its transformation properties were treated as representing the state of
the system. Similarly we have for Lorentz transformations®

W) = U(O[S),  U(E) = 3" s g = 4" S, (2.108)
and (cf. (1.55), (2.104))

U p(x)U) = o(z)+ z‘%w“”[gp(x), I
= (') (2.109)

°The sign in the exponent is here ‘+’ by convention, but recall (cf. (1.48)) that U(¢) =
exp(—i¢Js) for an active rotation about the 3-axis over an angle ¢.
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The fact that the unitary operators exist guarantees invariance of transition am-
plitudes, (11]|v%) = (¢1|1)9). If Lorentz invariance is broken, then U(¢) does not
exist or is time dependent. Despite its non-covariant features, canonical quanti-
zation gives a Lorentz invariant theory.

In the following we shall use a convenient covariant normalization of particle
states in the infinite volume limit

'lp) =2p°27m)%(p' — p), pP°=/pP?+m2 (2.110)

This has the property (cf. (2.37))

/dwp ) (Plp) = f(©). (2.111)

For the argument of ket and bra we use the four-momentum p, but note that here
p° is not an independent variable. Comparing with our finite volume normaliza-

tion we have
p) = /2p°L3|p) (2.112)

(recall (2.79)). In infinite volume we expand the free scalar field in terms of
covariant a(p) and a'(p),

x) = /dwp [a(p)e“”m + aT(p)e’ipm} : (2.113)

Comparison with the previous finite volume expansion at time zero

eiPx —sz
] (2.114)

‘P(X) Zlm p+\/m )
shows that®
= /2p'L3ap,

)
[a(p),a’(p)] = 2p°(2m)%s(p’ — p),
) = ()\0% etc.,

Pt = /dwp

From the transformation behavior (2.109) for the scalar field we infer that under
Lorentz transformations the covariantly normalized objects transform simply,

U(O)alp)U'(0) = altp), U(O)p) = |tp). (2.119)

2.115

2.116
2.117

(
(
(
(2.118

)
)
)
)

Note that the non-covariantly normalized a, and |p) have a factor (/(¢p)°/p° in
their transformation rules.

For a free field a(p) is time-independent, it is the value of the Heisenberg operator at time
zero: a(p,t) = a(p) exp(—ip°t).
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2.8 Where is the particle?

In the following we assume the scalar field to be free. Consider a normalized one
particle state

) = [ doy f@)I). [ dwyl F)2 = 1. (2.120)

Where is the particle? The answer to this question seems simply: measure its
position. However, there is no natural particle position operator in quantum field
theory. All operators are supposed to be made of the canonical variables p(x)
and 7(x), for which x is just a label enumerating degrees of freedom. We can
of course use our intuition from non-relativistic quantum mechanics and define
localized states by

Pp o 1
= —px 2.121
%)= G ™ T ) (2.121)
which satisfy
(xly) = 6(x — y), /d3 x) (x| = 1, (2.122)

where 1; is the unit operator in the one particle subspace. The v/2p0 is needed
to convert to non-relativistic normalization. In terms of these localized states

Vi) = (Xl t) = (xle ) = [ du, f(p)y/200 e (2.123)
is the candidate probability amplitude and

[W(x, )] (2.124)

the probability density for finding the particle at x at time ¢. It is non-negative
and the total probability is conserved in time,

/d%w(x, Hz=1. (2.125)

Yet, there are some puzzling aspects to this interpretation: [¢(x,t)|? is not the
time component of a conserved probability current. Going through the usual
steps we have

Ol O = i tHx) 1) — e, 1) (< Ho, ) (2.126)
Now the one particle hamiltonian is given by
(clHlt) = [ doy ) pIHI ) = [ dy /2 + D2 (<o) plo. )
= Vm? =2 [ du, (xlp) ()
= Vi = Vlx ) = [ diyhtc—y)ey. o). (2.127)
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This is a non-local operator. One way to see this is by expansion of the square
root in powers of V2. This produces an infinite number of derivatives, which
result in ‘shifting ¢(x) around the point x’, as in a Taylor series. The function
h(x—y) is singular at x = y (it is a distribution), but at large distances it decays
like exp(—m|x —y|) (cf. Problem 7). So the right hand side of the equation of
probability conservation (2.126) does not look like the divergence of a current. In
fact, there is no such current that satisfies the requirements one would associate
with a probability current.

There is a density which does have an associated current which is sometimes
used as a probability density instead of 1(x,t). The function”

flw) = Olp(@)0) = [ duy f(p)e™ (2.128)

satisfies the Klein-Gordon equation because ¢(z) does so (Heisenberg picture).
In general, f(x) # f*(x) and then the current

jH (@) = = f*(2)i0" f(x) +i0" [*(x) f(x) (2.129)
does not vanish. It is easy to verify that it is a conserved current,
(0> —=m?) f(z) = 0= 8,j"(x) = 0. (2.130)

Furthermore,
/d3:cj0(3:) —1 (2.131)

(verify). Because of these attractive properties j° has been used as a probability
density. However, as a probability density j° should be non-negative, but there is
no guarantee that this is the case (not even for purely positive frequency solutions
of the Klein-Gordon equation). So we are really stuck with the non-covariant
(x, 6]

Consider wave packet functions f(p) that are sufficiently concentrated in a
narrow region of size Ap around an average momentum p, such that the variation
of p in \/2p® and dw, under the integrals in (2.120), (2.121), (2.123) and (2.128)
can be neglected. In these circumstances

@) =2 f(@)FF WP R 50 (x,1), (2.132)

and we may think of j(x) as the probability current for |1(x,t)|?. The condition
|Ap| < p° corresponds in position space to |Ax| >> 1/p® > 1/m, i.e. to scales
much larger than the Compton wavelength.

We have to accept that position of particles is not a natural concept in rel-
ativistic field theory, and that the momentum basis is favoured. However, non-
relativistic intuition applies as long as we do not wish to localize particles on

"For simplicity we use the same symbol f for f(x) as for f(p), but the two functions (f(p)
and f(z)) are very different and should not be confused.
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the scale of the Compton wavelength 1/m. This is a very small scale for the
usual particles, except for neutrinos which are nearly massless, and of course, the
massless photon.

At a deeper level we ought to take into account how a position measurement
is performed. Typically, this is through electromagnetic or gravitational interac-
tions, for which we do have a relativistic formulation — the one we are developing
here in terms of quantum fields. For example, as will become clearer after intro-
ducing QED, the electromagnetic current of a spinless charged particle has the
form of (2.129) in the limit of vanishing charge: it is the current associated with
the complex scalar field considered in Problem 8. The ‘problem’ of the absence
of a covariant position-probability current appears to be a red herring.

Another way to measure the position of a particle is through its gravitational
interaction. The energy momentum tensor is the source of the gravitational field,
and for our one particle state it can be shown that®

WIT™ (@)[0) = 0" f*(2)0" f(x) + 0" f*(2)0" f ()
— " (0,17 ()0 f(x) + m? f*(2) ()], (2.133)

which resembles the classical expression. Similar expressions hold for massless
particles.

2.9 Causality and locality

According to standard lore nothing can go faster than the speed of light. Yet, for
a free relativistic particle, the amplitude

(x|e XY = A(x, X, 1) (2.134)

is nonzero for spacelike separations (x — x’)? — (¢t —#')? > 0. To see this, use the
representation (2.121) to get

d3p i x—x' —q O(t__ 4/
Alx 1) = /(%)36"( = m? 2,
_ / du, 2p° €
= 20,AH) (z —2), (2.135)
AP (g —a) = i / d, eP@="), (2.136)

The Lorentz invariant function A is nonzero for spacelike separations. A sad-

dle point evaluation® for 2° = 2% and large |x — x/| shows that it drops off

8The calculation can be done by expressing the fields in creation and annihilation operators,
but it is simpler to use the Green function techniques to be developed in the next chapter.
9The calculation is similar to that in Problem 7.
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exponentially fast on the scale of the Compton wavelength 1/m,

AP (2 — ') o exp(—mn/(z — 27)2), (2.137)

where we have re-expressed the result in Lorentz invariant form. The amplitude
A(x,t;x’, ') has the same behavior; it is even nonzero for ¢ < t'!

So it seems that there is a problem with causality. The way out in field theory
is again' the fact that coordinates x are not among the basic observables, which
are to be constructed from the fields. There is no natural position operator rep-
resenting a position measurement, of which |x) is an eigenvector with eigenvalues
x. Field theory is causal in the sense that local measurements in spacetime com-
mute if they are performed at spacelike separations. Such measurements cannot
influence each other, which is an expression of causality.

To check this for free fields we evaluate the commutator of two scalar fields,
[o(x), ¢(y)]. Using the representation of ¢ in terms of creation and annihilation
operators (2.113) and the commutation relations (2.116) we get

[o(2), o(y)] = /dwp (eip(:vfy) _ efz‘p(mfy)) = —iA(z —y). (2.138)

The function A(z — y) was studied earlier in Problem 1.4: it vanishes for space-
like separations. It follows that local observables constructed out of ¢(x) and its
derivatives (e.g. the energy-momentum tensor) also commute at spacelike sepa-
rations.

In an interacting Lorentz invariant field theory the commutator of two fields
is no longer a c-number as in (2.138), and in gauge theories quantized in non-
covariant gaugees they may not even commute at spacelike separations. However,
commutators of local gauge invariant observables constructed out of the fields
still vanish for spacelike separations. This property is sometimes called ‘local
commutativity’, or simply ‘locality’. In mathematical approaches to field theory
it is taken as an axiom in the formulation of the theory.

The function A™)(z) in (2.136) is the so-called positive frequency part of
A(z), i.e. it is a superposition of exponentials exp(—ip®2z®) with only positive
frequencies (p® > 0). Its nonvanishing at spacelike separations is canceled in
A(z) by a negative frequency part:

A = AP A (2.139)
AO () = —i / duy e~ = — / do, e iP5~ (2.140)
This cancelation leading to causality is seen by important authors as a deep

reason for the necessity of antiparticles, ‘traveling backwards in time’, with, for
the present case of the real scalar field, ‘particles being their own antiparticles’

10Cf. the discussion in sect. 2.8.
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(cf. Weinberg I, Peskin; see also Feynman). To the author of these lecture notes
such remarks are mystifying. Thus far we have not seen any need to introduce the
concept of antiparticles (i.e. particles with opposite charge(s) and the same mass
and spin). Antiparticles will appear naturally in the context of QED and more
general gauge field theory. Instead, we see the locality of field theory (differential
equations of motion, action and energy etc. written as integrals over space(time)),
as the fundamental property leading to causality.

2.10 Classical field

Having familiarized ourselves with a quantum field we would like to understand
its relation to the classical field. Classical behavior in a quantum theory may be
expected only for states with special properties, involving large quantum numbers
and coherence. Here we shall illustrate this with a simple example, the free scalar
field coupled to an external source. The operator field equation is

(=0 + m?)p(z) = J(z), (2.141)

where J(z) is the external source which we assume to vanish outside a compact
domain in spacetime, in particular

Jx)=0, 2°>t, or 2°<t_. (2.142)

The classical field will be an expectation value of the quantum field. Such ex-
pectation values vanish in any state with a definite number of particles because
(), being linear in the creation and annihilation operators, changes the number
of particles. An interesting state with classical properties is the ground state of
the system before the source is acting, the so-called in-vacuum |0in). We shall
calculate the expectation value

©ve(x) = (in0]p(z)|0in), (2.143)

and find that it has the properties of the classical field (hence the subscript c).
Let us solve the field equation with the help of the retarded Green function
GE(z —y) (cf. Problem 1.3),

o(@) = (o) + [ d'y G —y)I(w). (2.144)

where ¢, () is the so-called incoming field, which is free, (—9* + m?)pi(x) =
0. The incoming field is the unique solution of the free Klein-Gordon equation
(defined for all times) which is equal to the field p(z) at times before the source
is acting, p(z) = @i (z) for 2° < t_. Similarly, there is an outgoing field, which
is free and defined for all times, with . (7) = p(x) for 2° > t,. Note that
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J(z) is a c-number while ¢, @i, and pu, are g-numbers. The outgoing field can
be expressed in terms of the incoming field by choosing z° > ¢, and using (cf.
Problem 1.3)

GR(x—y) = i/dwp (ePl=v) —gmle=y)) - g0 5 )0, (2.145)
Then o o
Yout(T) = @i () + /dwp {e’pm iJ(p) —e " iJ(p)*} ) (2.146)
where .
Jv) = [dye ™ () (2.147)

is the Fourier transform of the source.
We can now identify the incoming and outgoing vacua from the creation and
annihilation operators of p(x):

o(x) = /dwp {a(p, %) 4 a'(p, xo)e’im} . (2.148)

By choosing x° > ¢, or 2° < t_ we get just the a and a' of the in and outgoing
fields:

a(pa .’L’O) = a/in(p); xo <t
aout(p), 2% >t (2.149)

Pin,out (l‘) = /dwp {ain,out (p)eipaﬂ + a’;[n,out (p)e—ipaﬂ} . (2150)

From (2.146) — (2.150) we see that
Gout(p) = ain(p) + 1T (p). (2.151)
The incoming vacuum satisfies
ain(p)|0in) = 0, (2.152)

since it is the ground state at times 2% < ¢t_. So, using (2.144), the expectation
value (2.143) is simply given by

pelr) = [ d'y Gz =) (). (2.153)

It is indeed just the solution of the classical field equation with retarted boundary
conditions p.(x) =0, v < t_.

On the other hand, if we analyze the in-vacuum in terms of particles at late
times, it is a coherent state:

Gout (p)|01n) = 7 (p)|0in), (2.154)
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as follows from (2.151). Such states are ‘minimum uncertainty states’. They are
superpositions of states with different particle numbers with well defined phase
relations. This follows from the theory of coherent states, which tells us that the
in-vacuum has the form

|0in) o< exp [/ dw,iJ(p)aly(p)| |0out). (2.155)

Here |0out) is the out-vacuum, the state with no particles at times z° > ¢,
which satisfies
aout(p)|0 out) = 0. (2.156)

Information on coherent states can be found in Brown sects. (1.7), (1.8) and
books on quantum mechanics.

Summarizing, the classical field can be viewed as the expectation value of the
quantum field in a coherent state. The free field is equivalent to a collection of
harmonic oscillators, which are known to possess states for which the classical
approximation is exact. For interacting theories additional conditions need to be
satisfied, such as effectively weak interactions and large quantum numbers.

2.11 Summary

In the quantum theory the canonical variables p(x) and m(x) are operators in
Hilbert space with canonical commutation relations. The conserved Noether
‘charges’ P* and J" (which can be expressed in terms of ¢ and 7) are operators
with the commutation relations of the Poincaré algebra. They are the generators
of a unitary representation U(a, ) of Poincaré transformations in Hilbert space.
In the Heisenberg picture the equations of motion are the Heisenberg equations
for the operators ¢ and 7. In principle these equations can differ from the classical
field equations, but often they have the same form.

The free field is equivalent to a collection of harmonic oscillators and the
energy-momentum operators P* can be simultanously diagonalized using cre-
ation and annihilation operators. The ground state is interpreted as the vacuum
and its excitations are interpreted as particles. These particles have identical
mass and zero spin, they are bosons. The (formally infinite) energy of the vac-
uum is normalized to zero by adjusting a parameter which plays the role of the
cosmological constant in the theory with gravity.

The momentum basis gives the natural description of relativistic particles,
while the position basis is not covariant. Poincaré invariance is however guaran-
teed by the existence of the U(a, ¢).

Adding simple interaction terms to the free field action, the particles also
interact and they can scattering amongst themselves. Particles with differing
masses can be described by introducing a field for each particle type with cor-
responding mass parameter in the action. Decay processes are then a natural
possibility.
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The classical field can be understood as an expectation value of the quantum
field in a quantum state with classical properties.

2.12 Problems

1. Fourier modes
Given (2.9) verify (2.10) by doing the integrals; verify also the statement
about the eigenfunctions of 9/0x.

2. Fock space

The Hilbert space for a system of arbitrarily many particles such as the free
scalar field is called Fock space. A basis is given by |0), |p), |p1p2), etc. The
states are normalized as

(ple)y = 20°2n)°6(p—q), p’=m?+p?
<p1p2|Q1(J2> = <p1\Q1><p2\Q2> + <p1|(J2><p2|Q1>7

etc. In general we get a sum over all permutations 7w of 1,---,n (the value
of n will be clear from the context),

(Pr- - Pml@r - @n) = Omn D _(P1lgm1) - - - (PnlGrn)- (2.157)

The completeness relation can be written as
l=1g+1,+1s4---, (2.158)

where 1o = |0)(0] and 1, is the unit operator in the n-particle subspace,

.1
i, = E/dwp1 w+ - dwp, [p1 - pa)(pre - pal- (2.159)

Verify this by taking matrix elements with |g; - - - gm)-

3. Phase space integral and scattering

In this problem we evaluate the remaining integrals encountered in two-
particle scattering and decay.

The integral (called a phase space integral)

I(p) = [ dw dug, (27)'6" (0 + a2 = p), (2.160)

&q;
dw, = d i=1,2, (2.161)

(27)32,/q2 +m2’
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is Lorentz invariant, I(p) = I(¢p). It is convenient to evaluate it in the
center of mass frame defined by p = 0, in the following steps:

a) integrate over go using the momentum conserving delta functions,
b) choose spherical coordinates

a — (la],0,9), d&’q =|ql’d|q|dQ, dQ = d(cosb)de (2.162)

c) for the |q| integral use the energy conserving delta function and the
general formula

b 1
| dwotr@)g(a) = ¥ g(a). (2.163)
a 7L ()]
where the summation is over the zero(s) x; of f(x) in the interval (a,b).

In the present case the argument of the delta function, \/m? +|q|? +
v/m3 +]q|2 — p°, has only one zero. We use s = —p?, which is p? in the

center of mass.

Verify that the result is given by

[l g >
167T2\[/ 0 =7 s=-p (2.164)
Wlth 2 2 2\2 2 2
g2 =2 + (”118_ my)” i ;m? (2.165)

The application of I(p) to two-particle decay is straightforward.

In the application to scattering 1 +2 — 3+ 4, ¢1 — p3, @@ — D4, P
is the total incoming momentum, p = p; + p2, and # may be the angle
between p; and p3. The invariant amplitude |T'|? is a Lorentz invariant
function of the momenta, so a function of the two independent invariants

—(pr +p2)* = —(ps +pa)?, and t = —(p1 — ps3)® = —(p2 — pa)*. The
other invariant'! u = —(p; —p4)? = —(p2 —p3)? is not independent, because
s+ t+u=m}+mi+mi+m? (verify).

The ‘flux factor’ is given by

4E1E2U12 = 4\/(p1p2)2 — m%m% = 4|p1‘\/§, (2166)

with |p1| given by (2.165) with |q| — |p1].

For the total cross section we need to multiply by 1/2 if the two particles
in the final state are identical, to avoid double counting. This is the same
factor 1/2! as in (2.159), n = 2.

HThe invariants s, t and v are called Mandelstam variables.
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For the differential cross section we do not integrate over # and ¢. In the
center of mass frame

L Ips

do = dS T|?. 2.167
Veritfy.
Alternatively, we can specify the invariant momentum transfer t = —(p3 —
p1)%. Tt is linearly related to cosf, dt = 2|p1||ps|dcosf, so do/dt can

be simply be read off from do/dcosf = 2ndo/dS2. We can also insert a
constraining delta function §(t + (p; — p3)?) in the integral I(p; + po) which
gives the same result (see e.g. Brown section 3.4):

do 1
@ = Girep? IT?, (2.168)

which holds also in the unequal mass case.

. Commuting with generators

Verify the commutation relations (2.103), (2.104). Hint: Write out explic-
itly Py, Py Jimn, Jon in terms of the canonical ¢ and 7. Since the generators
are constant in time, choose the time in P, and J,, equal to the argument
2% of (), and use the canonical equal time commutation relations (2.6),
which are valid at any time ¢:

[(p(X, t)v W(Y? t)] = i53(x - Y)v [@(Xv t)v SD(Yv tﬂ = [W(X’ t)? W(Ya t)] =0.
(2.169)

. Commutators

Consider operators q,, pq, with the canonical commutation relations [q,, ps] =
i0aby [qas @) = 0, [pa,pp] = 0. In terms of these, and (c-number) matrices
My, which are zero on the diagonal, M,, = 0 (no summation), define oper-
ators A(M) = —iMupaqy, or in matrix notation A(M) = —ip? Mq. Calcu-
late the commutators [g,, A(M)], [pa, A(M)], and show that [A(M;), A(Ms)] =
A([My, My)).

As an application, let a be a continuous index a — X, 04 — (X —y).
Obtain the commutator [Jg, J;], where Jj, = %@clmt]lm is the generator for
rotations (e.g. for Jy, My — —i€pmr0nd(x —y)). Likewise, obtain the
commutator of J, with the translation generators, [J;, P| =7

. Finite transformations

Let U = exp(iF) be unitary, F' = F''. Use the identity
2

v
2
= A+§a[-~-[A,F],m,F] (2.170)

U'AU = A+i[A Fl+ <[[A F],F]+---
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to prove (2.107).

7. Relativistic one-particle hamiltonian

Consider (2.127). Expanding the square root to finite order, h(x—y) would
consist of derivatives of delta functions. For example in the non-relativistic

approximation
2

h(x—y) = (m + _2:1 ) 5(x —y). (2.171)

Integration over y gives the usual free particle hamiltonian acting on ¥ (x, t)
as a differential operator, in addition to the rest-energy contribution m.
Using Fourier transformation we can express the full A in the form

h(x)::j/(;i§3<¥px\/n@2+p2. (2.172)

The integral does not converge but this merely reflects that h(x) is a distri-
bution, singular around the origin. For large x we can use the saddle point
method to get the dominant behavior of h(x), e.g. by writing x = rz,

d’p 1
h(x) = / 2n)? exp {szr + 5 ln(m2 + p2) , (2.173)

and expanding about the correct stationary point of the exponent for r —
oo. Verify that the stationary point is given by p =~ imZ and that h(x)
exp(—mr) for large mr.

8. O(2) model, complex scalar field

Consider a model with two scalar fields ¢, and ¢, with action!?
o (1 0 L5, 1 90
Sz—/dzbﬁ@@@m+§m¢+ZM¢). (2.174)

We use the summation convention also for indices such as k: ¢por =
22:1 dror = ¢*. The above action is invariant under rotations in ‘internal
space’

Py =cosady—sina gy, @¢h=sinad;+cosagy, S[P]=S5[¢]. (2.175)
Infinitesimal rotations can be written in the form
0o = —€Pida, €19 = —€y =1, €17 =€ =0, (2.176)

with infinitesimal rotation angle dc. To a continuous symmetry corresponds
a conserved quantity, usually called ‘charge’ (Noether’s theorem). This can

12All objects are ‘bare’, we ignore renormalization.
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be seen as follows. Consider infinitesimal rotation angles depending on
space-time: da(z). The action is now in general not invariant anymore
because o depends on x; for an infinitesimal rotation,

58 = / d* 19,00 = — / d*z 0,5 5. (2.177)

However, if the ¢y satisfy the field equations (equations of motion), then
05 = 0 and we have a local balance equation (a ‘conserved current’),

Q5" =0, (2.178)

with a corresponding conserved charge
Q= /d%jo. (2.179)

a. Show that the current is given by
j“ = ekla“gbk gbl. (2180)

b. Derive the field equations from the stationary action principle.
c. Verify using the field equations that d,7* = 0.

d. In the quantum theory () is an operator, which can be expressed in the
creation and annihilation operators at time zero. Show that

Q= Zai,k<_i€kl)apl- (2.181)
P

e. Consider the free theory with A = 0. Choosing the vacuum energy to be
zero, the energy-momentum operator is given by

Pr=3" aLkapk . (2.182)
p

Since ( is time independent it should be possible to diagonalize ) and P°
simultaneously. This can be done as follows. Define

1 :
Apt = ﬁ(apl Fiape). (2.183)

Show that in terms of the new creation and annihilation operators

Q = Y(ahiaps — ahap ) (2181)
p
Pt = Z(aL+ap++aL,aP,)p“. (2.185)

p
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f. Verify that Qal,|0) = +al,|0)

The usual words that go with this model is as follows: aL ., is the creation

operator for particles, aL_ is the creation operator for antiparticles. The
particles have charge +1, the antiparticles have charge —1 and () counts
the number of particles minus the number of antiparticles. Particles and

antiparticles have the same mass.

In the generalization to n fields with £ = 1,2,...,n (n > 2) the internal
symmetry group is larger (O(2) — O(n)), with n(n—1)/2 Noether charges,
and no such natural division into ‘particles’ and ‘antiparticles’.

Returning to n = 2, an often used notation is in terms of complex fields
1
2 NG

In this case ¢ and * are treated as independent variables.

(¢1 —icha). (2.186)

g. Show that the action can be rewritten as
S=-— /d4:p {8M<p*8“cp +mio*o + /\(go*go)ﬂ : (2.187)

Rederive Noether’s theorem and its consequences in this notation. Go
through the canonical formalism, quantization, etc. Express ¢ and its
canonical conjugate 7, in terms of the creation and annihilation operators.

Calculate the matrix element (1|j#(x)]1)) for a wave packet state of a single
particle as in (2.120) and compare with (2.129).

9. Pauli-Villars regularization of (0|T*]0)
The integral (cf. (2.40)) in

A o0
(0|70 = eo+m/o dpp? 3 e/m? + p? (2.188)
— - dn n* : Ty,
6°+2(27r)3/ by ;C <p+2p Tl )

converges at the upper limit provided that

Z ¢ =0, Z cm? =0, Z cmsi = 0. (2.189)

where ¢; = 1 and m; = m. Verify that the above conditions can be satisfied
with four ¢’s and m’s. Hint: make a suitable choice of the ratios r; = m;/m,
1 =2,3,4, and solve for ¢y, c3 and ¢4.

Verify that the regularized surface term in (2.43) o< 3°; ¢;A3/m?2 + A2 van-
ishes in the limit A — oo.
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Verify that (0|T*|0) is also finite.

One can add the requirement that the integrand of the originally divergent
integral should be recovered when the regulator masses are sent to infinity.
To implement this an additional c5 and ms would be needed such that in
addition to the requirements (2.189) also

> eim; = 0. (2.190)
i>2
Calculate € in terms of the ¢; and m;. Hint 1: calculate (07", [0) = —4e.
Hint 2: check the identity
1 ) 1
- / ) . (2.191)
2w —o0 2 w2+ pj

Hint 3: write the integral for (0[7%|0) as a four-dimensional integral in
euclidean momentum-space and evaluate this with the help of a spherical
cutoff, using spherical coordinates,

1

He-a) = /w? m
= / dpp® Zc@
= Zcz /dpp ch

In the second step we used that in four dimensions the integral over angles
equals 272

2+p2’

— +p2, A = 0. (2.192)

The remaining integral is elementary and the limit A — oo can be taken
without a problem because of the properties of the ¢; and m;. The result
is (verify)

4 m? mi . m?
In — ; n—-, 2.193
1672 2 +;Cl62 12 (2.193)

46 = 460 +

where ;2 is some arbitrary mass scale introduced for convenient separation
of the A dependence (the result does not depend on pu).

If we now let the regulator masses approach infinity, m; — oo, i = 2, 3,
4, 5, the regulator part appears to diverge quartically, oc m{, which has to
be compensated by €y such that ¢ remains finite. In common parlor: ¢ is
renormalized to e.

Example, using Mathematica with ms = 2rm, mz = 3rm, my = 4rm,
ms = dbrm, gives

4e = 4eg +m* (a4r4 + agr® 4+ agInr + a()) (2.194)
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plus terms that vanish as r — oo, with

3
ay = —70 (32In4 —2791In9 + 6401n 16 — 3751n 25),

etc.

o7

(2.195)
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Chapter 3

Path integral methods

The path integral approach to quantization has resulted in a powerful language
for quantum field theory. Here we shall try to be brief and concentrate on
applications to perturbation theory. We have seen in simple cases that cal-
culations need answers for the vacuum expectation value of products of field,
(0|p(x1) - - p(x,)]0), and we shall develop the calculational tools for this.

3.1 Path integral for quantum mechanics

Consider a simple system described by the Lagrange function L = L(q,¢,t) or
the corresponding Hamilton function H = H(p, ¢, 1),

1 p?
L=-m¢—V(gt), H=:-—+V(qt 3.1
5md” = Vig:t), 5 T V(@) (3.1)
where p and ¢ are related by p = 0L/0¢ = mq. In the quantum theory p and ¢
become operators! p, ¢ with [¢, p] = ih. The coordinate basis |¢) is characterized

by
alg) = dla), (3.2)
(dle)y = d(d —q), /qu¢1><(1!=1, (3.3)

The time evolution is described by the operator U (t, t" ). In case the potential V'
does not depend explicitly on time, the hamiltonian H is time independent and
the evolution operator is given by

Ut t") = exp[—iH (' —t")/h], (3.4)

where we have temporarily made A explicit. Path integral quantization will give
us a representation of the matrix element

"When helpful, we indicate operators in Hilbert space by a”.

29
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(U, t")g"), .
2

W10 l") = [ dla) exp {£STal} (33

Here S is the action functional of the system,

Sl = [ dt Lig(t). d(1)). (3.6)

t//

and [ d[g] symbolizes an integration over all functions ¢(t) such that
W)=, at")=q" (3.7)

Note that h appears explicitly in (3.5), all other symbols are ‘classical’. Instead
of working with g-numbers (operators) p and ¢, the path integral allows us to
work with time dependent c-numbers (commuting numbers) ¢(t).

The path integral is a summation over all ‘paths’ (‘trajectories’, ‘histories’)
q(t), with given end points ¢’, ¢”. The classical path, which satisfies the equation
of motion

08 _ oL 9 QL o, (3.8)
oq(t)  9q(t) Ot 04(t)
is only one out of infinitely many possible paths. Each path has a ‘weight’
exp(iS/h). If R is relatively small such that the phase exp(iS/h) varies rapidly
over the paths, then a stationary phase approximation will be good in which the
clasical path and its small neighborhood gives the dominant contribution. The
other extreme is where the variation of S/h is of order 1 and the system is in the
quantum regime. In the following we shall use units again in which A = 1.
A formal definition of [ d[q| is given by

Jdad= 1T [da@), (3.9

tr<t<t!

i.e. for every t € (t",1') we integrate over the domain of ¢, e.g. —o0 < ¢ < 0.
The definition is formal because the continuous product [], still has to be defined.
We shall give such a definition with the help of a discretization procedure.

3.2 Regularization by discretization

To define the path integral properly we discretize time in small units a, writing
t'—t" = Na, t,=na, n=0,1,....,N, q(t,) =¢n, 0=4", qv=¢. (3.10)

For a smooth function ¢(¢) the time derivative ¢(t) can be approximated by
4(tn) = (@n+1—qn)/a, such that the discretized Lagrange function may be written

as
m

: 1 1
L™ (Gny1, @) = 2—(12(%“ —qn)° — §Vn+1(Qn+1) - évn(%)- (3.11)
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We have devided the potential term equally between times n and n + 1, and
Vi(q) = V(q,t,). Except at the end points, the two halves add up to one in the
discretized action defined by

N-1
Sdiscr[Q] = a Z L(yizlscr<qn+17 Qn)
n=0
a m
= —Vn(d)+ —(¢ — QN71)2 —aVy_1(gn-1)
2 2a
m
=+ Q—a(QNq —qn_2)* — aVy_a(qn_2)
m "\ 2 a 1!
b = ) = SVl 3.12
+ JFQG(CH q") 5 0(q") (3.12)

A tentative definition of the path integral is now

[ i) expistal} = pm e [(I] do)explisialal}, (313

where the constant c is still to be specified.

To show that this definition of the path integral gives us the evolution op-
erator, we introduce a minimal step evolution operator T by giving its matrix
elements

(1|T|g2) = cexplial™ (g1, g2)]- (3.14)

The operator T is called the transfer operator, its matrix elements the transfer
matrix. In terms of the transfer operator we have

N-1

e /(H dq) 'Fareld] - = /dQI"'qu*1<ql‘TN71|QN71>"’<q2‘T1|QI><Q1|TO‘qH>
n=1

= (| Tv-1Tn_s- - To|q"). (3.15)

Now we are almost done. First, with a suitable choice of the constant ¢ the
transfer operator can be written in the form

Tn — o 1Vnt1(9)/2 p—iap?/2m —iaVn(4)/2 (3.16)

Taking matrix elements between (q;| and |g2) and comparing with (3.11), we see
that this formula is correct if

(qale— 1M gy) — ¢ gmln—a)/2e (3.17)

Inserting eigenstates |p) of the momentum operator p using

) dp
— e [ ZE —1 1
(qlp) = €™, 5 Ip)(p| = 1, (3.18)
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tll t"

Figure 3.1: Typical path contributing to the discretized path integral.

and the gaussian integral®

/O:O dp exp (—%(ia/m)]ﬂ + z’rp) = i(12/7rm exp <%z<;;2i> (3.19)

we find that (3.17) is true provided that we choose

m m. .
_ — Y —im/4 2
¢ \/27Tia \/277'&6 ’ (3.20)

Second, using the Baker-Cambell-Haussdorff formula it is easy to show that (cf.
Problem 1)

T, = exp|—iaH, + O(a®)] = U(tns, tn) + O(a®). (3.21)
Hence,
Ty Tn o Ty =U{ ")+ O(a?), (3.22)

and together with (3.13), (3.15) we get the desired result

[ dlia] explislal} = (@10, t")ld"). (3.23)

For finite IV the errors are of order a?. This is important in practical computations
and is the reason why we have devided the potential term in (3.11) over two ‘time
slices’.

In case V' (q,t) does not depend explicitly on time, the subscript n in L,, V,,
T, and H,, can be dropped, and [, T}, = TV = exp[—iH (t' —t") + O(a?)].

2This is a convergent integral. It is more appropriately called a Fresnel integral, but we shall
generically call such integrals ‘gaussian’ as if the exponential were real.
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In the limit N — oo, the discretized action Sgise;[q] becomes equal to the con-
tinuum action S[g] when we substitute smooth functions ¢(¢). However, because
the ¢, are integrated over on every time slice n, such smoothness is not present
typically in the integrand of the path integral (typical paths g, have highly dis-
continuous first derivatives cf. Fig. 3.1). Hence, a continuum limit Sg;s.-[q] — S[q]
cannot be taken in the integrand of the path integral. We regard the path integral
as defined by the discretization procedure, with the limit a — 0 (N — o0) taken
only at suitable points in calculations.® In the following we shall mostly work
formally, in a notation in which the limit has already been taken (even under the
integral), which gives nice intuitive formulas. However, we may have to return
sometimes to the original definition to avoid mathematical ambiguities. In the
‘lattice field theory’ method such ambiguities are avoided by working only with
the well-defined discretized forms.

3.3 Imaginary time

It is interesting to make an analytic continuation to imaginary time according to
the substitution ¢ — —it. This can be justified if the potential V' (¢) is bounded
from below. For example, this is the case for the anharmonic oscillator

1 1
V(g) = émuﬂq2 + Z)\q‘l, A >0, (3.24)

where ¢ € (—o00, 00).

Consider the discretized path integral (3.15). The integrations over the vari-
ables ¢, converge at large ¢,, and continue to converge if we rotate a in the
complex plane according to

a=lale™, §:0— g (3.25)
The reason is that for all § € (0,7) the real part of the exponent in (3.15) is
negative:
A - —(—sind +icosd), —ia= —ilale™ = |a|(—sind —icos?).

a l|ale=®  |a]
(3.26)
The result of this analytic continuation in a is that the discretized path integral
takes the form

<q/|TN|q//> — C‘N/HdQn exp[ SdlSCI‘]’ <3.27)

. 1 1
S(Ihscr _ ‘CL| Z [2| |2 QnJrl qn )2—|— §V<qn+1) + av(Qn)

3There are also other definitions possible, see e.g. Problem 2. The discretization method
has the advantage that it can be applied also to gauge theories.
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Here the subscript I denotes the imaginary time version of S. After transforma-
tion to imaginary time the transfer operator takes the hermitian form

T = e VD)2 =00 /2m =V (@/2 -y — |q]. (3.28)
This is a positive operator, i.e. all its expectation values and hence also all its
eigenvalues are positive. We may therefore define a discretized hermitian Hamil-
ton operator H g, according to

T = exp[—bﬁdiscr], ]:Idiscr —H+ O(b2), (3.29)

and interpret this as the hamiltonian of the discrete system.
A natural object in the imaginary time formalism is the partition function

Z = Tre Al+—t- /dq (qle” Hity—t- )|q) :A}im e TV, (3.30)

where we think of ¢, (¢_) as the largest (smallest) time under consideration, with
t, —t_ = Na. From quantum statistical mechanics we recognize that Z is the
canonical partition function corresponding to the temperature

T=(t,—t)" (3.31)

in units where Boltzmann’s constant kg = 1. The path integral representation
of Z is obtained by setting in (3.27) gy = ¢ = ¢ (¢’ = ¢" = q) and integrating
over q:

7= /pbcd[q] =51, (3.32)

Here ‘pbc’ indicates the fact that the integration is now over all discretized func-
tions ¢(t), t- <t < t;, with periodic boundary conditions, ¢(t;) = q(t-).

The integrand exp(—S;) in the imaginary time path integral is real and
bounded from above. This makes numerical calculations and theoretical anal-
ysis very much easier. Furthermore, in the generalization to field theory to be
given later there is a direct connection to Statistical Physics, which has led to
many fruitful developments. The imaginary time formulation can be sufficient
to extract the relevant physical information, without the need to continue back
to real time. A prime example is the mass spectrum of QCD, where the eigen-
states of the hamiltonian are bound states of quarks and gluons. The analogy of
exp(—Sy) with a Boltzmann factor makes it possible to address this complicated
problem by Monte Carlo computations.

In the following we shall continue with ordinary but slightly modified real
time: we assume the rotation angle 6 > 0 to be infinitesimal, i.e. very small and
going to zero at suitable stages of the calculations. This has several advantages.
For now we note that convergence is improved: integrals like

1

/ dq exp [——m(q —q)? —ia=

2mu)2q2 q" (3.33)
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are absolutely convergent for § > 0 for n = 1,2,--- and not only (conditionally
convergent) for n = 0 (which is the case for 6 = 0). We also note at this point
that it does not hurt to add another convergence device, which will be useful
later: replace

2 — e, (3.34)

(,L)QHW

with € > 0 infinitesimal. This produces the convergence factor exp(—aeimg?) (we
are assuming m > 0). We shall suppress € and § in our notation in the following,
unless explicitely needed.

3.4 External force technique

An important technique in field theory is probing the response of the system to
an external source, the analogue of which is here an external force. The potential
is taken to be of the form

Vig,t) =V(g) — f(t)g, (3.35)

where f(t) is an arbitrary function of time. We redefine the notation and use S
and L for the action and lagrangian of the unperturbed system,

1
S = /dt L L=35mi = V(). (3.36)
From the equations of motion
mj=——+f. (3.37)

follows that f(¢) has the interpretation of an external force. The path integral
for the evolution matrix is

<qI‘U(t/, t”)\q"> _ /d[q] eiS[qHz’fdtf(t)q(t). (3.38)

We are going to differentiate this expression with respect to f (‘probing the
system’).

Since we shall be mostly using the Heisenberg picture in which the operators
are time dependent,

q(t) = U(t,0)' U(t,0), (3.39)

it will be convenient to use corresponding coordinate basis vectors |g, t) in Hilbert
space with the properties

qt)lg,t) = dqlg,t), (3.40)
(g, tld;t) = d(¢g—q), /dCJ|q,t><q7t|=1- (3.41)
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This basis can be chosen as
lq.t) = U(t,0)f|q) = U(0,)|q). (3.42)

Note that |g,t) is not the Schrodinger state at time ¢ which developed out of the
initial |q) at time zero: this would be U(t,0)|q).

For the differentiation with respect to f we use again the method of small
time-steps a, a = (t' —t")/N, t, = ka, k =0,---, N, N — co. We write

N-1
<q/’ tl|q/l, tl/> — <q/|U(t/,t”>|q”> — <q/‘ H U(tk+1,tk)|q”>
k=0
N-1
= /dQ1 cedgn—y H <Qk+1>tk+1|Qka tk)- (3-43)
k=0

The one-step transition amplitudes are approximated by the matrix elements of
the transfer operator,

(@rens teralae ) = (@l U (ke + a,te)|ai) = (1| Tlgo)
. o1
= cexp {zaL(ql, q) + iz [f (tks1)qn + f(tk)qQ]} .(3.44)

Assuming t; =~ t € (t',t") we then have

N-1

S a0
RTIURAA ia@f(tj)/dql dan - lg)<qk+1,tk+l|qk,tk>

N-1

= /dQ1"'dC]N—1 H (Ght15 L1 | Qs L)
k=j+1

0
a0l (1) (@541, ti1lg, 65050 bl g1, 1)
Jj—2

T (@t tosn | ans tie)
k=0
N—-1

= /dQ1"'dC]N—1 H (@15 it | Qs L)
k=j+1

(@1 ti+11a5: t5) 45 (@5, tilqi-1, tj—1)
Jj—2

T (@t tosn | ars tie)

k=0

— /dq (¢, t')q,t)q{q. tlq" . t"), (3.45)

as N — oo. Note that ¢ above is just a dummy integration variable. The
combination

[ dala.tyala.tl =), (3.46)
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is the Heisenberg operator at time ¢. So we have the result

5 AT AN/ ! 4l A " g1
— g " =, |g(b)|g" ). 3.47
0 (¢, ¥lq",1") = (¢’ ¥'la(t)|¢", ") (3.47)
Differentiating again, using the chain rule in (3.45) we get two contributions,

Y Y < / t/| " t//> _ 0
i6f(t2) w0 f(t) T T i ()

5 / / 1 /!
/dfh () (d |, t1) ¢ (@, talg”, t")

/d(h <q,7 t,|q17 tl) q1 <q17 tl |q”7 t”>

! ! 5 1! "
+/d(h (¢t |Q1,t1>91m ({q1,t1lg", ")) -

The first term only contributes for t5 > t;, the second term only contributes for
ty < t; (recall that we only consider times t” < t;5 < t’). We can distinguish
these two cases with the help of the Heavyside step function
0t) = 1, t>0
0, t<0, (3.48)

and the result of the differentiation can be expressed in the form (3.47),

) )
i0f(t2) i0f(t1)

(¢ t'g" . t") = /dCh 0(t2 — t1)(¢, t'|G(t2)|q1, t1) @1 {qr, talq”, ")
+0(t1 — ta){d', | @1, t1) @ {qu. 1|4 (t2)]¢", t")]
Oty — t1)(q, t'[G(t2)q(t)]q" ")

+0(t — t2)(q', |q(t1)d(t2)]q", ") (3.49)

This can be compactly written with the help of the time ordering instruction
symbol T"

5 5 / ! " 1! ! ! A ~ ! 1!
t t) = tTq(t t t 3.50
which is defined as
Tq(t1)q(t2) = 0(t1 — t2)q(t1)q(t2) + 0ty — t1)G(t2)q(t1). (3.51)
The above process evidently generalizes to
5 5 <q/,t/|q/l, tl/> — <ql7 tl‘TqA(tl) . 'qA(tn)‘ql/,t”>, (352)

i6f(tr)  i6f(ta)

with 7" the instruction to write the operators in order of decreasing times (writing
this in terms of € functions gets cumbersom for n > 2). Note that these so-called
time ordered products are symmetric under interchanging labels ¢; < ;.



68 CHAPTER 3. PATH INTEGRAL METHODS

Setting f = 0 after differentiation we get the expansion ‘coefficients’ of a
‘Taylor series’ in powers of f (called a Volterra series in case of functionals). So,
summing the series we have

(d, Y1 t)f] = i%/dtl'“dtn (5f((5t1) "'5ffn)<q e’ t”)) .

fit)-- St
- Z E [t g Ta0) )l YO F () (1)

= > i,q',t'\T[z' / dt F(©i0)] 1a". )0
= (¢, 0T T o], (3.53)

where we indicated the functional dependence on f(¢) in square brackets. Note
that on the right hand side ¢(t) evolves in time according to the hamiltonian with
the external force set to zero.

On the other hand, we have path integral representations for various expres-
sions:

(o V1" ") () = [ dlg) eSS aeroate, (3.54)
and
(L HTa0) ) )0 = [ diglg)--at).,  (355)
because
o i [dtfatt) — q(t1) - - q(tn) e dtr®a() (3.56)

i0f(t1) 0 f(ta)

3.5 Ground state expectation values

In field theory we are especially interested in expectation values in the ground
state. We now illustrate how these can be calculated in our quantum mechanical
model. In the following H is the hamiltonian of the model with f = 0. The
crucial assumption will be that the spectrum of H is bounded from below, i.e.
there is a ground state with minimal energy:

HIn) = Enltbn),  Hlybo) = Eoltbo)  Enzo > Eo. (3.57)

We have made the further simplifying assumption that there is an energy gap
between the ground state energy FEy and the first excited state energy FE.

Suppose now that f(¢) is non-zero only in a bounded region t_ < t < t,.
Then the hamiltonian is the time-independent H for ¢ < t_ and t > ty, and we
may write

WO = (0T T )l
0 e, (359
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We now use completeness,

> 1) (W] =1, (3.59)

and insert intermediate states to obtain for the right hand side
D e P g ) (W |U (£, ) o) (Wl =710, (3.60)

Consider now letting ¢’ — oo, t” — —o0, keeping in mind the fact that our times
are rotated over a small negative angle d away from the real axis, as motivated
in Sect. 3.3. Let us make this temporarily explicit by writing

t=71(1—45), §>0. (3.61)
With 6 > 0, 77 — +o00 and 77 — —oo the energy exponentials such as

e Em(t'—ts) _ o=(7'=74)Bmd (7' =71)iBm (3.62)

suppress the excited states relative to the ground state. So the ground state
contribution dominates,

(. ld" ") = (dIU")g") (3.63)
e U (g [oho) (ol U (te, £-) o) (ol gy~ Fo =17,
The neglected terms are suppressed by factors exp[—7'(E,,— Ey)d] and exp[7” (E,,

Ey)d], m # 0, relative to the ground state. Note the appearence of the ground-
state wave function

—

{qlv0) = vo(q), (3.64)

which provides a way to calculate 1y from the path integral.
In a similar fashion we can derive, using (3.53), (3.42) and U(0,t) = et

<q/’ Mq//7 t”)[f] — (, tl‘Teifdt f(t)cj(t)|q//7 t”>[0]
e o) lT e AT o] (e

We can cancel the dependence on the boundaries in time by deviding by the same
expression with f = 0, and arrive at the neat formula

< ; (¢, 00|q", —00) /]
0 Telfdtf(t)q(t) o) =
< 0‘ | 0> <q/7 Oo‘qﬂv _OO>[0]
[ dlq] oiSlal+i [ dt f(t)a(t)

_ i 5 : (3.65)

where we used (¢y|t)g) = 1. Since the boundary effects drop out in the ratio
(3.65), we may as well choose boundary values ¢’ = 0, ¢” = 0, since this allows us
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to do partial integrations without having to worry about boundary terms. Thus
we define the path integral for zero boundary values at infinite times,

211 = (0,00/0, —00) = [ dlg e+ 1040, (3.66)
in terms of which 21/
i ) dt f(t)q(t) ==

(wolT e/ OMO o) = Zo. (3.67)

In field theory the analogous expressions will turn out to be very useful.

3.6 Harmonic oscillator

The results so far will now be illustrated by explicit calculations for the important
case of the harmonic oscillator. We shall be brief and only give a formal evaluation
of the ratio of path integrals with and without external force. Our first task is to
evaluate Z[f] in (3.66), or rather the ratio Z[f]/Z[0]. The action is given by

/dt( mq> ——mw q) ——/dtq(m——i—mw)q (3.68)

On the r.h.s. we made a partial integration, for which the boundary terms vanish
in the case (3.66). We now write this in suggestive matrix form,

1

S = —§qTG_1q, (3.69)
with continuous matrix index ¢ and
1 / 62 /
G (t,t) = (mﬁijw )5(t—t). (3.70)
For example,
92
(G q /dt Gt t)q(t) = <m@ +mw2> q(t). (3.71)
Note that G~! is symmetric:
G Ut t)=G'(t,1). (3.72)

The path integral now looks like a multiple gaussian integral*

= /d[q] exp (—%iqTqu + ifTQ) ; (3.73)

4In discretized form it 4s an ordinary multiple gaussian integral, and G~1(t,,t,/) is just an
ordinary matrix.



3.6. HARMONIC OSCILLATOR 71

and we shall evaluate the dependence on f by a shift of integration variables,
q=4q +Gf, (3.74)
where G is the inverse of G~! under the given boundary conditions,
G'G=1. (3.75)

This inverse is also symmetric, G* = G, which will be verified below. The shift
makes the exponent purely quadratic in ¢,

1 _ 1 _ 1
—50'Gla+ fla=—5¢"Gd + S f'Gf. (3.76)
The integration measure is invariant under shifts,
dlg = dig). or [ Tlda()Flal = [ [ldd(t) Fld + Gfl. (377)
Tt T ¢

So we get .
Z[f] = Z[0] exp (z’ifTGf) : (3.78)

or more explicitly

Z1f] = Z[0] exp {z% / dt dt’ f(DG(t, ) f(t’)} . (3.79)

From the explicit form of (3.75),

92

/ dt" Gt "G 1) = <mﬁ + mw2> G(t,t')=48(t—1t), (3.80)
we see that GG is the Green function corresponding to the differential operator
G~!. Tt can be found by Fourier transformation. Assuming G(t,t’) to depend on
the difference t — t' we try

G(t,t') = Z—i G(p)e~Pt=t), (3.81)

Since the Fourier transform of the Dirac delta function is 1 we have

1

m(—p* +wHG((p) =1, or G(p) = o P

(3.82)

A prescription is needed to deal with the pole in the integrand of (3.81). The pre-
scription for the present situation follows from the discussion about convergence
given at the end of Sect. 3.3: we give w? a small negative imaginary part:

w? — w? — e (3.83)
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1

Figure 3.2: Position of the poles of (w? — p* —i€)~! in the complex p plane.

Evaluating the integral by contour integration leads to (cf. figure 3.2)

dp 1 efip(tft’) efiw(tft’) eiw(tft’)
- = =0t - Ot —t 3.84
2m m w? — p? —ie ( ) 2mw + 0 ) 2mw (3.:84)
Hence,
oy it
—iG(t,t") = —. 3.85
Gt =5 — (3.85)

It is symmetric in ¢ < t'. It is complex. It is the analogue of the Feynman
propagator for a scalar field.

The remaining path integral Z[0] is formally just a multiple gaussian integral.
It can be evaluated by expanding ¢(¢) in terms of a complete set of orthonormal
eigenfunctions of G~

G My = Alla, ulug=dus,
a(t) = D daualt), ¢'Glg=3"Nadi
The orthonormal eigenfunctions form a unitary matrix (), and

dlg] o []d4a,

- B . ~1/2
Z[0] / [Idg.e 'z Yo tata o [H )\a] = [det G]2.  (3.86)

The various factors of proportionality can be replaced by explicit factors in a given
regularization. We shall not need Z[0] in our introductory course. However, note
that in the imaginary time formulation it contains all the physics of the quantum
canonical partition function (cf. Problem 2).
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A few remarks are here in order.

The above derivation was elegant but formal. The results must and have
been checked in various ways. For instance, one can evaluate the path integral
carefully in discretized form and study the continuum limit in various quantities.
It is instructive to evaluate the path integral for generic boundary conditions at
finite time. Then the results (also G) do depend on the boundary values (which
can be used to calculate 1)[q]), and one can show that this dependence disappears
in the limit of infinite extent in time, as derived in the previous section. See e.g.
Brown sect. 1.5.

From (3.67) and (3.79) we now have an explicit formula for the ‘generating
functional of ground state expectation values of time ordered products of the
coordinates’:

<w0|Teifdtf(t)q(t)‘w0> _ ez‘% fdtdt’f(t)G(t,t/)f(t’). (3.87)

Differentiating twice with respect to f and setting f = 0 afterwards gives

(ol Tq(t)q(t') o) = —iG(t,1"). (3.88)

There are some instructive checks. First, apply the differential operator G~! to
the left hand side using the identity

0 N p
57 0t =) = 6(t 1), (3.89)

the canonical commutation relations and the Heisenberg equations of motion: the
result is —id(t — t'), as it should according to (3.80) (cf. Problem 3). This shows
that the left hand side of (3.88) is a Green function, but it does not check the
boundary conditions. Second, a complete check can be made by evaluating the
left hand side of (3.88) explicitly using creation and annihilation operators:

o~ s 1 ) )
(j(t) _ ethquszt _ (defzwt + dTezwt) :
w

[a,a'] = 1, [a,a] =0, aly) =0, etc. (3.90)

The result is (3.88) with (3.85).

3.7 Scalar field and Ising model

We now generalize to the case of infinitely many ‘coordinates’ ¢(x) labeled by
the continuous index x, i.e. the scalar field. We write |p) for the basis vectors in
the ‘coordinate representation’ (2.7). Then

px)]e) = p(x)|e) (3.91)
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and formally

o) = I®lex)),
(ole) = TI0ole(x) —¢'(x)],

~

[T e lodtel = 1. (392
The path integral representation for the evolution kernel has the form

(1) = (P10 ") = [ dle] e, (3.93)

with formally
dly) = [] do(a). (3.94)

These formal equations become concrete upon discretization. Since we not
only have continuous time but also space this naturally leads to a lattice in space-
time. We illustrate this here briefly for the case of imaginary time, 2° — —ix,.
Then time is equivalent to space, spacetime is replaced by four dimensional space
and it is natural to use a simple hypercubic lattice for discretization, with lattice
spacing b equal in all directions. The finite volume system at inverse temperature
L, and spatial volume L? is then approximated by a system on an L3 x L, lattice.
Furthermore it becomes natural to use lattice units, i.e. units in which the lattice
spacing is b = 1. With these conventions the partition function

4

S(IjlsCr = Z Zl %(@er/l - 90:1:)2 + Z V(‘)O:v)a
x H= x

is well defined.

Models defined in this way have been studied by various analytical and numer-
ical (Monte Carlo) methods. This has led to a fairly complete (and nonperturba-
tive) understanding of four dimensional scalar field theory. For more information
on this Lattice Field Theory approach see Creutz, Miinster and Montvay, Rothe,
Smit, Le Bellac and Barton, and the proceedings of the yearly Lattice "XX meet-
ings.

There is a close connection with the spin models studied in statistical physics,
in particular the Ising model. Consider the ©? model

1 1
V= 55(]@2 + ZAW‘*. (3.95)

Using the change of variables, generalizing to d euclidean dimensions,

— 1—2
Y= 20((b, Ko = il i

a?’

—2d, A= (3.96)
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the partition function can be written in the form (dropping an overal constant
factor)

7 = [Tdu(o.) ep(20Y putes) (3.97)
du(¢) = dpexpl—¢® —y(¢* —1)7. (3.98)

We see that a parametrizes the coupling between neighboring ‘spins’ ¢. The
spins have a single site probability distribution given by (3.98). For v — oo the
spins are restricted to values +1:

Jdu(9)f(9) 1

———~— — S+ f(=1)], (3.99)

J du(9) 2

and the model goes over into the Ising model in d dimensions. It turns out that
the Ising model is indeed a very good formulation of the relativistic ¢* theory in
four dimensions! (For more information see the books by Le Bellac and Barton,
Miinster and Montvay, Smit, and more generally on the field theoretic description
of critical phenomena: Zinn-Justin, Parisi, Drouffe and Itzykson.)

3.8 Free scalar field

We continue with real time and set ¢’ = ¢” = 0, so that partial integrations
do not involve boundary terms at t’,¢”. For space the same effect is obtained
by choosing periodic boundary conditions. To obtain ground state expectation
values we take the limit ¢ — oo(1 —id) and t” — —oo(1 — i), as explained in
sect. 3.5. Introducing the external source J(x), the analogue of the external force
f(t), we can immediately write down the analogue of (3.66) and (3.67),

(0,00[0, —o0)[J] = Z[J] = /d[SO] !Stebti [ dta Jaele) (3.100)
e X Z[J] fd[go] 6iS[<p}+ifd4m J(z)p(x)
Te [ 4w @e@|y ) = 220 — A . (3.101
<1/}0| € W0> Z[O] fd[go] eiS[e] ( )
For the free field these formulas can be worked out elegantly, assuming for sim-
plicity infinite space. The action is

Ly " 2,2y _ 1 [ u —0? 2
S = 2/d:c(8¢p@<ﬁ+m<ﬁ)— Q/dxgp(aer)(p
= o [d s o()C o)l
1
= ;¥ Gy, (310

in matrix notation, with

G Nz, 2") = (0% + m?)6*(x — o). (3.103)



76 CHAPTER 3. PATH INTEGRAL METHODS

Then (3.79) generalizes to
1
210) = Z00] exp [i5 [ ated' 1), )]

The inverse of G~ is given by

G N d4p ip(z—z)
(z,2') = / ¢ G() (3.104)
with
1 1
G(p) = e e . B P (3.105)
and

. d3p eip(x—x’)—iE(p)|a:0—aC/0|
_ZG('ra xl) = / (271')3 2E(p> ’ E(p> = \/ m2 _'_ p27
— / dw, eP@=T) g0 > 470,
= /dw ep@=") 20 o 20,

This is analogous to (3.82 — 3.85) for the harmonic oscillator, with wyo — E(p)
and mgo — 1. In the last line we replaced the dummy p by —p. The Green
function G(z,2') is called the Feynman propagator.

Differentiating twice with respect to the external source and setting it to zero
afterwards gives the basic vacuum expectation value of the time ordered product
of two fields, the two-point function,

(Yo|TP(w1)p(w2) [tho) = —iG (21, T2). (3.106)

For the generalization to more fields in the time ordered product we just differ-
entiate more times. It is convenient to introduce a suggestive notation for such

n-point functions:
d iS[e] "
(D) oty = LAALT o) ot

= {p(@1) -+ plon) (3.107)

Note that the brackets in this notation do not mean an ordinary statistical av-
erage because exp(i5) is complex, and neither an ordinary quantum mechanical
expectation value because of the time ordering involved. Using repeated differen-
tiation with respect to the external source, setting it to zero afterwars, one finds

(Prob. 3d)

(p(z1)) = 0,
(p(z1)p(r2)) = —iG(21,29),
(p(z1)p(z2)p(23)) = 0,
(pz1)p(z2)p(z3)p(z4)) (—i)*[G (1, 2) G (23, 24) + G (1, 23) G (2, 14)

+ G(x1, 24)G (22, 23)], (3.108)
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etc. The general formula goes under the name ‘Wick’s theorem’,

(ol Tp(xr) - - - p(wn)ltho) = (p(@1) - p(2n))
= (p(z1)p(r2)) - - (p(Tn-1)p(x,)) + permutations,

where every distinct permutation (partition into pairs (x;, x;)) occurs once. In
practise we often abbreviate the notation further for clarity, e.g.

<901§02S03904> = (_i)Q[G12G34 + G13G9y + G14G23]. (3109)

3.9 Summary

In the path integral formalism the action takes a prominent role by specifying
the ‘weight factor’ exp(#S). In imaginary time this has the form of a Boltzmann
factor exp(—Sy), and for a field theory in d spatial dimensions, the imaginary
time path integral (with periodic boundary conditions in time) has the form of a
classical partition function in d 4+ 1 dimensions, while it represents the quantum
partition function in d dimensions.

For free fields the path integral can be explicitly evaluated, because it is
‘just’ a multiple gaussian integral. The external source technique is useful for
dealing with correlation functions, which are vacuum expectation values of time
ordered products of field operators. The two-point correlation function, also
called Feynman propagator, is a Green function, similar to the retarded and
advanced Green functions. In contrast to the latter two, the Feynman propagator
G(z,2") is complex, and it does not vanish outside the light cone (i.e. for (z —
)2 > 0).

The path integral has great intuitive appeal and properly defined its formal-
ism is equivalent to the canonical operator formulation (provided the latter is also
properly defined!). This can be done with the lattice discretization, which is very
useful for non-perturbative computations. However, a common practise in per-
turbation theory is to go ahead formally and ignore possible infinities temporarily,
expecting to deal with them later ‘on the fly’.

3.10 Problems

1. RelationT — H
Consider the Cambell-Baker-Haussdorfl formula

e eB = ATBH [ABl (3.110)

where the - - - consist of multiple commutators of higher order in A and B
([A,[A, BY], [B,[A, B]], etc.). Let

1
A=—iazV(Q), B=—iag—. (3.111)
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Verify that --- = O(a?), and
-2

Ll V) i il V(@) —iefio@  fy D i
e~las q)e iags o—iag @ — e~ la +O0(a )’ H = 2— +V(q) (3112)
m

2. Partition function of the harmonic oscillator

Consider the harmonic oscillator with unit mass given by the hamiltonian

1 1
H= 5p? + §w2q2. (3.113)

We calculate the partition function
7 =Tre M (3.114)

in several ways.

a. Using the energy representation to evaluate the trace and the well known
energy spectrum verify that

1
InZ = —éﬁw—ln(l—e_ﬁw). (3.115)

We can also calculate Z from the path integral by continuation to imaginary
time, t — —1i7,

z = /_O:O dg (q+le™"" |gs) (3.116)
= /d(J+ /[dq] exp {i/ot+ dt [% (%)2 — %quQI } (3.117)
— [ day {arle " q.) (3.118)

- /pbc[dq] exp {—/Oﬁ dr E <%>2 + %w2q2] } (3.119)

where = 7,.. The path integral is now over functions ¢(7) with ¢(0) =
q(B) = g+ and we also integrate over ¢, ; this is indicated by the subscript
‘pbc’, which means ‘periodic boundary conditions’. Introducing

2

G, 7)) = [—% + wQ] ot —1), (3.120)

be can write the partition function as

7 = [det G717V, (3.121)



3.10. PROBLEMS 79

up to a constant.

To evaluate this determinant we introduce a suitable complete set of peri-
odic functions in the interval [0, 3],

1 2
gn(T) = ﬁ exp(z'wnr), Wy, = %n’ n=0,+1,+£2,---. (3_122)

b. Obtain the matrix elements

B
at :/ drdr’ g, (T)G ™ (1, 7)gn (7). (3.123)
0

c. The determinant det G=! as given by the product over its eigenvalues
diverges badly. We shall regulate the determinant by deviding it by a
similar determinant with a different frequency w’. Using the infinite product

formula )
s T sinh z
1 = 3.124
verify that
Z(w)  sinh(Bw'/2) (3.125)

Z(W)  sinh(Bw/2)

If we now let w’ approach infinity, then in the trace representation (3.114)
for Z(w') the ground state contribution dominates: Z(w’) — exp(—[(w’/2).
Hence, verify that this leads again to the partition function (3.115) obtained
earlier.

Using the discrete time slicing definition of the path integral the divergence
of det G~! is avoided and it leads of course to the right answer, but we
shall not go into details. It is instructive anyway to play with divergent
continuum expressions.

3. Feynman propagator

Eq. (3.85) is the Green function introduced by Feynman (usually called the
propagator) for the case of the harmonic oscillator. We summarize:

A1) = [lde|i [T diGE - 2wt + g, (3120)

— Z[0] exp [z% [arar f(t)G(t—t’)f(t’)], (3.127)

% = (T exp |i [ at f0)a0)] 1), (3.125)
—iG(t 1) = 9(1%—75')#%@’—0# (3.129)
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We have set the mass m = 1. Furthermore ¢ € (—o0,00) with the under-
standing that we supply convergence for large times in a suitable way when
necessary.

a. Using df(t)/dt = §(t) verify that

d? 9 N /
<ﬁ+w>G(t—t)_5(t—t). (3.130)

Hint: after differentiating once with respect to ¢, simplify by using the
identity F'(¢)d(t) = 0, which is valid for functions F'(t) which vanish at
t=0.

b. Calculate

(% + w2> [0(t — ¢')(0|q()G(¢")]0) + O(t' — £)(0]G(¢")G(¢)|0)]  (3.131)

by using the equation of motion for ¢(¢) and the canonical commutation
relations [G(t), ¢(t)] = —i. Compare with

O|T4(t)q(t)]0) = —iG(t — t'). (3.132)

c. By supplying convergence factors exp(Fet) for large times t — oo,
with infinitesimal € > 0, verify that the Fourier transform of GG is given by

1

w2 — k2 —je

L T dt e G(t) = (3.133)

The idea is to let ¢ — 40 in a later stage of calculations involving G, so e
and e.g. 5¢ have the same meaning.

d. Express
(0[T°q(t1)q(t2)a(ts)q(ta)|0) (3.134)

in terms of products of Feynman propagators by functionally differentiating
Z[f] and setting f = 0 afterwards.



Chapter 4

Perturbation theory, diagrams
and renormalization

In the previous chapter we have seen, in the example of the free scalar field,
how the path integral can be used to calculate expectation values of time-ordered
products of field operators in the ground (vacuum) state:

(Yo T@(a1) - - p(an)|tho) = (p(21) - - o))

From these so-called n-point functions we can obtain many quantities of physical
interest. Important for us are scattering and decay amplitudes, and a simple
recipe for obtaining these will be given in section 4.6, deferring its derivation to
chapter 9.

We are now ready for the perturbative calculation of (¢(zy)---¢(z,)) in in-
teracting theories. Using the ¢? theory as the simplest example, we introduce
Feynman diagrams — which are an invaluable tool for representing the occurring
mathematical expressions — and vertex functions, and evaluate the first few of
these in order to clarify renormalization and counterterms.

4.1 Preparation

We recall that the generating functional for the n-point functions has the path-
integral representation (3.101), i.e.

o . VAN d iS[ap}Jrifd‘lm J(z)p(z)
<¢0|T61fd xJ(m)w(x)WO) _ Z[[()]] _ Jd[p)] ef T 5 (4.1)

The action is written as the sum of a free part Sy and an interacting part Sy,

S - SO + Sl, (42)

where Sy is quadratic in the fields and S is of higher order. Linear terms can be
absorbed in the external source J, if needed, so we will not include such terms in

81
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S. Note that a cosmological constant drops out in the ratio Z[.J]/Z[0], and we
will often ignore such a term. In ¢* theory

So = [ dn se(a)(=0 +m)p(), (4.3)
S, = —% / d'z o(z)! + AS. (4.4)

Here m and \ are renormalized parameters and AS contains so-called countert-
erms: it is the difference between the terms shown explicitly and the original
action formulated in terms of bare parameters kg, Ag and field ¢q:

S = - /d49€ :%(8900)2 + %KJOSOS + iAoSOé + 60} (4.5)
= — /d% :%Z(GQO)Q + %Z/W? + iz%g& + eo} w0 =V7Zp,(4.6)
= — /d4:c :%(&0)2 + %m2g02 + i)«p‘l + AS, (4.7)

AS = /d4x %(1—2)(8@2—1—%(7712—2/@0)@2
+ E(A — Z*Xo)g" — eo] (4.8)
= /d4 { 57(0p)? + %5m2<p2 + ié)\god‘ +56} . (4.9)

The so-called renormalized field ¢ is related to the original variable ¢y, by the
multiplicative renormalization vy = v/Z ¢. In fact, we will calculate in renormal-
ized perturbation theory the n-point functions of ¢, not of ¢y. The counterterms
will be specified later on, after we have calculated we few vertex functions. As
usual in minkowkian field theory, we have set renormalized vacuum energy to
zero, € = 0.

The renormalized perturbation expansion is an expansion in powers of A,
not A\g. The basic idea of counterterms is to choose the starting point of the
perturbation expansion close to the final answer. For example, we may choose m
to be the exact mass of the particles and A the exact coupling constant (possible
definitions of A will be given later). So the effect of the interactions on m and A
is exactly cancelled by the counterterms. We may then hope that more general
interaction effects will be small when A is small. In particular, infinities, which
which pop up because of our cavalier dealing with infinitely many degrees of
freedom, are to be cancelled by the counterterms. It is hard to explain this
properly at this point so we shall ignore the counterterms for the moment (AS —
0) and return to them later.

To further prepare for the perturbative expansion we write, in condensed
notation,

(1 )Zfd[w]eismswol--wpn:<90 o €1),
o J dlg] TS, (€

(4.10)
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where the subscript 0 denotes the free field ‘average’

_ Jdlg) e Fly]
(Flebo= =00 (411)

(we have devided numerator and denominator by [ d[q] exp(iSp)).

4.2 Diagrams for ¢* theory.

Ignoring the counterterms, expanding in A means expanding the exponential
exp(iS;). Consider first the denominator (e**)q in (4.10):

@ = 1 —z—/d4 ()10 + O(\?)
— 1 —zz?,/d%(—z‘) G(z,2)2 + O(\?), (4.12)

= 1+ % (—i6X) /d%; (—i)?G(x,2)* + O(\?), (4.13)

where we used (3.108). The three terms in (3.108) give identical contributions.
Consider next the numerator of the two point function (n = 2):
iS1 A 4
(prpae™o = (Pria)o —ZZ/d z (pr1p2 () )o + - -
A
= —iG(x1,x9) —i—3/d4:c (—i)’G(x1, 72) G(z,7)* (4.14)

12/d4 ) G2, 2)G (22, 2)G(z, 2) + - -+ (4.15)

A pairing of fields is called a contraction. The factor 3 in (4.14) has the same
origin as in (4.12), namely three possible contractions of four fields giving identical
contributions, and indeed, we recognize the denominator as a factor in (4.14),

—iG (1, 72) [1 + é (—i6)) /d%« (—1)2G(z,2)* + O(\Y)] . (4.16)

The factor 12 in (4.15) comes from first contracting, say, ¢, with one of the ¢(x),
which gives 4 identical contributions, and then ¢, with one of the remaining three
©(x), which gives 3 identical contributions; then there remain two (z)’s which
simply give G(z, x).

The numerator of the four point function,

(p1p200304€" )0 = (L1020304)0 —z—/d z (p1papspap(x)t)o + O(N?), (4.17)
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O O =-1G(x,y)
X y

Figure 4.1: The propagator.

gives rise to more contributions. The first term is just (3.108). Applying Wick’s
theorem to the second, term there are contractions of only the ¢4, ..., ¢4 among
themselves. This gives

(1920304 )0 {1 + é (—i6)) /d4:1: Gz, 2)2 + 0\, (4.18)

which has again the zero point contribution (4.13) found in the evaluation of the
denominator. Then there are contributions in which only two of the ¢1, ..., ¢4
contract with op(z)?,

(—1)G(z1, x2) (—z%) 12 /d4:p (—i)*G(x3, 2)G(z, 7)G(z, 74) + 5 permutations.

(4.19)
The term shown, with {z1,x9, 23,24} — {3, 24, 21,22}, contains (4.15) as a
factor. There is one new contribution in which all of the ¢q, ..., ¢4 contract

with p(z)%:

(p10203p4 151) ™ = —i% 24/d4x (—i)*G(z1, )Gz, v)G (x5, 1) G (24, 1),
(4.20)
where the meaning of the label ‘conn’ (=connected) will get clear in the following.
At this point the expressions call out loudly for a representation in terms of
diagrams. The propagator G(x,y) times the factor (—i) is represented by a line
joining points labeled x and y. See Fig. 4.1. The little circles at the end of the line
indicate that the line represents a propagator and not a two-point vertex function
(to be defined below). Where arguments coincide, such as in G(z, z), lines come
together in the same point we have a vertex. This is most clear in the expression
(4.20), see Fig. 4.2. The vertex represents the factor —24i)\/4 = —i6\, as well as
an integration over [d*z. The vertex is represented in Fig. 4.3, where the four
lines indicate that it is a four point vertex, i.e. four propagators can be attached.
Note that the lines of the vertex do not have the little circles at the end, whereas
the circles in Fig. 4.2 indicate the presence of the propagators.! The diagrams
for the denominator, the numerator of the two-point function and the numerator
of the four-point functions are shown in Figs. 4.4, 4.5, 4.6, respectively.

'This convention is taken over from the books by Bjorken and Drell.
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4 3

Figure 4.2: Lowest order diagram for the connected four point function
<901 . S04>conn'

=1 Jw,x,y,2

y Z

Figure 4.3: The four point vertex.

1 + + ...

Figure 4.4: Expansion of (¢*1), to order \.

Figure 4.5: Expansion of (¢ €™1) to order .
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1 2 2
oo . o OOk
Oo——O o—o O@O
3 4
+ + two perm. + +...
O—O
3 4 3 4

Figure 4.6: Expansion of {¢; - -4 €®1)q to order .

More precisely, we associate with the four-point vertex ix a wverter function
S(x1, 9, x3,24), defined by the 4-th functional derivative of the action:

51s

S(x1,...,74) Sp(x1) -+ - dp(xy)

= —6)\/d4x 5z, — ) - - 6 (g — 2)4.21)
= —6)\(54(1‘1 - ZL‘2)54(I‘1 - ZE3)54(I‘1 - 1‘4).

The first form maintains the symmetry under permutations of the x’s. There is
also a two-point vertex function (cf. (1.148)),

629 1
dp(x)de(y) | g
A propagator-line emerging from a vertex now simply means integrating over the

common argument of the vertex function and the propagator. For instance, the
contribution (4.15) to the two-point function can be written as

S(z,y) = [ = (0 = m?*)§* (x — y). (4.22)

5 [ty (G, 1) IS o, s, ) ()G 1) ()G s ).
(4.23)

The diagrams greatly clarify the formulas. There is a one-to-one correspon-
dence between diagrams and the mathematical expressions, provided we keep
in mind the accompanying combinatorical factors such as 1/8 in the zero-point
function, and 1/2 in the two-point function. Such factors are related to the sym-
metry of a diagram and there are rules for determining them (see e.g. Peskin and
Schroeder sect. 4.4), but it is often easy enough to get them by explicit counting
of identical contributions, as we have done above.

One furthermore observes:

- A diagram may be disconnected, i.e. consist of several connected parts that
are not connected by any line. The connected parts represent factorsin the
mathematical expression. We usually concentrate on the connected parts.
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SN ON
oO———C0O + O O+

Figure 4.7: Expansion of (¢1p2) to order A.

- The diagrams for the denominator in (4.10) (often called vacuum diagrams),
which do not have any external lines, cancel against similar disconnected
parts in the numerator. This is true to all orders. Hence, for the evalu-
ation of n-point functions with n > 0, we can forget about disconnected
contributions containing diagrams without external lines. For example, the
diagrams for the two-point function are given in Fig. 4.7.

- The diagrams can be decomposed into one particle irreducible (1PI) com-
ponents and one particle reducible (1PR) components. A 1PR diagram
becomes disconnected when cutting a single line, whereas a 1PI diagram
remains connected. The 1PI components are called dressed vertex func-
tions, and denoted by I'(zy,za, - -+). To lowest order they are equal to the
bare vertex functions. There is a special notation for the two-point vertex
function:

P(l‘l, IL‘Q) = S(l‘l, IL‘Q) - 2(1‘1, ZL‘Q). (424)

and X is called the ‘selfenergy’.

The perturbative expansion of the 2- and 4-point dressed vertex functions
is given in Fig. 4.8 and 4.9.

The typical 1PR component is the exact two-point function, which is called
the full, or fully dressed, propagator. It’s expansion in terms of 1PI parts is
given in Fig. 4.10. Denoting the full propagator by G’, Fig. 4.10 represents
the expansion

—iG' (1, 72) = _iG(x17x2)+/d4y1d4y2(_i>G(x17y1)<_i)E(ylay2)

(=)G(a,22) + [ d'yr o dys (~)Gar, 1)

(=) (Y1, y2) (=) G (Y2, y3) (—1)X(y3, Ya) (=) G (ya, T2)
+ -, (4.25)

or in matrix notation
G = G-GXG+GXGxG+---=G ll + Z(—EG)"]
n=1

= GL+XG) ' = (Gt + )L : (4.26)

In the last line we used the identity A~*B~! = (BA)~!. We assumed that
the geometric series converged, which may be true for (some, not all) matrix
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Figure 4.9: Expansion of the four point vertex function i['(zy,---,z4) to lowest
non-trivial order.

elements, e.g. obtained by Fourier transformation, as will be done in the
next section.

- The four-point function, dressed to all orders in )\, can now be summarized
in terms of the full propagators and 4-point vertex function as in Fig. 4.11.

- More generally, an arbitrary diagram may be expressed in terms of full
propagators and vertex functions. Expanding the full propagators and ver-
tex functions in powers of A\, and then re-expanding the total, gives the
correct expansion of the diagram.

- The perturbative expansion of vertex functions is a ‘loop expansion’: in-
creasing the order in A corresponds to increasing the number of loops in the
diagrams. This is true to all orders.

Keeping track of A it can be shown that with each additional loop the
accompanying power of h increases. For this reason the loop expansion
is also called a semiclassical expansion. The lowest order vertex functions
are classical in the sense that the bare vertex functions are equal to the
functional derivatives of the classical action.

O—==——710 = O0—0 + O—&0

+ O & 0O +

Figure 4.10: Structure of the two-point function (p;ps) in terms of 1PI two-point
vertex functions.
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Figure 4.11: Structure of the four point function (p; - - ¢4).

4.3 Diagrams in momentum space

Because of translation invariance the n-point functions (p(z1)---¢(z,)) depend
only on differences of coordinates. We can then simplify expressions by taking
their Fourier transform, or in the jargon: going into ‘momentum space’. The
Fourier transform is defined as in the following example of the full n-point vertex
function,?

/d4x1 Ce d4xn efi(pller"'ernmn) F(xl, S xn) = (271')45(])1 4+ +pn) F(pla Ce 7pn)

(4.27)
We have anticipated the presence of a momentum-conserving delta function.® For
example, for the bare vertex function we have, using (4.21),

/d4SL’1 . -d4x4 e—i(p1x1+...+p4m4) S(l’l, .. ,.T4) — —6>\/d4x e—’i(p1+p2+p3+p4)x
S(p1,p2, p3;pa) = —6A. (4.28)

So the bare vertex in momentum space is just the constant —6\. There is a special
notation for two point functions since these depend only on one independent
momentum. For the bare two-point vertex function we have

S(p,—p) = —G(p)~" = —(m® + p* — ie), (4.29)

where we have added the infinitesimal regulator term e (cf. (3.34)), while the
propagator is given by

1
Gp,-p)=Gp) = ——5—. 4.30
(p,—p) = G(p) T e (4.30)
For the full two-point vertex function we have according to (4.24),
L(p, —p) = =[m* + p* + X(p)] (4.31)

(including the —ie in ¥(p)). See Figs. 4.12 — 4.14 for the corresponding diagrams.

2For simplicity the same symbol (here I') is used for the Fourier transform.

3In line with ubiquitous jargon, we call the Fourier variables: ‘momenta’. The reason is that
in applications to scattering these variables become the four-momenta of (‘real’ or ‘virtual’)
particles.
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An easy way to obtain the mathematical expression for the diagrams in mo-
mentum space is to represent everywhere the propagator by its Fourier transform

G(z,y) = / (;iﬂ]; @Y G(p), (4.32)

carry out the integrations over the coordinates of the vertex functions, and take
the Fourier transform with respect to the external line variables. This leaves the
momentum integrations associated with the propagators as in (4.32), with a four-
momentum conservation delta function at every vertex. The result of integrating
out as much as possible the propagator momenta using the delta functions, is
one (27)%0%(- - ) expressing overall conservation of the momenta at the external
lines (which is to be extracted according to (4.27)), plus a number of remaining
integrations associated with closed loops in the diagrams.

So the rules for obtaining the formula from a diagram in momentum space
are:

- lines carry momenta p and a propagator —iG(p);

- there is momentum conservation at each vertex, with a factor

iS<p17 o 7p4> = _26>\7
- integrate over the free momenta.
The selfenergy diagram in Fig. 4.14 is equal to

d*q —i
2m)4 m? 4+ ¢% — e

-¢zxp)::%<-4ﬁx)/°< (4.33)

The full propagator structure in Fig. 4.10 is just a geometric series in momentum
space:

—iG'(p) = —iG(p) + (—=)G(p)(—)%(p)(—1)G(p)
+ (=)GP) (=) () (=1)G(P) (=) (p) (~1)G(p) + -
— —iG(p) ! - - . (4.34)

1+3(p)Glp)  m2+p?+3(p)

Comparing with (4.31) we see that the full propagator G’(p) is the inverse of the
two-point vertex function, as for free fields.
Fig. 4.15 shows the four point function to order A2. The corresponding formula
is
il(p1, pa, p3,pa) = —i6A
d4 _ . _ .
+—(—z’6/\)2/ g i ! .
2 (2m)t m2 4+ q% —ie m?2 4+ (¢ + p1 + p2)? — ie
+ 2 permutations (4.35)
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< .
O po =-1G(p)

Figure 4.12: Diagram representing —iG/(p).

P P

1 2

N
= -i6 A
R A\

4

Figure 4.13: Vertex in momentum space.

Finally Fig. 4.16 shows a general n > 4 point vertex function in the one-loop
approximation. Note that these are zero classically: there are no bare vertex
functions with n > 4 in the ¢* model (they would be represented by a tree-like
vertex with more than four external lines).

4.4 Omne-loop vertex functions

We shall now evaluate the one loop diagrams for the two- and four-point vertex
functions. The integrals in the expression for the two-point function (selfenergy)
(4.33), and four-point function (4.35), diverge, so we first need to regularize
them. This can be done in a variety of ways, leading to a variety of answers.
This arbitrariness is to be absorbed in the bare parameters, similar to the case
of the cosmological constant in sect. 2.3, such that the final physical answer is
unambiguous. To be able to discuss this we first need to evaluate the diagrams.
Here we shall use a simple method, which consists of making a ‘Wick rotation’,
such that the integrals take a euclidean four-dimensional form, and then imposing

q
N

P P

Figure 4.14: Order A contribution to the selfenergy —i¥(p).
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R q n,
NN S P
/ T~ — \
S
Figure 4.15: The 4-point vertex function iI'(py, pa, p3, ps) to order \2.
1 2
g /4 3
n ~
7 4
n-1 iqz 5
6
Figure 4.16: Contribution to the n-point vertex function I'(py, - - -, p,) in one loop

order, g1 = q — p1 — p2, @2 = ¢ — p1 — P2 — P3 — Pa, etc.

a spherical cutoff ¢? < A2.
Consider the integral in the self energy (4.33),

oo 1 00 1
oo qm2+q2—(q0)2—ie —o0 q0m2+q2_qg_“

where we changed variables to gy = —q°. The position of the poles of the inte-
grand are illustrated in Fig. 4.17. Rotating the integration contour counter-clock
wise over an angle 7/2 (the ‘Wick rotation’) it is easy to verify that the above
integral is unchanged. ‘During the rotation” we do not cross any singularity.
(Adding arcs at infinity, which do not contribute, the rotated contour is just a
deformation of the original one along the real axis, see the figure on the right
hand side.) Hence, setting gy = iqy, with real g4, we get

(4.36)

o0 1
1:/ dgy ——————, @ = —iqo, 4.37
- Ga ©C+ ¢ ! 40 ( )

where we have set € to zero because it is not needed anymore as the denominator
does not vanish. It follows that the selfenergy can be written in euclidean form

(i.e. a form where the metric is euclidean and g4 enters equivalently to ¢i, ...q3):
dq 1

where now ¢? = ¢? + -+ - + q3, d'q = dq, - - -dgs. We regularize this integral by
introduce a cutoff v/g2 < A. Introducing four dimensional spherical coordinates,
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%

Figure 4.17: Left: Integration contours in the complex ¢y plane for the integral
(4.36). The crosses indicate the position of the poles at £(v/m? + g% — i€). The
original contour along the real axis is rotated to the contour along the imaginary
axis. Right: Integration contour giving a zero result, which can be used to prove
that the two contours on the left give the same answer.

the integral over angles is* 272 and we are left with

3\ A 1
Y = 2 /d 5~ 4.39
@ 7 W (4.39)
3\ A2 3\ A2
- A2 omPln (14 =] = A2 —m?ln o+ O(A2)] .
167T2l " n( +m2>] 167r2l miin s £ O

The above evaluation was particularly easy because the one loop X(p) is in-
dependent of p in ¢* theory. The four-point vertex function is more interesting.
The typical integral here is

[ diq 1
J(p) = —i / 4 (2 L 2 2 2 _ o)’
(2m)* (m? + ¢% —i€e)(m? + (¢ + p)? — ie)

in terms of which

(4.40)

L(p1, 2, p3;spa) = —6A + = (6)\) [J(p1 +p2) + J(p1 +p3) + J(p1 +pa)], (4.41)

to order A\?. First we combine the denominators by using the identity (cf. Ap-
pendix)

4.42
AB / xA +(1—2)B]* (442)
Applying this identity for A = m? + ¢® — ie, B =m? + (¢ + p)* — ic gives
diq 1 1
=i [ L5 [ | -
W= i b e T e =0 T (gt PP =P
(4.43)

4The ‘surface’ of the unit ball in n dimensions is 27™/2/T'(n/2).
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Y I

Figure 4.18: Integration contours in the complex ¢q plane for J(p) for the case
p? < —4m?. The crosses indicate again the position of the poles and the original
contour along the real axis can also in this case be rotated into the contour along
the imaginary axis.

We now complete the square in the denominator by shifting the integrations over
4,
q—q—(1—x)p, (4.44)

while ignoring for the moment the cutoff we are imposing on the integrations (we
come back to this later). Then,

_ diq 1 . 1
Tp) = / (2m)* /0 d (m? 4+ (1 — 2)p? + ¢® — ie]* (445)

Doing the integration over ¢° first, we see similar pole positions as in the case of
the selfenergy (here these are double poles), provided that m? + x(1 — x)p* > 0,
which is true for all z if p> > —4m?. In case p? < —4m? the poles are situated
as in Fig. 4.18 and the Wick rotation can still be done. Performing the Wick
rotation and the ¢ integrations with the euclidean cutoff ¢ < A? leads to

J(p) = — /1d In A — 1+ 0(A™?) (4.46)
Pr=T6m2 Jo m? + x(l — z)p? — ie '

The remaining integration over the Feynman parameter x is elementary,

1 <1 1\/4m2+p2—ie—i—\/p2—ie A?
—In

= 153 +1In— + O(A2)> ., (4.47)

J
Q VAm?2 + p2 —ie — \/p? — i€ m?

but this explicit answer does improve the clarity of the analytic structure of J(p).
The integral representation (4.46) is sufficient for our purpose.
We end this section with more comments:

- The maximum power of A in the expression for the vertex functions is the
same as their dimension in mass units, i.e. 2 for the two-point function and
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0 (« InA + const.) for the four-point function. The one-loop six- and
higher-point functions (cf. Fig. 4.16) are finite.

- The regularization procedure used above has some arbitrariness, because
the answer may depend on the ‘moment’ we introduce the cutoff A. It
was introduced after the Wick rotation because then space and time are
completely equivalent and we get Lorentz invariant answers. But even then
A can be introduced either before or after shifting integration variables as
in (4.44), whereas we do not shift the integration region accordingly. In
addition there is more than one way to assign momenta to the propagators
in the loop integrals (such that momentum conservation at the vertices is
satisfied), which are related by transformations of the variables of the loop
integrals. It can be shown® (see also Prob. 1) that in the limit A — oo the
arbitrariness is confined to a polynomial in the external momenta, of degree
equal to the mass dimension of the vertex function. For dimension zero (i.e.
logarithmically divergent integrals), shifts of the integration variable (as in
(4.44)) do not to influence the momentum dependence of the regularized
answer as A — 0o, because each power of external momentum would imply
a factor A=1.

- It is evidently very advantageous to employ a regularization in which one
can freely make shifts and other transformations of variables without hav-
ing to worry about boundary effects. Important examples are dimensional
regularization, Pauli-Villars regularization and the lattice. Dimensional
regularization is very convenient and described in many books, e.g. De Wit
& Smith, Veltman, Peskin & Schroeder.

- It is instructive to compare results with the lattice, where one finds (see

e.g. Smit)
Y o= 3\ [C’oa_2 — Cym? + 62 m? In(a*m?) + O(ag)] ,  (4.48)
T
1
_ _ 27, 2 o2
J(p) = Cy 167r2/o dx [ln{a [m*+z(1—z)p ze]}—i—l}
+ O(a?), (4.49)
Co = 0.154933..., C5 = 0.0303457..., (4.50)

where a is the lattice spacing. Note the correspondence A <+ a~!. Apart
from a, all the lattice details reside in the constants Cy and Cy (neglecting
terms vanishing in the continuum limit).

5The possible differences in the regularized expressions come from the integration region
near the cutoff. In this region we can expand the propagator denominators in powers of the
external momenta, with accompanying inverse powers of A.
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-~ p
X = idm +idZ P’

= 16OA

Figure 4.19: Counterterms in momentum space.

The arbitrariness in regularization method reflects itself in polynomials in
p, mand A or a~!, of degree equal to the dimension of the diagram, except
for degree-zero terms where we have in addition logarithms (e.g. In A or

Ina~1) accompanying A° or a°.

4.5 Renormalization and counterterms

In this section we will incorporate the effect of the counterterms and make a
convenient choice for the constants 67, dm? and d\ in (4.8,4.9). The counterterms
lead to additional vertices indicated by a cross in Fig. 4.19. To lowest order they
contribute only to the two and four point vertex functions. For the selfenergy
this means adding —dm? — §Z p? to X(p),

3
1672

2
X(p) <A2 —m?In A—) —om?* —0Zp* +0(\?), (4.51)

m2

or for the complete two point function:

3\ A2
—T(p,—p) =m* —ém* + (1 —062)p* + T6n2 <A2 —m?In W) +0(\?). (4.52)

The counterterms can now be chosen such that I'(p, —p) is finite as A — oo. This
determines the A dependence of dm? and we see that 67 is not needed to cancel
infinities at this stage, since there is no divergent p* term (it is, however, needed
at two-loop order). The possibility of finite parts in the counterterms induces a
polynomial arbitrariness in I'(p, —p), of the form a + B3p?. We now choose the
counterterms such that I'(p, —p) satisfies so-called renormalization conditions.
We need two conditions to fix the polynomial. A convenient choice is determined

by an expansion about p? = —m?:

L(p, —p) = —(m* + p*) + O((m” + p*)?), (4.53)
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in which the constant term is chosen zero and the coefficient of m? + p? is chosen
one. It follows that

6 A?

2 2 2 A7 2
om” = 39,2 (A m”In m2> + O(N9), (4.54)
§Z = O(\). (4.55)
Similarly, the four point vertex function gets an additional contribution 6dA,

1

L(p1,p2,p3,pa) = —6(A—6dA)+ 5(6)\)2 [J(p1 + p2) + J(p1 + p3) + J(p1 + pa)]
+O0(\?), (4.56)

with the function J(p) given by (4.46). Requiring this to be finite determines
the A dependence of 4\ and leaves an ambiguity of the form of a constant, which
is eliminated by imposing a renormalization condition on the four-point vertex
function. A convenient condition is

['(0,0,0,0) = —6A, (4.57)
for which (6)2 A2
3 (6A
=—= In— —1 %). 4.
6O 5 162 <nm2 )—i—O()\) (4.58)
We now have the following results for the vertex functions:
L(p,—p) = —m*—p*+ 0N\, (4.59)
(6X)? 1 m? + z(1 — z)(py + p2)? — ic
r = 6 - [ el
(p1, P2 3, P4) 6 3972 Jo Z N m2
+ 2 permutations. (4.60)

Keeping in mind that the n > 4 point vertex functions are finite, the approx-
imation at one-loop order is now determined and unambigous. All regulariza-
tion dependence has disappeared (it is easy to check for example that the lattice
method leads to the same final result under the same renormalization conditions).

We end this section with some more remarks:

- As can be seen from (4.60), for A < 1 the perturbative O(\?) correction to
the leading order four-point vertex function (i.e. —6A) is small for momenta
of order m.

- We can now understand better the meaning of the renormalized parameter
A: it is simply the value of the four point vertex function at zero momentum.
We could make another choice for A, say \; is the value of I'(py, pa, p3, p4) at
some other standard set of momenta py, ..., ps. Then \; = A + O(A\?). So
other renormalization conventions imply a re-ordering of the perturbation
series. This freedom in choice of expansion parameter is more fully exploited
in the method of the Renormalization Group.
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- With the above choice of renormalization condition for I'(p, —p), the pa-
rameter m is the mass of the particles. This follows from the fact that the
pole in the full propagator G'(p) = [m?* + p? + X(p)] ! as a function of p° is
at p° = +(v/m? + p? — ic). The relation,

position of pole in G'(p) < particle mass, (4.61)

will be explained more fully in chapter 9. Other renormalization conditions
are possible in which m is not the particle mass, but just a parameter with
dimension of mass, related to the particle mass by a relation of the form:
Mpart = M + O(X). To see this, consider the equation

m? + p* 4+ X(p) = 0. (4.62)

2

Let p? = —m?,, be the zero of this equation (using p? as variable instead of

part
p°, which is simpler). Expanding the selfenergy about the zero p? = —mgart,
Z(p) =00+ 01 (mf)art + p2) + O((miart +p2)2)7 (463)
gives
M2 =m’ + 09 =m’> + O(N). (4.64)

Then the pole behavior is

1 Z5ol 1
G'(p) = e g = . 4.65
<p) m2 "‘]92 + Z(p) m%art "‘]92 ol 1 + 01 ( )
With our previous renormalization conditions (4.53),
M= Mpars, 00=01=0, Zpole=1. (4.66)

- The rescaling of the field vy = V/Z ¢ is called a wave function renormaliza-
tion.

The counterterm §Z is chosen to cancel divergencies in I'(p, —p) of the form
Bp?, which occur in higher loop order. Above we assumed its finite part to
be fixed such that the residue of the pole in G’(p) is 1. So in general Z # 1.

As we have seen above, other renormalization conditions may lead to a
different residue Z,qe. The value of Z,,,c is not a physical parameter, it just
specifies the scale of . After all, also the scale of ¢, the starting field, does
not matter. It is a coordinate in configuration space and physical results
should not depend on the choice (scale) of coordinates. This will be evident
in chapter 9, where we make the connection between (p(z1) - --¢(x,)) and
the scattering cross-section.



4.5. RENORMALIZATION AND COUNTERTERMS 99

- It has been shown that the infinities can be cancelled by polynomial coun-
terterms to arbitrary order in perturbation theory. For the ¢* theory these
have the form used in this chapter, with the interpretation of an adjustment
of the bare parameters of the theory. Such theories are called renormaliz-
able. For non-renormalizable theories the number of different counterterms
that are needed increases with the order of the loop expansion, and the num-
ber of free parameters (< renormalization conditions) increases accordingly,
thus limiting the predictive power of the theory. The Standard Model is
a renormalizable theory. Einstein quantum gravity is non-renormalizable.
The proofs of these statements are complicated.

- The nonperturbative regularization provided by the lattice gives a differ-
ent view on renormalization. The Compton wavelength in lattice units,
1/am, is similar to the correlation length in spin models. The continuum
region am < 1 corresponds to the critical region with large correlation
lengths. The arbitrariness in the regularization procedure (different formu-
lations giving the same physics) corresponds to the universality of critical
phenomena. Universality is a nonperturbative version of renormalizability.

- Last, but not least:

It is instructive to express the bare parameters in terms of the renormalized
ones (cf. egs. (4.8,4.9):

Ko = Z '(m?—oém?) =m?®— 62 A? —m?In A + O(N\?)(4.67)
0 3272 m? '
_ 1 (6))? A?
_ 20y _ sy 2 AT 3
N = Z2A-0N) = At <1n Soo1) o0 @es)

where we used Z = 1 + O(A\?). We see that kg has the tendency to get
negative, and A\ has the tendenct to grow (more positive), if we let A grow.
This is indeed what happens in a nonperturbative analysis on the lattice.
One finds that A\g goes to infinity as the lattice spacing diminishes. Recalling
sect. 3.7, this means that p* theory is the 4D Ising model in disguise. With
no bare coupling to adjust anymore (A\g being infinite) the renormalized
coupling A turns out still to depend on the lattice spacing, but very weakly,
while continuum behavior, Lorentz invariance, etc. can be excellent. One
finds that in the strict continuum limit the renormalized coupling vanishes
x 1/In(am). So we should not take this limit.

This at first sight shocking phenomenon is called ‘triviality’ (the theory
being trivial at zero renormalized coupling). It is not a property of the
regularization but of the model itself. The interpretation is that the model
breaks down at the regularization scale (cutoff). As we know now, this is
also a property of our best phenomenological theory, the ‘Standard Model’.
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However, in practise there is no problem, since the cutoff can be quite large,
e.g. larger than the Planck scale mpianac = G~/ = 1.2 10" GeV, depending
on the renormalized couplings, some of which are not yet known.

Note that, for A/m = mpjana/1 GeV, the perturbative correction between
Ao and A is actually smaller than 1 if A < 1.

4.6 Recipe for scattering and decay amplitudes

The question, how to obtain scattering and decay amplitudes from n-point func-
tions will be answered later in chapter 9. The discussion there is somewhat
lengthy and a simplified derivation suitable for the tree graph approximation will
be given also later in sect. 6.6. Here we just give some rules which allow us to go
ahead and apply the diagrammatic techniques to calculate the physically mea-
surable cross sections and decay rates:

1. Let Z,oe be the residue of the pole in the two-point function,

Z ole
pol (4.69)

2 2"
mpart + p

G'(p) —

where My, is the particle mass. For simplicity we shall assume to have
arranged things such that mpay = m and Z,g. = 1. In the tree graph
approximation this is the standard convention, in higher orders it implies
a suitable choice of counterterms with a suitable rescaling of the fields.

2. Let G'(p1,- - -, pn) be the Fourier transform (as in (4.27)) of the correlation
function G'(xy, - - -, x,) defined by

<901 T ¢n>conn = (_i)n_lG/(‘rla S xn) (4'70)
This function has the structure (cf. Fig. 4.11)
G'(p1, -+ ,pa) = G'(p1) -+ G'(pn) H(p1, -+, pn), (4.71)

i.e. one can always identify full propagators at the external lines. Removing
these leaves H, which is sometimes called the ‘amputated’ n-point correla-
tion function. Note that H is a symmetric function of its arguments.

3. The scattering amplitude for the process 1 +2 — 3 4 - - -n is simply given
by

T<p37 o 7pn;p17p2> = _H(p?n * s Pny —P1, _p2)7 (472)

where now p9 = \/m? 4+ p3, j = 1,---,n (for the ¢! model the m;’s are all

equal). The overall minus sign is a convention.
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L > =-iGX(p)

o SISy =g

2

HUT

Figure 4.20: Propagator and vertex of y.

4. For the decay amplitude 1 — 2 4+ --- + n we have a similar formula, in
the approximation which treats the decaying particle initially as a stable
particle with mass m;:

T(p2,--,pnsp1) = —H(p2, -+, Pny —P1)- (4.73)

We now give some applications. The scattering amplitude of the p* model is
given by
T'(ps, pa;p1,p2) = —L'(p3, pa, —p1, —p2), (4.74)

and from (4.60) we see that T' = 6\ + O(A\?), in accordance with the lowest order
result (2.89) obtained earlier. Note that the O(\?) contribution is in general
complex, because (p; + p2)? < —4m?, with an imaginary part determined by
the ie in the logarithm in (4.60). (N.B. In the broken phase of the ¢* model
(corresponding to the magnetized phase of the Ising model) there is also a three-
point vertex and 7' is not just equal to —I".)

As a different application, consider the two-field model described by the clas-
sical action

1 1 1 1 A g

_ O 20 S22 42 2t 22 N4 Yoo
S[x, ¢l /d33<2(3><)+2 X+2(390)+2m90 i +290X>,
(4.75)

which was used in sect. 2.6 to illustrate the possibility of particle decay. Here we
assume the y particle to be stable, M < 2m. The free part of the action leads to
an additional propagator for the y field,

1

Gx(p) = GXX(p, _p) = M2 +p2 _ ’iE’ (476)

To distinguish it from the ¢ propagator G¥(p) we use a dashed line in diagrams.
The interaction S leads to an additional bare three point vertex as in Fig. 4.20.

The following will be the subject of Problem 2:
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4 3 4 3
Q, O O,

koK / 5\‘9 o

2

Figure 4.21: Tree graph contribution to {p1@ax3x4) ™.

4 3 4 3
O O O \9 Q/
+ N + 2 perm
O O O/ \
; 5w Rt

conn

Figure 4.22: Tree graph contribution to (©1p2psp4)

- The tree graphs in Fig. 4.21 represent the zero loop contribution to (7 pax3X4) ™.

- The tree graph contribution to (p; - --4)®™ is shown in Fig. 4.22. The
correspondig scattering amplitude is given by

1 1 1
T ; =6\ — ¢ ( ) 4.77
with s = —(p1 + p2)?, t = —(p1 — p3)? and u = —(p; — ps4)? in standard
notation. The differential cross section in the center of mass frame is given
by

do B 1 6 — o2 1 . 1
Q| 6dn’s T A2 =5 " M2+ 2[pl(1 + cosh)

1 2
) e

Note the symmetry under § — © — 6, ¢ — ¢ + 7 corresponding to the
identical particles.
4.7 Summary

Expanding exp(iS) in the path integral we can express the full correlation func-
tions in terms of free field propagators and vertex functions. Diagrams are a great
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help in clarifying these expressions and we can establish a 1-1 correspondence be-
tween the diagrams and the mathematical expressions. The correlation functions
can be decomposed in terms of 1PI vertex functions and full propagators (i.e.
two-point correlation functions).

The cavalier treatment of the infinite number of degrees of freedom in field
theory leads to infinities in loop diagrams. These infinities can be cancelled by
counterterms and in a renormalizable theory the counterterms can be absorbed
in the parameters appearing in the action. The parameters in the action are
called bare parameters (in the p? model these are €y, Z, m3 and \y), while the
physical parameters are defined in terms of the renormalized vertex functions
(‘dressed” by loop diagrams). The arbitrariness in the finite parts of diagrams
and counterterms is fixed by imposing some standard normalization condition on
the renormalized vertex functions.

A simple recipe can be followed to obtain scattering or decay amplitudes from
the correlation functions.

4.8 Appendix

The identity (4.42) can be derived as follows. First use the exponential represen-
tation

1 1 00
— =—— [ dtt* e ™ 4.79
A> T(a) /0 © (4.79)
to get
1 1 00
= dt dut* et ATuB, 4.80
A°BP . T()L(F) /0 weene (4.80)
Next, make the transformation of variables
t=xr, u=(1-2z)r, re€(0,00), xe€(0,1), (4.81)
and use I 5)
0 -
d at+p-1 —rlzA+(1-z)B] _ o 4.89
/0 rr e A+ (1—2)BJotd’ (4.82)

which gives

1 T(a+p) /ld o1 (1 — x)P1
A*Bf T(a)(B) Jo = [zA+ (1 —z)Blets
The derivation is valid for postive A, B and «, 3, and furthermore anywhere else
that can be reached by analytic continuation such that the integral over x remains
convergent. The generalization to

(4.83)

1 Dl + -+ ay) /1
L S Aoy du, 01— — - — 2,
AT A T(an)--Dlay) Jo “07% 1-z Tn)
041—1.‘. anil
7 Zn (4.84)

[l‘lAl 4+ -4 ann]ozl—I—----i-om

is straightforward.
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4.9 Problems

1. Shifting integration variables in divergent integrals

Consider the quadratically divergent integral

d*q 1
1) = | , 4.85

®) (2m)* m? + (¢ + p)? (4.85)
in euclidean momentum-space. Shifting the integration variable ¢ — ¢ — p
one would conclude that I(p) = I(0). This is indeed true for dimensional,
Pauli-Villars, and lattice regularization. However, suppose we regulate the
integral by imposing a spherical cutoft:

I )_/ dq 1
PI= Jpene oyt m2 + (g +p)*

(4.86)

The dependence on p can be studied by makin a Taylor expansion about

p=0:
1) = 10) + 0 [T )]+ oo [B01G)] _ +-- (487
Show that for large A,
I(p) =I(0)+ #pz +O(A™?). (4.88)
Let K (p) be given by
4
KO = [, o T 5 97 5

Neglecting terms that vanish as A — [d*y, what is the relation between
K(p) and K(0)?

Hint: use symmetry arguments to conclude that,

=

dlq g,
= 4.
/qQ<A2 2m)t [m? + " (4.90)

>

/ R R / dlq ¢ (4.91)
2<A? (2m)* [m? 4 ¢?" 4 Jean 201 [m? + 2™ :

The above examples I and K may seem a little academic, but in gauge
theories the self-energy diagrams typically lead to quadratically divergent
integrals of the type

/ d'q¢ (204 p)u(2q+ D)y
(

27‘(‘)4 [mQ + qQ][mQ + (q +p)2]7 (492)
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which one would like to evaluate with the method (4.42), with subsequent
shifting of integration variable as in (4.44). For such integrals the ambigu-
ities of sharp momentum cutoffs have to be well understood and absorbed
into the renormalization prcedure. It is however, much simpler to use a
regularization that is invariant under shifts of integration variables. A con-
venient method is dimensional regularization, which is described in many
text books on relativistic quantum fields.

2. Rewisiting the two-scalar-field model

a. Verify Fig. 4.20, i.e. derive the bare vertex function in position space
and Fourier transform this to momentum space.

b. Verify that the tree graphs in Fig. 4.21 represent the zero loop contri-
bution to (p1paxsx4)©™ and determine the corresponding mathematical
expression (in momentum space) using the path integral.

c. Similarly, verify the tree graph contribution to (@1 - - 4)®™ shown in
Fig. 4.22 and write down the corresponding mathematical expression.

d. Verify the expression (4.78) for the differential cross section (cf. Prob.
2.3).

e. Assume that in the quantum theory the action of the two scalar field
model (4.75) is the total action without counterterms. Introduce the coun-
terterms corresponding to mass, coupling and wave function renormaliza-
tion and write down Sy, S; and AS for this model.

3. Nonzero vacuum expectation value

The ¢* model and also the model (4.75) has a discrete symmetry ¢ — —p.
From this one may conclude that (p) = 0. However, the symmetry may be
broken spontaneously, as in the Ising model. This does not happen for free
fields, but with interactions it is possible, depending on the value of the pa-
rameters of the model. Here we assume no spontaneous symmetry breaking
(we have implicitly made this assumption throughout this chapter).

On the other hand, there is no y — —x symmetry in the model (4.75).
Therefore we can expect that (x(z)) # 0. Under homogeneous circum-
stances it will be independent of x. The full propagator is defined as a
correlation function,

G™(x,y) = (x(z)x(y)) — (x(x)) (x(v))- (4.93)

a. Verify that in one-loop order () is given by the diagram in Fig. 4.23
and determine the corresponding mathematical expression.

b. Verify that the selfenergy vertex function for the y field, ¥, (p), is given
in one loop order by the diagram in Fig. 4.24
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Figure 4.24: One loop contribution to —iX, (p).

c. Evaluate X, (p) with the cutoff method.
d. Determine the counterterms to make X, (p) finite, such that

1

G/X(P) - m,

(4.94)

near its pole.



Chapter 5

Spinor fields

Up to now we have only considered in detail fields that have integer spin under
rotations. There are also representations of the rotation group with half integer
spin which are embedded into representations of the Lorentz group.! The simplest
have spin 1/2, these are called spinor representations. Majorana fields and Dirac
fields are real and complex spinor fields, respectively. This chapter provides an
introduction to the classical fields, the next chapter deals with the quantum case.

5.1 Spinors

To construct spinor representations we introduce Dirac matrices. These are four
4 x 4 matrices v* which satisfy the anticommutation relations?

{’Y;M '7u} = 277;w 1. (51)
Hence,
Vv = —WVus (5'2>
% = -1 =1 k=123

Below we shall give explicit examples of matrices 7, satisfying the above relations.
Let us now first show that generators S,s of Lorentz transformations can be
constructed in terms of them. Consider

1

Sop = —Spa = —ZZ[%” 7vs], spinor representation (5.4)
1
= 379 a# b (5.6)

1Recall the discussion below eq. (1.43).

2This relation reads more explicitly (Vu)ab(7)be + (V) ab(Vu)oe = 21 0ac, Where a,b,c =
1,...,4 are the matrix indices. We usually denote the identity matrix (1)4. = 4. simply by 1,
and sometimes even omit this symbol as well in compact notation.

107
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Using the anticommutation relations® (5.1) we have for o # 3,

1
[Sag: 7] = =15 10078, 7] (5.7)
1 1
= —25%{%,%} + 25{%,%}% (5.8)
= —i(NsuYa = Nap’8) (5.9)
and in addition for pu # v,
1
[Sas, Spw) = —i5[Sas 1] (5.10)
1
= _25 ([Saﬁ77u]7u +7u[5a67’7u]) (5'11)
1
= 5 MBua Y = M5 + N VuVa = NewVu¥p) - (5:12)
= i(—=nguSav + NapSpy + NavSap — NawSpu)- (5.13)
In the last line we used
Ya Vv = Qisau + Naw ]-7 (514)

etc. Hence, the matrices S,4 satisfy the commutation relations (1.53) and there-
fore they provide a representation of the Lorentz group.

We now go into more detail on the properties of the Dirac matrices. The
gamma matrices are unitary,

'ylvu =1, no sum over u, (5.15)
which implies with (5.3),
W==v0 W= k=123 (5.16)
As a special notation for i7? we introduce a matrix (3
B=i=—in =04, (5.17)
in terms of which we can write
7;2 = —0v,0. (5.18)

The notation
ot =iBy", (o= —ay=1) (5.19)

also occurs. An important combination is furthermore the matrix ~s,

75 =" ="' = A, (5.20)

3Basic identities such as [ab, c] = a[b, c] + [a, ¢]b and [ab, c] = a{b, c} — {a, c}b are useful here.
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which anticommutes with all the -,

V5V = —Vu¥ss H=0,---,3. (5.21)

There is an infinite number of realizations of the Dirac matrices, which differ
by unitary transformations. We shall give two: a so-called chiral representation
in which ~5 is diagonal, and a Majorana representation in which the v* are real.
It is convenient to use a tensor product notation in terms of Pauli matrices oy,
k = 1,2,3. We also introduce 4 x 4 matrices p, and o which are essentially
just the Pauli matrices. Introducing a two-index notation for the Dirac index a,
a < af, with o, 3 =1,2 (soa=1,...,4 < af = 11,21,12,22), they are given
by

(Ok)aparpr = (Ok)aar Opers  (Pr)aparp = (Ok)sp Oaar; (5.22)
where the o} on the right hand side are the 2 x 2 Pauli matrices. Their action
on a spinor v is given by

(orpV)ap = (Ok)aa (01) s Yarpr, (5.23)
(rrth)ap = (k) Yaps  (Ok)ap = (Ok)aa Vi, (5.24)
with the usual summation over repeated indices. For simplicity we use the same

symbol for the 4 x 4 o as for the 2 x 2 Pauli matrices and the unit matrix is
often omitted. A chiral representation is now given by

, 0 1
ﬁ = ’l"}/o = ( ]1 O ) = p17 (525)
k 0 iak
T o
o (e U)o 0=1 5.28
a¥ = 0 —o | = P30k @ =1 (5.28)

where we have also indicated the matrices in 2 x 2 block form. A Majorana
representation is given by

V' = =03, V= —pao2, VP =01, ¥° =ipsoo, (5.29)
which are real, 7, = 7, and imply
V5 = p102 = —75. (5.30)

The anticommutation relations (5.1) can be easily checked from these represen-
tations, since [px, 0] = 0. For example, in the chiral representation,

{’Vlm’n} = p;{ak,m} = 205, {7077k} = —i{/)hm}ak =0, 73 = —Pf =—L
(5.31)
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A spinor field ¥ (z) is now a field transforming under Lorentz transformations
' =lx as

(2" = Dy(z), @ (2)=Dutp(z), a,b=1,...,4), (5.32)

with

1 1 1
(= exp(iéwaﬁsggf), D) = exp(iiwaﬁSaﬁ) = exp(iwaﬁ”yafyﬁ), (5.33)
where S39 are the generators of the defining representation (1.52) and Sag the
generators in a spinor representation.? We see that D is real in a Majorana
representation of the gamma matrices. Accordingly, it can be convenient use
such representations for Majorana fields:

Y(z)* =¢(x), D= D* Majorana. (5.34)

From two Majorana fields 1; » we can construct a complex field, a Dirac field v,

1 :
V=75 1= i), (5.35)

It is then generally convenient to allow the 7, to be complex. When we make
a unitary transformation from a Majorana representation to a representation
where the v, are complex, the ¢ in (5.35) stays of course complex but the new
112 become also complex. In general then, Majorana fields are complex but
satisfy a reality constraint, cf. (5.120) in Appendix 5.5. We shall continue with
the Dirac case, from which it is straightforward to specialize to the Majorana
case.

Let us now see how the Dirac field transforms under rotations and confirm
that the spin of the representation is 1/2. Rotations only involve w*, k,1 = 1,2, 3.
Now in the chiral representation (5.28) we have explicitly

1 1( o, O
Skl = éo'm = 5 ( O o ) y (k, l, m = 1, 27 3 CyCl.) (536)
and
ilgo-a 1
D= ( € 20 eiﬁpv ) . o= S CkimWim, rotation, (5.37)

which shows that the representation has spin 1/2. For a special Lorentz trans-
formation we have similarly

1 1 —iUk 0
Sok = —igps0k = 3 ( 0 o, ) ; (5.38)

4For notational convenience we suppress the label ‘spin’ on Sz%m and D™,
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€%X.o- 0 0k . .
D = 0 _1ye |+ Xe=w™, special Lorentz transformation. (5.39)
e 2

The 2 x 2 block diagonal form shows that D is a reducible representation of the
proper Lorentz group. The representation in the upper 2 x 2 block is inequivalent
to that in the lower block. In standard notation these representations are denoted
by (1/2,0) and (0,1/2). Another notation is R and L, D(/20 = Dp D©®1/2) =
Dy. The fields g and vy, transforming under the irreducible Dy and Dj, can be
obtained from ¢ by applyting the chiral projectors Pr , defined by

1 1
PR:§(1+’V5), PL:§(1_’757 (540)
with the properties
P:=Pp, P}=P,, Pr+P,=1PrP,=0. (5.41)

In the chiral representation

(2 (2 U 0
_ Vo | _ | U2 _ Yo | | O
Yr = Pg N A E Y = Py o | = s | (5.42)
Y4 0 (N (N
In the Majorana representation (5.29)
(G Y1 — ity
_ v | 1 o + 113 e
’l/}R - PR w?’ - 2 _Z(¢2 + “103) ) wL — wR7 (543)
(N (Y1 — iths)

where the latter relation is true for real ). We see that a single real Majorana
field is equivalent to a field ¢z with two independent complex components. We
also see that 1} is equivalent to a 9.

The representation D = Dpg + Dy, is irreducible if parity is included: we
shall see below that the parity transformation is represented by Dp = ~°, which
interchanges the two blocks of the chiral representation.

In Nature, parity is violated, so why does not one just use one of these ir-
reducible representations? The reason is that we need both representations for
making Lorentz tensors, in particular scalars such as the action and, in the quan-
tum theory, Lorentz invariant amplitudes. It is a curious fact that the 4 x 4
D in the Majorana representation is irreducible within the real numbers. So in
Majorana language the question posed above does seem to not come up.
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We now turn to the construction of Lorentz invariant or covariant combina-
tions of ¥ and ¢*. Instead of * we shall use /! = ¢*7, which is more convenient.
As in (5.32) we may consider 1 to be column vector on which the Dirac matri-
ces can act from the left, and 9T a row vector on which the matrices can act
from the right. Now 9T transforms as ¢/(2')" = ¢ (x)TDT. However, ¢/'T¢)' # 1)
since D is not unitary in general: DT # D=1 (it is known that finite dimensional
representations of the Lorentz group cannot be unitary). Using (5.18) we have
instead

D' = exp(iw“"ﬁ,ﬂ) = ﬁexp(iw“”%ﬁu)ﬁ (5.44)
- ﬁexp(—iw’“’fyﬂ’y,,)ﬁ (5.45)
= BD7'p, (5.46)
or using 3% = 1,
D3 = 3D " (5.47)
This shows that 173 is a scalar:
V' (2")18¢/ (2) = Y (2) DTBDY (x) = ¢ () B¢ (2). (5.48)

We see that the matrix [ plays the role of a metric in spinor space. It is customary
to use a special notation for the combination 3,

v =97, (5.49)

which transforms as B B
Y (a') = p(z)D7. (5.50)

As the notation anticipated, v* is a vector matrix, in the sense that
D7D = ¢ 4. (5.51)

This follows by writing the left hand side in infinitesimal form,
1 s 1 s 1 s
(1-— igw Sap) Y (1 + igw Sag) =Y + igw V¥, Sap) + - - (5.52)

and using (5.9), in which we recognize on the right hand side the generators in
the vector representation (1.52),

V", Sapl = —i(Mhms0 — M5Maw )" (5.53)

It follows that ) (z)y"1(x) is a vector field,

P () = 0,9 (x)y ) (). (5.54)
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Similarly, v#~" is a tensor matrix; the antisymmetric part is proportional to S*”,
while the symmetric part is proportional to n*”.

Let us introduce at this point suitable representatives of parity and time
reversal,

Dp = 4", (5.55)
DT = i’yO’Y5 (556)

(which are both real in a Majorana representation). These are reasonable defini-
tions as can be seen from

Dp'y"Dp = (Lp)'", '@y (a') = (Lp),
Di'y"Dr = (bp)"5", @' (") (2') = (br)",

The matrix 75 is a Lorentz scalar,
D™ 'ysD = s, (5.59)

since it commutes with the generators S,z. It is in fact a pseudoscalar under
parity and time reversal:

Dp'vsDp = =5, Di'ysDp = —7s. (5.60)

The antisymmetrized product of three Dirac matrices

1 .
Y VY = =i (5.61)

3!
is a pseudovector.
The 16 matrices 1, 7, 2iS,,, 7,75 and 75 are linearly independent and form
a basis for the 4 x 4 matrices: an arbitrary 4 x 4 matrix can be written as a linear
superposition of them. We shall not go into details here.

5.2 Action, Dirac equation and Noether charges

Consider the problem of writing down an action .S for spinor fields. To get linear
field equations from the stationary action principle, S has to be quadratic or
bilinear in the fields. We also want it to be local, Lorentz and parity invariant,
i.e. of the form

S = / d'z L(z), (5.62)

with a real Lagrange density £ which is a scalar under Lorentz transformations as
well as under the parity transformation P. The reality condition will be relevant
for Dirac fields, which are complex, so consider first this case. Candidate terms
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in £ are Y1), Yy*9,0 + c.c, YyPy50,0 + c.c., 9,00 and so on. A convenient
rule is

[ M) = i Moy, (5.63)
where M is any matrix. So ¢) = '3 is real, while

[ 0u¢]" = [ 57" 04" = ™Y = —0n""y, (5.64)

where we used (5.18). Keeping a minimal (> 0) number of derivatives and avoid-
ing parity violation (75 leads to a sign change under P), the minimal form for £
is given by

_ 1- 1. - _ i~
L = i+ U — 007" = Dlm+ 4" B0, Dirac. (5.65)
We introduced the convenient shorthand

ﬁ@ﬁz%%@h—@ﬁm. (5.66)

The parameter m is real and the coefficient of the derivative term has been chosen
unity, which is a normalization convention for the fields. The need for the overall
minus sign will be verified later.

Requiring S to be stationary leads to the Dirac equation. In the Dirac case
we treat ¢ and v as independent, since the real and imaginary parts ;5 of 1
are independent variables. The relation of ¢, 5 to ¥ and 9" can be written as a
linear transformation of variables

<%>:%<17>($> (5.67)

(a=1,---,4 is the spinor index). The variation with respect to ¢ gives
058 = —/d4x Sth(m 4+~ ) = — /d4x Sth(m 4+ "0,), (5.68)

where we made a partial integration (with ¢y = 0 at the boundary of the inte-
gration volume, as usual). Requiring the action to be stationary gives the Dirac
equation

(m +1"9,)¢ = 0. (5.69)

The conjugate equation
0=10p5 =— /d4x P(m +y* 8:)5@0 = my — 9, y" =0, (5.70)

can also be obtained by hermition conjugation of (5.69).
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Symmetries of the action lead to Noether currents and conserved quantities.
These can be found by the methods used in sect. 1.7 for the scalar field. Infinites-
imal spacetime dependent translations

5t = —e"Ob,  Sb = —e"9,1), (5.71)
lead to the energy-momentum tensor
T = gy O o+ L, 9T = 0. (5.72)

Similarly, the infinitesimal spacetime dependent Lorentz transformations
6 = —w™ (150, — Z'%Saﬁ)w, 6 = —w™ (150,10 + i%z/}Sag), (5.73)
lead to the generalized angular momentum currents
Jrel — gamub _ gBpee 4 %w{w, S, 9, J"F = 0. (5.74)

The conserved energy-momentum and generalized angular momenta are as usual
given by
P’ = / BT, Jos = / & JO. (5.75)

Notice that the above T" is not symmetric: it cannot be used in the Einstein
equations. The route of finding a better energy-momentum tensor via a Dirac
action in general relativity is too involved to be exposed here. There are other
ways to improve the above T" into a symmetric one, see for instance Weinberg
I sect. 7.4. Such improvement does not affect the total P* and J**.

The action has more symmetries. It is invariant under phase transformations

V(@) =e“P(z), ¥(z) = e d(x). (5.76)
Using spacetime dependent infinitesimal transformations
oY =iery, O = —ier), (5.77)

we find a conserved current from
58 = — /d4xj“6“e — 0= 9,j" = 0. (5.78)
The current and corresponding charge are given by
j=dive, Q= [daf = [ i, (5.79)
If the parameter m vanishes we have one more continuous symmetry:

V(@) = e (a),  U(x) = Pa)e (5.80)
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with corresponding conserved current and charge
=i, Qs = [dajl= [dauiyy. (5:81)

We end this section with an at first sight puzzling phenomenon. For the
Majorana case we assume % to be real and choose a Majorana representation
of the v*. Then with the conventional factor 1/2 for real fields, the Lagrange
density becomes

L= —%@Z)Tﬁ(m + * 6:)@/), Majorana. (5.82)

Now, since 3 is hermitian and imaginary (in a Majorana representation) it is
antisymmetric, 8 = —37. Therefore the term 7 81 is zero if ¢ is an ordinary real
number. The derivative term has a similar property, as follows from o* = if~y* =

a*? (in a Majorana representation) and the fact that 9, is antisymmetric. The
Majorana action is identically zero for a real field! This raises the question how to
use the action in a path integral. Or is it not true that a Dirac field is equivalent
to two Majorana fields? The surprising resolution of this puzzle is, that spinor
fields in a path integral have to be anticommuting, i.e. ¥4 () (y) = =y (y)a ().
For such objects the Majorana action is not identically zero.

5.3 Solutions of the Dirac equation

To get familiar with spinors and also for later use, we shall now study plane wave
solutions of the Dirac equation

(m +~"9,)p = 0. (5.83)

Multiplying from the left by m — v#0, we encounter
1
m? — (10)? = m* — Z{y",7"}0,0, = m* — 11" 0,0, (5.84)

so a solution of the Dirac equation is also a solution of the Klein-Gordon equation.
The Dirac equation can be put into hamiltonian form® by multiplication from the
left by (:

100ty = (mf —iaV)y = Hpy, Hp=mp —iaV, (5.85)

where ap = oz,T€ = 18v. The Dirac hamiltonian Hp is a hermitian differential
operator in the usual inner product,

[ @woltovs = | [ de ol (5.86)

5The similarity with the Schrodinger wave equation will be commented upon at the end of
sect. 6.2
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assuming infinite volume or appropriate boundary conditions allowing partial
intgration without surface terms. For simplicity we shall assume for a while
periodic boundary conditions in an L? box. Because of its hermiticity we may
expect Hp to possess a complete set of eigenfunctions, which can be found among
the eigenfunctions exp(ipx) of V:

Hpwye™ = ™ Hp(p)wy, Hp(p) =mpB+ ap. (5.87)

Here Hp(p) is just a hermitian 4 x 4 matrix which we expect to have four inde-
pendent eigenvectors. Since ay and [ satisfy the anticommutation relations

{a, au} =20, {ou, B} =0, (5.88)

we have the identity
1
Hp(p)* = m* + mpi{ 3, ax} +pkpl§{0%7 a} =m’ +p’. (5.89)

Hence, the eigenvalues of Hp(p) are equal to +v/m? + p?, which are presumably
two-fold degenerate:

Hp(p) wpxre = €Epwpre, €==%, A==%, E,=/m?+p? (5.90)

Here \ distinguishes the two eigenvectors with the same eigenvalue of Hp. To
specify this further we can look for another matrix which commutes with Hp and
use its eigenvalues to pin down the w’s with the same e. A suitable candidate is
the hermitian matrix p-.S (Sk = €x1mSin/2 is the spin matrix and p = p/|p| is the
unit vector in the direction p). This commutes with Hp(p) and has eigenvalues
+1/2:

[mﬁ + akpk,plSl] =0, (ﬁkSk)2 = 1/4 (591)

(which follow from the anticommutation relations (5.88), or by using the chiral
representation of the gamma matrices). So we may choose the wp), to satisfy

R 1
p- Swp)xe = §>\ Wp \e- (592)

Such spinors are called helicity spinors. In the zero mass case [Hp, 5] = 0, so
then the helicity spinors can be chosen to be also eigenvectors of vs:

V5 Wpre = A€Wpre, m =0 only (5.93)

(it can be seen e.g. in the chiral representation that a = 275S).
Another possibility for specifying the meaning of A is to start with p = 0 and
take the w’s to be basis vectors with the usual properties under the action of S:

1
Swore = 29X Woe, (5.94)

1
Sz wore = 5)\100,\6- (5.95)
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Then the p # 0 w’s can be obtained by boosting wgy. with the special Lorentz
transformation taking (m,0) into (Ep, p) (cf. Appendix 5.6).
In a Majorana representation where v* is real,

Hp(p)" = —Hp(-p), S"=-S, (5.96)
so we can choose to relate the positive and negative energy spinors by
Wpa— =W, . (5.97)

In a general representation there is a similar relation involving the so-called charge
conjugation matrix, which is explained in the appendix 5.5.

The orthonormality and completeness relations can be chosen to have the
(non-covariant) form

wLAEWpA'e’ = 0w Oee's (5.98)
S wpaewhy = 1. (5.99)
e

Putting things together we have for the time-dependent equation
0 wprce™ = p’ wparce™”
= Hp(p) wpr 7" = eEpy wpre 7, (5.100)

so the frequencies are given by p® = eFE,.
For infinite volume we shall use covariantly normalized spinors defined by

u(p, A) = /2Ep wp 4+, (5.101)
v(p,\) = 2Epw_p_»_, (5.102)

Note the minus signs as in (5.97). In a general representation u and v are re-
lated by the charge conjugation transformation (5.119). Their properties are the
subject of Appendix 5.6 and Problems 1, 2.

5.4 Summary

The 4 x 4 spinor representation of the Lorentz group is conveniently constructed
with the help of Dirac matrices. This representation is reducible into 2 x 2 blocks,
from which it can be seen that rotations are represented in the same way as the
spin 1/2 representation in non-relativistic quantum mechanics. Including parity,
the 4 x 4 representation is irreducible.

Spinor fields are fields transforming in the spinor representation. It is possi-
ble to choose a real representation of the gamma matrices, called the Majorana
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representation, with corresponding real spinor fields. Two real Majorana fields
make one complex Dirac field.

The action for a free spinor field can be constructed such that it is Poincaré-
and parity-invariant. It leads to a field equation called the Dirac equation. The
continuous symmetries of the action give rise to Noether ‘charges’ P* and J*”
in the usual way, which are conserved once the field equations are satisfied. The
Dirac action has an additional U(1) symmetry, with conserved charge () and, in
case of zero mass parameter, a second U(1) symmetry with charge Q5. The latter
(but not the former) is also present in case of a single Majorana field.

The Dirac equation can be rewritten in a form resembling the Schrodinger
equation, which was the motivation for Dirac for inventing this equation. How-
ever, in the present context it is just a classical field equation which has nothing
to do with quantum mechanics yet.

A plane wave ansatz for solutions to the Dirac equation leads to a (4 x 4)
matrix-eigenvalue equation. The solutions are called polarization spinors (by
analogy to polarization vectors in the Maxwell case), which are labelled by the
sign of the ‘energy’ (positive or negative frequency), the ‘momentum’ (wave vec-
tor), and the sign of the helicity (the eigenvalue of the z-component of the spin
matrix in the rest frame).

5.5 Appendix: Charge conjugation matrix C'

In general, hermiticity properties are preserved under a change of representation.
In a real representation these become symmetry properties under transposition.
It is possible to express symmetry and reality properties of Dirac matrices in a
representation-independent form. For this we need the so-called charge conjuga-
tion matrix C'.

In any representation there is a unitary antisymmetric matrix C,

cic=1, o'=-C, (5.103)
relating y* and (v*)T according to
T = —CTy# O, (5.104)
In the Majorana representation v*7 = 4#T and (cf. (5.18))
C=p=iy (5.105)
(= —p302). In any other representation obtained by a unitary transformation
(indicating the Majorana representation by the " for the moment):
o= UAUT, UWU =1, (5.106)
= (AU = U AT UT = U g UT (5.107)

= —UU'pgypUUT, (5.108)
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and we obtain C in the form

C=pU0U"=p5C, C=UU". (5.109)

We then also have in any representation
o= ()T = =B = CTpysC (5.110)
CTyrC. (5.111)

In the Majorana representation C' = 1. In our chiral representation a suitable U
is given by

U=elire = % (1 —ipyor) (5.112)
(e.g. UNUT = —Uo3UT = —U?09 = ipy0203 = —pa07), and
C=UU" =e 5% = _ipyoy, C = p3oy = =72 (5.113)
The charge conjugation matrix is useful for relating D7 to D1,
DT =ct D™, (5.114)

and D* to D,
D* =D =C'3DpC. (5.115)

For example, C’lbwawb =yTCM is a scalar.
For general complex spinors ¢ and ¢ = Y3 the so-called charge conjugate
spinors ¥(© and ¥© are defined as

Y@ = (O)T = Oy = Cy*, 9 = —(Cly)T (5.116)

(where the formula for 1 follows from (9). Under Lorentz transformations
¥(©) transforms like 9. In particular the antiparticle spinors v(p, \) are defined
as the charge conjugates of u(p, A). Denoting again the spinors in the Majorana
representation by a’, we have

0(p,\) =4*(p,\), (Majorana representation) (5.117)

and in a general representation

u(p,A) = Ud(p,A), v(p,A)=Ud(p,A), (5.118)
v(p,\) = Ud(p,\) =Ut*(p,\) = UUT u*(p,\) = Cu*(p, \)
= u9(p,)\), arbitrary representation. (5.119)

The Majorana property of a spinor field (i.e. ¥ is real in a Majorana repre-
sentation) can be expressed in representation independent form: the Majorana
field is self (charge) conjugate,

PO =y, P =y (5.120)
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5.6 Appendix: Polarization spinors

The main text introduced polarization spinors as eigenvectors of the Dirac hamil-
tonian. We make a fresh start here and present a construction based solely on
the spinor representation of the Lorentz group. (See also Problem 2.)

A particle at rest transforms under rotations like a two component spinor Yy,

X+:<é>, X_:<(1’>. (5.121)

From these two-component spinors we make a four-component spinor for a par-
ticle at rest in the chiral representation,

u(p,A) = V2mé,, & = % < Q ) , (5.122)

where m is the particle mass and we use the notation
p=0, p°=m. (5.123)

The curious normalization factor v/2m is put in for later convenience. We can
characterize u(p, ) by the eigenvalues of the two commuting matrices o3 and /3,

osu(@,A) = Mu(p,N), o3& = A (5.124)
Bu(p, ) = u(p,A), BE& =& (5.125)

These relations together with u(p, —) = (o1 — i02) u(p, +) serve to characterize
u(p, ) also in a general representation.

Polarization spinors u(p, A) for arbitrary momentum p now follow by applying
a standard boost ¢, which takes p into p (cf. (5.39) and Problem 1.10, see also
Prob. 2):

bp = p, p’=ym?+p? (5.126)

D, = D({,) =eX"%? x=xp, p= %, tanh y = R (5.127)
Applying this standard boost to u(p, ) we get

up,N) = Dyu(p,)) (5125)

= (cosh% + sinh % p - ovs)u(p, A) (5.129)

= (\/p0+m+\/p0—mf)-0'75)§)\. (5.130)

We shall also need conjugate spinors related to u(p, \) by charge conjugation (cf.
(5.116)),

v(p, ) = u9(p,N) (5.131)

— BCu(p, N = [a(p, NC], (5.132)

o(p,A) = @p,\) = ~[Clu(p, N)]". (5.133)
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In the Majorana representation C' = 3, giving simply
v(p, A) = u(p,\)*, Majorana rep. (5.134)

Since charge conjugate spinors transform under Lorentz transformations like or-
dinary spinors we have

v(p,A) = Dpu(p,A) (5.135)
= (V'm0 —mp-oy)El?, (5.136)
Vo= pog. (5.137)

Furthermore, at rest
o3(p,N) = —Av(pN), o3& = -\, (5.138)
BuE.A) = —v(E ), BEY =€, (5.139)

and

u(p, \) i u(p, \') = 2p" oy, (5.140)
o(p, A) iy v(p, ') = 2p" daw, (5.141)
ﬂ(i, )\) u(ﬁ, )\,) = 2m 5>\)\/, (5142)
?7(}3, )\) U(ﬁ, )\/) = —2?77,(5)\)\/, (5143)
u(p, \) v(p, \) 5(p, \) u(p, ') = 0. (5.144)

The orthogonality of a u(p, A) and a v(p, \') follow from the fact that they are
eigenvectors of § with different eigenvalues. From the above follow the relations
for general p:

u(p, A) iy u(p, ') 20" S, (5.145)

o(p, \) iv*u(p, ') = 2p" S, (5.146)

u(p, \)u(p,\') = 2md, (5.147)

o(p, N v(p, ) = —2mdy, (5.148)

u(p, N v(p, N) = v(p,\)u(p,\) =0. (5.149)

For example,
u(p, \) iv* u(p, X') = a(p, \) D, iy Dyu(p, ) = 4, 2p" S
= 2p'u 5)\)\/. (5150)

Since @(p, \)iv" = u(p, \)T we can interprete (5.145) and (5.146) for ;= 0 as
orthogonality relations. The u’s are orthogonal to the v’s in the sense

ulp, V'@, X)) = u(p,\)'D] Dyo(p, ) (5.151)

=0, =D, (5152
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where we used DI = D, = D3
Similarly, we have completeness type relations at rest,

Su@Na@,A) = 2m > L& =m1+ )
A

’ = m—i"p,, (5.153)

and for general momentum
;U(p, Na(p, ) = m—iy'p,, (5.154)
;v(p, No(p,A) = —m —iy'p,. (5.155)

The second relation follows from the first and the definition of v(p, \),

;va@, A)s(p, A) = ;[ﬂ(p, NCla [=Clu(p, N)]y = =[CT (m — iv"p,) Cloa

= —[C" (m —inp,) Cly, = —[C (m — iy"p,)" CT]ap
= —(m+i"pu)ab- (5.156)

In the Majorana representation these relations follow more easily from the reality
of the v* and v = u*.

Because of the orthogonality relations (5.145), (5.146) and (5.152) the com-
pleteness relation in four dimensional spinor space reads

> Tulp, Nulp, N+ v(B, Mo, M) = 2p°. (5.157)
A

Egs. (5.125) and (5.139) generalize to arbitrary p as,

WY'puu(p, A) = —mu(p, N), iv"puv(p, A) = mu(p, A), (5.158)

which turn out to be the free Dirac equation in momentum space.

We conclude this appendix with the zero-mass limit of the polarization spinors
(which is also their approximate form for high energies). From eqs. (5.130) and
(5.136) we see that for m — 0,

ulp,A) — A/Ipl(1+D- o), (5.159)
v(p, ) — Pl +p-ars) €. (5.160)

Note that the quantity within parenthesis is essentially a projector: [(1 + p -
075)/2]> = (1+p-07;5)/2. Let us change the specification of the &, such that
they become eigenvectors of the helicity matrix

1

b0 (5.161)
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with eigenvectors A/2. This can be done by a standard rotation which brings the
three axis along p,

6(0,¢) = 93 e300 g, (5.162)
p = (sinfcos ¢, sinfsin ¢, cosl). (5.163)
Then A is the sign of the helicity,
and the helicity is tied to s,
v(Ipl.0,6,0) = /Ipl(1—\5)E7(0, 9). (5.166)

We recognize here chiral projectors P, p = (1 F 75)/2. Since 75 commutes with
o we can choose the helicity £’s to be eigenvectors of 5. The eigenvalue y of s,
which takes values £1, is called the chirality (‘handedness’). We see that for the
u-spinors x = A, whereas for the v-spinors y = —A. Then a right handed spinor
ur = Pru, which in the chiral representation has only the upper two components
nonzero, has positive helicity, while a left handed spinor u;, = Py, u, which in the
chiral representation has only the lower two components nonzero, has negative
helicity, and vice versa for vg 1.

5.7 Appendix: Traces of gamma matrices and
other identities

Calculations of unpolarized cross sections or decay rates of processes involving
fermions can be carried out in terms of traces over products of gamma matrices.
The following identities can be derived (see for example Bjorken & Drell I sect.
7.2 and De Wit & Smith sect. E.4):

Try# -4 = 0, n=odd, (5.167)
Tl = 4, (5.168)

TrAt~" = 4nt”] (5.169)
Tey "y iy = Al — oY ™), (5.170)
Trysy™ a4 = 0, n=0,1,23, (5.171)
— A =4 (5.172)

vt = 4, (5.173)

VA = =2, (5.174)
WA = A, (5.175)
’VH’YQ’YH’Vﬁ’Y“ = —24Prqe, (5.176)
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5.8 Problems

1. Projectors

A projector P satisfies the equation P? = P; its eigenvalues are 0 and 1.
Polarization sums over outer products of Dirac spinors produce projectors
onto the positive and negative energy subspace of the Dirac Hamiltonian
Hp(p). Verify

E,+H
> U}pAiwL)\i = P————- Yo o(p) = Py, (5.177)
A P

P} = P., PP =0, P,+P =1 (5178)

A covariant version of these relations is given by

Y ulp, Nulp,\) = m—iyp=(m—iyp)*/2m, (5.179)
S o No(p,A) = —(m+ivp) = —(m+iyp)*/2m.  (5.180)

2. Polarization spinors
(See also Appendix 5.6.)

In the following the derivations can be carried out using only algebraic
properties; explicit representations are not required (but e.g. the chiral
representation can be useful if one gets stuck).

Let ¢, be the special Lorentz transformation that transforms p = (m,0)
into p: £* p" = p, p° = v/m? + p2. In matrix notation we have
k
l, = eiXkSO’“, " =x |p;|’ tanh y = |p£0|’ defining representation.
(5.181)
This can be seen as follows. First choose p in the 3-direction. Then the
boost B = exp(ixSos) reproduces (1.35) (cf. Problem 1.10). To get p to
point in an arbitrary direction, apply a suitable rotation R: p* = R%|p|.
Then p = RBp = RBR™!p, since p is invariant under rotations. Hence,
l, = RBR ' is a candidate for £,. That this is correct indeed follows from
the fact that the boost generator is a 3-vector under rotations, R Sor R~! =
R, Sy (cf. Problem 1.11).

From now on let S,z be the generators in the spinor representation. Then
D,=D((,) = X" S0k gpinor representation. (5.182)

We can use the special boost D,, to define 'rest-frame specified’ polarization
spinors, als follows.
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Let u(p, A) be a spinor ‘at rest’, characterized by (recall Sy = %‘Eklmslm)

Bu(p,A) = u(p,A), (5.183)
Syu(p, ) = %)\u(p, A), (5.184)
ut(p, Nu(p, N) = 2p°6w (P =m). (5.185)

Note that [, S3] = 0. Define
u(p, A) = Dpu(p, A). (5.186)

Verify that

a(p, N u(p, X) = 2mdaw, (5.187)
u(p, A) i u(p, \') = 2p" oy, (5.188)
%:u(ﬁ, Na(p,\) = m(l+B) =m—iy"p,, (5.189)
Youlp, Nu(p,A) = m—in"p,, (5.190)
A puu(p, A) = —mu(p, ) (5.191)

This last equation shows that u(p, \) exp(ipz) satisfies the Dirac equation
and the u are positive-energy polarization spinors.

In a Majorana representation 7;; = 7,, and the negative-energy spinors v

may simply be defined by v(p,A) = u(p, \)* (cf. (5.97)). We then have

(verify)
ﬁu(ﬁv )‘)* = —U(ﬁ, )‘)*a SSU(Ii /\)* = _% )‘u(p7 /\)*7(5192)
v(p,A) = ulp,\)* = Dyu(p,\)*" = Dyu(p,\)*,  (5.193)
v, No(p,A) = —(m+iv"p,). (5.194)

Verify also that

uf(p, Nu(B, X)* =0, p= (" —p). (5.195)
In an arbitrary representation of the 4* this becomes (cf. (5.119))
uT(p7 /\)U(ﬁv )‘/) = 07 ]5 = (pO’ _p) (5196)

This is in accordance with the fact that the positive-energy eigenfunctions of
the Dirac hamiltonian Hp are orthogonal to the negative-energy eigenfunc-
tions, since they correspond to different eigenvalues of a hermitian operator:

/dgx [u(p, \)eP]fu(p’, e P> = 0. (5.197)



Chapter 6

Quantized spinor fields: fermions

In this chapter we quantize the spinor fields. We shall find that their quanta have
the (to be expected) interpretation as spin 1/2 particles. We shall go through the
essentials of the arguments leading to the spin-statistics theorem, which states
that the spin 1/2 particles described by a relativistic spinor field have to be
fermions. Functional techniques and the path integral lead to the introduction
of anticommuting ‘numbers’, resulting in elegant analogues of many formulas of
the bosonic (commuting) case.

6.1 Canonical quantization: wrong

The real (Majorana) field has presumably half the number of degrees of freedom
of the complex (Dirac) field and would therefore be a good starting point for
quantization. But below (5.82) we deduced that the action for the real field
vanishes identically, so how to proceed? It seems best to face this problem head-
on: make the logical jump by assuming that the spinor field is anticommuting.
However, let us first try to evade the problem, by noting that it seems to be
absent in the case of complex fields. Proceeding this way we are led by the
canonical method into a cul-de-sac, from which we will recover by going back
and changing the quantization rules in accordance with the statistics expected
for spin 1/2 particles.

Since the action is linear in the time derivative it is natural to assume it has
the p¢ form (1.90). Let us rewrite the Dirac action in terms of the real and
imaginary parts of v,

1
= — — 1)), 6.1
and use a Majorana representation for v#, such that the symmetries of various

127



128 CHAPTER 6. QUANTIZED SPINOR FIELDS: FERMIONS

objects are explicit. This gives'

S = /dtL, L:/d%wmg—ﬂ, (6.2)

H — /d%z/ﬂ Hp ) — /d%iwg Hp iy, (6.3)

Hp = mf—ia- v, (6.4)

Recall that 3 = —3* = =37 and a3, = a} = a} in a Majorana representation,

so L and H are real. The functional H is evidently the hamiltonian (cf. (1.90),
which is in accordance with (5.75),

H= /d%; T, (6.5)

The canonical variables are 15, and mo, = §L/ 5@/)% = Y1q.
We now quantize the theory by requiring the fields to be operators in Hilbert
space with the canonical commutation relations (m, = ¥14)

[1/12a(X),1/11b(Y)] = i5ab5(X - }’)7 [wza(x), wzb(Y)] = Wm(x); wlb(Y)] = 0. (6~6)

Going back to the original Dirac field we get the commutation relations

[Va(x), ¥} ()] = dad(x = ¥),  [alx), 5(y)] = W), ¥5(y)] =0.  (6.7)

Having derived these relations in a Majorana representation for v*, they remain
valid under unitary transformations and from now on we shall allow arbitrary
representations, unless otherwise stated.

Of immediate interest are the eigenstates and eigenvalues of the hamiltonian
and of the momentum operator

P- / Bzt (—iV ). (6.8)

Note that, although 7 and %' do not commute, there is no ambiguity in the
ordering of these operators since VJ§(x — y) is an antisymmetric ‘matrix’. For
the hamiltonian the order also does not matter because «j and (3 are traceless
matrices. We shall start out again with a finite L® box with periodic boundary
conditions, such that we can freely do partial integration and do not encounter
Dirac delta functions with vanishing argument. We expand the fields in a com-
plete set of eigenfunctions of Hp and —iV, say at time zero,

6ipx
w(X> = r%;ap)\e wp)\e ﬁ7 (69)
3 e—ipx ;
aprxe = /d xz I3 pre¢<X)7 (610)

'We made a partial integration to convert all time derivatives to . Otherwise we would
get L = [dPz %(1/)11/}2 — thyth1) — H, which would lead to canonical momenta m; = 0L /6tp; =
—1a/2, T = 1)1/2, giving conflicting canonical commutation relations like 0 = [11(x), ¢¥2(y)] =
[Y1(x), =2m1 (y)] = —2i6(x — y).
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with the conjugate expressions obtained by hermitian conjugation. The ‘expan-
sion coefficients’ have the commutation relations of the creation and annihilation
operators of a harmonic oscillator for each mode,

[ap)\g, GJL/Xe/] = 5pp/ 5)\>\/ 555’7 (6.11)

[CLP)\E, ap/)\lel] = [aLAe, CLL/)\/E/] = 0 (612)

They are represented in Hilbert space as creation and annihilation operators
indeed, by assuming an empty state |(}) with the property

apre|0) =0, (6.13)

and letting the aLAe act on |()) any number of times. The hamiltonian and mo-
mentum operator take the following form upon inserting the expansions of 1(x)

and ¥T(x),

H = > {aLHap/\Jr —a;r,)\_ap,\_} Ep, (6.14)
PA

P = Yahapp. (6.15)
PAe

where £, = /m? 4 p? is the eigenvalue of the Dirac hamiltonian found in (5.90).

We now see a disastrous problem. By application of arbitrarily many negative-
energy creation operators GL,\— on the empty state |()), we get a state with ar-
bitrarily negative energy: the hamiltonian has no state with lowest energy, it
has no ground state, no vacuum state! This also excludes Statistical Physics in
terms of a canonical partition function Z = Tre /T, with positive temperature
T. Lacking a ground state, the theory developed so far cannot have a physical
interpretation and has to be abandoned.

The reason is not the infinite number of degrees of freedom in field theory.
Imposing a cutoff |p| < A leads to the same problem (even keeping only a single
momentum mode). The basic reason is the fact that an operator like Hp has
eigenvalues coming in pairs +F. Even the classical hamiltonian is unbounded
from below if the 1) and ¥* are ordinary complex numbers.

6.2 Canonical quantization: right

The problem was found and resolved by Dirac, not in present quantum field-
theoretic setting, but in a formulation starting from a single particle. We shall
re-phrase his resolution in the present field theory context.

First we note that the states

IpPA+) = aly ,[0) (6.16)
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are like particle states with energy E, = /m?+ p? and momentum p, hence
their mass is m.2 We expect these particles to have spin 1/2. To show this,
consider the angular momentum operator J = €gymJim/2:

J= /d%w(—z’x X V + S) (6.17)

(there is no operator ordering ambiguity because TrS = 0). It’s commutator
with 9T is given by
13,41 (x)] = +ix x Vol (x) +1(x)S, (6.18)
from which we infer, using the conjugate of (6.10),
ipx
ﬁ.

Since V acting on the exponential gives ip is it is simplest here to consider p = 0
and the spinor specification (5.94), which gives

[J, aL)\E] = /dgzp PI(x) (—ix X V +S) wpac (6.19)

1
[J,aé/\e] = §O'>\/>\ ag/\,e. (620)
Using this result we calculate
1
J|0)\+> = [J, CLI»H_”@) - 50’)\/>\|0)\,‘|‘>, (6.21)

and we conclude that the particles have spin 1/2. Aternatively, we can concen-
trate on the helicity operator p - J, use the helicity spinors (5.92) and reach the
same conclusion.

Because the particles have spin 1/2 we expect them to be fermions and the
states to be antisymmetric under interchange of labels,

[P1A1+, P2Aot) = —|pP2Aat, P1 A ). (6.22)

: e P i : :
But thls TEQUITES p, 3, 4 0pyxy+ = ~pydy+ U+ 1€ the creation operajcors have
to anticommute instead of commute. We therefore discard the canonical com-
mutation relations and assume instead the so-called canonical anticommutation
relations

{Wa(x), ()} = dud(x —y),  {$a(x),%(y)} = {¥] (%), ¥i(y)} =0, (6.23)
which imply

{a/p)\e, CLL/)\/G/} = 5pp/ 5)\>\/ (566/7 (624)
{ap)\sa ap’)\’e’} = {CLL)\E, G’L’Xe/} =0. (625)

2Strickly speaking, the mass is |m|. We shall assume m > 0, the case m < 0 can be shown
to be equivalent.
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Let us pause for a moment and consider a single mode p, A, . Suppressing the
labels we have

{a,a} =1, da*=a?=0. (6.26)
This can be represented as

ald) =0, a'|0) =11), al)=10), df|1)=0, (6.27)

and we see that we have a two-dimensional Hilbert space. The operators are
nilpotent (in accordance with the Pauli principle) and their matrix elements are
given by ag = a9 = a11 = 0, ag; = 1, and similar for af, or

0 1 . (00
a—><00>, a—><10>, (6.28)

Generalizing to N different a and af, we get the tensor product of N two dimen-
sional Hilbert spaces, which has dimension 2%. However, we can re-interpret the
state |1) as the empty state. Then |()) = a|1) is re-interpreted as the filled state
and the role of the creation and annihilation operators are interchanged. This
can be made explicit by writing

d=al, d'=a, {dd}=1, dj1)=0, d1)=|0). (6.29)

Consider again the hamiltonian (6.14), this time with the anticommutation
rules for the a’s and a’s. Assuming for the moment a cutoff |p| < A on the
number of modes we have a well defined ground state |0) given by

0) = TTabs 10), (6.30)
PA
apr+[0) = 0, al, [0) =0, (6.31)
HI0) = Bol0), Ey=—Y E, (6.32)
PA

All the negative energy states are filled: this state is called the Dirac sea. A ‘hole

in the sea’, apy_|0), means an excitation of the ground state with positive energy

compared to the ground state. This is interpreted as a different type of particle.
We can represent the situation clearer by a change of notation, writing

bpr = aprt, bLA = aLH, {bpa, b;r)',\'} = Opp’ OAN's (6.33)

dpx = aip,fA,fv dLA = O—p,—x— {dpkvdjow} = Opp’ Oax's (6.34)

b}y = {d,d}={bd}={bd}=...=0. (6.35)

Then the energy and momentum operators are given by
H = 3 (biabps + disdpa) Ep + Eo, (6.36)
PA
P = > (bhybpr + dhydp) p. (6.37)
pAYP PAYP

PA
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Note the d'd order with positive coefficients, for H as well as for P. We see
that bf by and d b each create (different) particles with the same energy E, and
momentum p out of the vacuum |0), which satisfies

bp|0) = dp|0) = 0. (6.38)

It is also straightforward to check along the lines leading to (6.21) that the b and
d particles have identical spin properties (thanks to the —\ in (6.34).

As the above expressions for H and P show, the particle states are now
obtained by application of b" and d' to the ground state. e.g.

pA) = bl 10}, |pA>—dm0> (6.39)
|p1)\1,P2)\2> = _‘P2)\1,P1)\1> bpl)\l P2 o |0> (640)

etc. We distinguish the d states with a ‘bar’ over its labels.
Consider next the Noether charge @) found in (5.79). It’s operator form has
an ordering ambiguity which we resolve by (anti)symmetrization:

Q= [ @ (vl —varl). (6.41)
In terms of the creation and annihilation operators () is given by

Q=Y (bLApr - di))\dpA) : (6.42)
pPA

It just counts the number of b-particles minus the number of d-particles, with the
same momentum and spin.

In the context of QED, the Noether current j# turns out to be the electro-
magnetic current and ) is the charge in units of the elementary charge e. The
b- and d-particles have opposite charge. For this reason the d-particles are called
antiparticles (and the b’s just ‘particles’).

In the zero mass case the operator Q5 (cf. (5.81)) is also conserved. Using
helicity spinors we have

Qs = / dr s = 3 (Bhabpr — dhydpn) A (6.43)
PA

So @5 counts the number right handed (A = +) particles minus the number of
left handed (A = —) particles, plus the number of left handed antiparticles minus
the number of right handed antiparticles.

In terms of the b’s and d’s the expansion of the Dirac field takes the form

b(x) =) (pr Wpry —= \/— dbyw_p,r- ﬁ) : (6.44)

PA
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For infinite volume we use the covariantly normalized spinors defined by
ulp.A) = V2P wpps, P’ =/m?+p2 (6.45)
v(p,A) = 2P0 wop -, (6.46)
and corresponding creation and annihilation operators
b(p, \) = \/2p°L3 bpx, d(p, \) = /2p° L3 dp», (6.47)
etc., such that,
{b(p, V), 0T (0, \)} = 2p°(27)%(p — P') O, (6.48)

etc. Including time dependence we have for the free field®
vie) = % [ ey b, 2 ulp, ) €7 + i (p, N olp, ) 7], (6.49)
o) = % [ ey (b, 2 0o, ) €77 4 d(p, N 0lp, M) 7] (6.50)
Subtracting the vacuum energy, we get for the energy-momentum operators
Pr= " [ duy [0, M0, ) + (0, N )] 2, (6.51)
)
and the charge
Q=% [ ey [b (0, b0, N) — (0, N, V)] (6.52)

The anticommutation relations have led to a sound physical interpretation of
the Dirac field. Only if the particles described by the field are fermions did we
get a satisfactory situation. Another approach to the relation between spin and
statistics, that stresses the importance of locality, is described in the appendix 6.8,
whereas in the next section we also get the same results from the path integral.

It is instructive to rewrite these results in terms of hermitian Majorana fields
15 related to ¥ by ¥ = (¢ — 1) /+/2 (using real v*). We shall be very brief.
A Dirac field is simply equivalent to two Majorana fields. For a single Majorana
field ¢ = v, and we note:

vp, ) = w(p,)), (cf (5.97,5.102)), (6.53)
P = X [ dwy b ) ulp, ) e 4+ 8 (p N (. N) e (654)
o= 0? (6.55)
o= B £0. (6.56)

3Because of the analogy with the plane wave expansion of the free electromagnetic field the
u’s and v’s are called polarization spinors.
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We end this section with some comments. Dirac formulated his equation for
a Schrodinger quantum-mechanical wave function of a single electron: his ¢ was
not a classical field. Interpreting ¢ in eq. (5.85) as a Schrodinger wave function
means conceptually something very different from a field equation, and it led
to several difficulties, one of which was how to interpret the negative energy
solutions. Dirac’s solution in postulating a filled sea of fermionic states led to
the prediction of antiparticles as holes in the sea. However, this gave additional
difficulties since it brought the theory outside the single-particle framework. The
quantum field theory version does not have these difficulties. Since it looked to
the field theory pioneers like a quantization of a single particle Schrédinger wave
function 1, which was already supposed to describe a quantum theory, the name
“second quantization” got into use as a name for field theory.

We like to mention again that antiparticles are not predicted by mere rela-
tivistic field theory. There is no reason for the doubling of degrees of freedom
embodied in the Dirac field, a single Majorana field is the simplest possibility and
(as for a single scalar field) it implies no antiparticles. However, we shall see later
in chapter 8 that the coupling to the electromagnetic field does require the Dirac
field (or two Majorana fields), and hence predicts the existence of antiparticles.
But in non-relativistic quantum electrodynamics antiparticles are not needed, as
we review in section 6.4.

6.3 Path integral quantization

We shall now follow an independent approach to the quantization of spinor fields,
using the notion of a path integral. As mentioned below (5.82), the action van-
ishes identically for a single real-valued Majorana field. So if a path integral with
integrand exp(i9) is going to make sense, the Majorana field ¢, (x) cannot consist
of ordinary real numbers. For the action not to vanish, the variable ¢) appearing
in the path integral has to be anticommuting:

Ya(@)tn(y) = —(y)¥a(2),  [Yal2)]* = 0. (6.57)

This is what we going to assume from now on. We enlarge the system of com-
plex numbers with such anticommuting objects. They are called ‘Grassmann
variables’, somewhat inappropriately, because they do not vary at all like ordi-
nary variables. Instead they can be given meaning as generators of a Grassmann
algebra. They are also called ‘anticommuting numbers’, also somewhat inappro-
priately, because they are not numbers. We shall gradually develop a reasonable
mathematical framework for them. To start with, we assume the rule

[Wa ()6 (y)]" = 5 (y)tha(2) (6.58)

which we used in (5.63) to get a real Lagrange density. For ordinary complex
numbers the above relation is of course trivial, but for noncommuting objects we
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have to define it. The rule above is similar to the operator relation (AB)T = BTAT.
We shall also assume that the anticommuting numbers commute with ordirary
numbers, and hence also with bosonic field operators, while they anticommute
with fermionic operators:*

Ya(@)Un(y) = =y (y)¥a(), (6.59)

As a first consequence we see that the Dirac field is equivalent to two Majorana
fields indeed, since, writing 1 = (¥; — iths)/V/2, ¥ = (¥1 + i1)2)/V/2, and using
(6.58), the Dirac action is just the sum of two identical Majorana actions:

S - —/d4x@m+’y“5)z/z
= [ [T B0m A s+ SuEBm o B)| (660

and similar for the hamiltonian. Note that this is very different from (6.2,6.3).
It would now be logically clearest to continue with the case of a single Majorana
field, but for conciseness we shall instead go directly to the doubled case of the
Dirac field.

We proceed heuristically and assume the following relations by analogy to the
scalar field,

Zln,n = / [dipd] 90 ] e (o), (6.61)

in which S is the Dirac action, n and 7 are anticommuting external sources, and
0) is the ground state (vacuum). The meaning of the symbols [[dide)] has to
be specified further. For now we make the crucial assumption that the ‘measure’
[di)de] is translation invariant, such that

Jdbav)Fl, 9] = [laddy]Fly+ €6+, (6.63)

for any anticommuting &, € and functional F. Then, using the shorthand nota-
tion®

[dwitm+qr g0 = b6, (6.64)
Gl ey) = (m+7"9)04 —y), (6.65)

4In this section (and whenever needed for clarity) we denote operators in Hilbert space by
a caret. So ¢y (x) denotes the quantized fermion-operator field and 1, (x) denotes an anticom-
muting number.

5Notice that we are freely making partial integrations without picking up boundary terms,
implying appropriate boundary conditions in space and time (as in the bosonic case).
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and making the transformation of variables

v=vy'+Gn, Y=v¢'+7G G'G=1, (6.66)
such that B B B
—pG Y + i + U = =G + G, (6.67)
we have the result
Z[n, 7] = Z[0,0] €61 = 7[0,0] ¢ ) 'w dyn@G@ynty) (6.68)

Comparing coefficients of multinomials in 7 and 7 we will get the Wick formula

for fermions, relating vacuum expectation values of time ordered products of field

operators to sums of products of Green functions G. From the properties of the

latter we can then infer once more the interpretation in terms of fermions.
Consider the first few terms in n and 7,

Z[n, 1
Z[0, 0]

1 +i/d4xd4yﬁ(x)G(x,y)n(y) +o

= 1+i(0] [ dza(@)b@)o) + 0] [ d'ad@)n)o)
Lol [ i) 10+ o[ [ e i)
w2 [da [ dyOITia@d@) o)+ (669)

where we kept the combinations 71y and 7 in first instance together since, as
a product of two anticommuting objects, they are of the commuting type. Note

2

10)

that this implies that even products such as ﬁzﬂ and @7)77 can be freely interchanged

under the time-ordering operator, i.e. T7(x)) (x) ¥ (y)n(y) = TV (y)n(y) 7(z)d(x),
as for the scalar-field case. Comparing coefficients of 1,7 we conclude that

(0[3510) = (0% |0) = 0. (6.70)
Comparing the bilinear 77(z)n(y) terms we have to be careful about signs: for
¥ >y

~ ~ ~

() ()0 () (y) = 710 (2) (), () () = T () () ()04 () (6.71)

whereas for 2° < 3/°,

Ti1a(x)Pa ()04 ()1 (y) = o(0)16(Y) Ta(2)tha () = =77a(2)06(y) 10y () tha().
(6.72)
Since the product 7,(z)n(y) is commuting and can be taken in front of the T
symbol we conclude that for fermion fields

Tha()0y(y) = Gul@)yly), ° >y
= Py (y)da(r), 2 <y (6.73)
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Comparison of the bilinear terms in 7,7 gives

(O1Ta ()b (1)]0) = —iGap(, ). (6.74)

The generalization to more fields is given by, in shorthand notation,

(O Tap11p by - bt |0) = (Wrehythatdy -+ bathy) (6.75)
/) WS ahaby - - /)
Jldydy)e 7?/)1@/)1 . Ynhn (6.76)
[ldydi) et
- (_Z)n Z(_l)ﬂ G17r1 e anna (677)
where
Gl Tl = Ga1 br1 (xla yﬂl)a etc., (678)
and the summation is over all permutations 7 of 1,... n, with signature (—1)".

Instead of comparing coefficients of 1,77 we can also use repeated differentation
with respect n and 7; see appendix 6.9 for fermionic differentiation rules. So in
general the fermion field operators behave as anticommuting inside a time ordered
product, and in a given time ordering we get a sign that is equal to the signature
of the permutation needed to order the operators according to decreasing times
from left to right.

To get a nonvanishing result there have to be an equal number of ’s and
Y’s. This is a consequence of the U(1) phase-symmetry (5.76). Making the
transformation of variables

1/} — eiw /’ 1; — efiw 7vE/ (679)

and assuming the fermionic integration measure [d)dy] to be invariant it follows
that

(W1tha - Pty - - b)) = €T (rahy - Pty - ), (6.80)

so the result vanishes if m # n. For a single Majorana field this U(1) symmetry is
absent and the analogue of (6.77) would be similar to the scalar-field case, except
for signs.

Next we study the fermion Green function G, which has to satisfy G—'G =1,

or
(m+70) Gla,y) = 64z — y). (6.81)
Writing G as a Fourier transform
d'p ip(z—y)
G(z,y) = / i €T G, (6.82)

we get the equation
(m +ivp) G(p) = 1. (6.83)
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Using (cf. (5.84))
(m + iyp)(m — iyp) = m* + (yp)> = m® + p?, (6.84)

we see that

m — iyp
Glp) = e — (6.85)
is a possible solution, where we have used the same ie prescription for dealing
with the poles at p? = —m? as for the scalar field. We shall see shortly that this
leads to consistent expressions. Thus the spinor field Green function is a linear
combination of the scalar field propagator and its derivatives,

d'p . m — iyp
G(x, = / we—y) 12 6.86
(@.y) (2m)* © m? + p? — ie ( )

d*p . 1
_ — MY / ip(z—y) )
(m =7"9,) (2m)4 m? + p? — ie

(6.87)

We shall now show that the results above that followed from the path-integral
approach to quantization lead to the same particle interpretation as the ‘canonical
quantization’ in the previous section. Choosing 2% > ° we have

LG (w)[0) = (m—70) [ duy e (6.88)
= /dwp ePE=Y) (m — iryp), (6.89)
= Z/dwp @Yy (p, Ni(p, N), (6.90)

A

where we used the ie prescription in reducing the four-dimensional Fourier integral
to a three-dimensional one, and also (5.179) in Problem 5.1. We insert a complete
set of states between the field operators on the left-hand side, assuming this
can be written in terms of a zero-particle (vacuum) contribution, one-particle
contributions, two-particle contributions, etc. (cf. (2.158):

- The vacuum does not contribute because (02)]0) = (0¢)|0) = 0, as we have
learned from the coefficients linear in 7,7 in (6.69);

- The one particle contribution is

> [ e 015 @A A ()10) (6.91)

Using translation invariance

~

D(a) = e Prg0) e, Ply) = e PIp(0) 6, (6.92)
this can be written as

S [ dusy e COLB(0) [pA) (AL (0)]0), (6.93)
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which has the same exponentials as (6.90).

-The multiple particle contributions would give exponentials exp[ip(x — y)] (by
the same translation invariance argument), with, since p* is in this case the total
four-momentum of a multiparticle state, —p? > 4m?. Hence, these contributions
have to zero because the time-dependence cannot fit that of (6.90).

We conclude that only one particle states contribute, with

O[b(@)lpA) = ulp,A)e™, (6.94)
(P AlW)I0) = alp, A e, (6.95)

Repeating the reasoning for 2° < 3° gives

—iGu(z,y) = (m— ya)ab/dwp e~ Pey) (6.96)
- / dew,, =P (1m0 i) oy (6.97)
- -y / dew,, =) (p, N (p, ) (6.98)

A

= OGN0 = =3 [ dy O EAa()0) +. (699)

where we assumed that there are different particles (indicated by the ‘bar’) with
identical momentum and spin properties, because of the Dirac field being com-
plex. Comparing the first and last lines we conclude that again the multiple
particle contributions vanish and that

O (y)lpx) = o, )™, (6.100)
(P, A (@)|0) = v(p,\)e " (6.101)

The ie specification of the fermion Green function is evidently the correct one for
being able to match the left- and right-hand side of (6.74).
Taking limits of equal time, we easily derive the vacuum expectation value

of canonical anticommutation relations between the field operators (see also ap-
pendix 6.8),

(O{ta(x, 1), 9} (v, ) }0) = 6 5(x — y). (6.102)

These can presumably be extended to operator relations (i.e. holding true for arbi-
trary matrix elements) by the Wick formula (6.77), thus reconstructing fermionic
Fock space. Note that we could easily have got a minus sign on the right hand
side above, if G™! had the opposite sign. This would be unacceptable as it would
imply a negative metric in state vector space (it would not be a Hilbert space),
leading to negative ‘probabilities’. Obtaining the correct sign is the reason for

the sign choice £ = +i)* 50 ¥ + - -+ in the lagrange density (5.65).
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So the path integral formula for the vacuum expectation value of time-ordered
products (6.62), together with some assumed basic properties of fermionic inte-
gration, provides an alternative formulation of the theory. The exposition so far
is sufficient for us to proceed with perturbation theory for interacting theories
with fermions. Appendix 6.9 gives further results on anticommuting numbers
and fermionic integration.

Let us sketch the evaluation of the remaining Z[0, 0]. Expanding the fields in
terms of eigenfunction of the hermitian operator SG~!, where G~! is the Dirac
operator m + "0,

G far = Nafar [ d2fi@)f5(@) = dus, (6.103)
ba) = Svafale) W) =X eifl@),  (6104)

brings the action into the form

N (6.105)

The transformation of variables ¢)(z) — 1, is formally unitary, so its determinant
is a phase factor which is expected to cancel in the combination didvy, and using
also det # = 1 we have formally

40 dy) = [T dva(@) dba(e) = [La03() dva(a) = [Td5 dva,  (6.100)

Then, with the rules derived in appendix 6.9,

/ [d dy] e = / ll_[ dipg, dwa] €7 Lo Ao ik (6.107)
x [[Xa = det[3G7"] = det G (6.108)

Note that det G~! is in the numerator, and not in the denominator as for Bose
fields. There is no square root because the Dirac field is complex. This formula
has been checked (e.g. for the partition function) also by other means.

We warn the reader that in case of fermions the formal character of the above
derivations is known to easily give rise to problems®, especially with gauge-field
interactions involving 75, and careful regularizations of the otherwise ambigouous
infinities are all the more important.

We have not yet given a thorough definition of the time-evolution operator
U (t1,t2) in terms of the fermionic path integral, using spacetime discretization.
This turns out to be remarkably involved, because of the so-called fermion dou-
bling phenomenon. Problems arise with the implementation of chiral symmetries

6One then speaks of ‘anomalies’, which turn out to have important physical implications.
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like (5.80). Because of the importance for a proper mathematical definition of
quantum field theory as well as for applications to nonperturbative computa-
tions, much effort has been spent on solving these problems, which involve deep
properties of gauge theories and fermions, and research into this area of ‘lattice
fermions’ is still in progress. For an introduction, see the books on lattice field
theory.

6.4 Non-relativistic fields and antiparticles

In the non-relativistic regime it is better to use a reduced description that mea-
sures kinetic energies of the particles relative to their energy at rest: £ = p?/2m.
For example, this is customary in the field-theoretic formulation of condensed-
matter physics.

For free fields the reduction can be conveniently done in terms of the explicit
form for the generating functional for the n-point functions. Consider the case
of a single Majorana field,

2l = [law) esp{i [ate (50" + 00 +n'50] b, (6109)

= Z[0]exp {iW][n]}, (6.110)
W = % / d'z d'yn(x)" BG(x, y)n(y)
= %/%n(—@%% n(p), (6.111)

where
0 = n(-p)" = [ d'ze (). (6.112)

The sources n can be thought of as mimicking the effects of other particles in
an interacting theory. In the non-relativistic regime 7(p) is non-zero only for
frequencies near £ the rest-energy, p° ~ £m, and momenta such that the non-
relativistic kinetic energy p?/2m < m. This means that in the integral in (6.111),
only values p® ~ +m and momenta |p| < m contribute. To implement this, let
us first rewrite (6.111) using

/OOO dp® /d?’p n(—p)TM n(p)

m2 + p? — ie

= /OOO dp’ /d?’pn(—p)TMn(p), (6.113)

m2 + p? — ie

where we changed variables p* — —p#, interchanged the sources and used the
symmetry properties 37 = —3, (87,)" = 37, that hold in a Majorana represen-
tation. Using the above identity (6.111) can be written as

Win| = /Ooocé%/ (;if;g n(p)Tﬁw n(p). (6.114)

m? + p? — ie
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Measuring frequencies relative to the rest energy is expressed by writing
P’ =m+p°. (6.115)

The non-relativistic reduction in the denominator in (6.114) is then implemented
by

m? +p* —ie =m® + p° — (m +p"°)? —ie = p* — 2mp" — ie, (6.116)

where we neglected (p®)? relative to m?. Note that we also assumed p to be of
the same order as the kinetic energy p?/2m. For the numerator we get

m — iy'p, = m+i7°p’ —in*p* = m(1+i7°) = 2m(1 + B)/2, (6.117)

where we neglected p© and |p| compared to m. The result of this approximation
is

oo /0 d3 , 1 +6 ) )
Wi~ [0 [ gm0 ). 6019

Now

1+p

2
is a projector, it projects onto the subspace of eigenvalue +1 of 3. This means
that only two of the four Dirac-components of  contribute in the non-relativistic
form. To make this explicit, we note that n(p) and n(p)* are for p° > 0 not
constraint by the reality condition n(p)* = n(—p). So we can consider the real
and imaginary parts of 7(p), or equivalently, n(p) and n(p)*, to be independent
Grassmann variables in (6.118), and we can change the representation of the
Dirac matrices by a unitary transformation,

n(p) — Utn(p), n(p)" — n(p)'0, (6.120)

to one in which ( is diagonal, the so-called Dirac representation:

P =P (6.119)

UBU' = p3, UayU' = pioy, Dirac representation (6.121)

In this representation

1000

Cd4ps [0 100

Pr=—2=1 000 0 (6.122)
0000

and the two-component nature of P, n(p) and n(p)' P, is manifest. We can clarify
the situation further by introducing two-component sources ¢ and (*,

G P) =nu(m+p°p), GO P) =n(m+p° p)F, a=12 (6.123)
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We can also extend the lower limit of integral over p in (6.118) from —m to
—00, since —m is already out of the regime were the sources are practically non-
vanishing. Dropping now the prime on the dummy-integration variable p™, we
can rewrite (6.118) in the form

Wi, ¢l = /(;ZT];CG(J?)* o am _1(p0+i€) Ca(p) (6.124)
= [d [dyG@GEE L), (6.125)
where
6(a)= [ e o) <) = [l (6.126)
and dp etr(z—y)

Gl (z,y) = / 6.127

w9 = | )i 522 — (0 4 ie) (6.127)
is a the retarded Green function of the differential operator idy — V?/2m. Tt is
not difficult to find the path integral that reproduces the non-relativistic n-point
functions specified by (6.125),

Z[¢. ¢ = / [dyp dup*] et [ 4o (Gvatvica), (6.128)

Sw = [t (viitnta — 5 -Ouioksa) (6120)

where 1., a = 1, 2, is a two-component non-relativistic spinor field. The index a
is the spin index on which the Pauli matrices o} can act.

The above action is the same as that of the scalar-field version (1.63), apart
form the doubling by the spin index a and the fact that here we are dealing with
Grassmann variables. We end this section with the following observations:

- It is straightforward to derive, from the n-point functions obtained from
the generating functional Z, the (anti)commutation relations of the field
operators in the operator version of the theory (z° = y°):

[(2), 9 ()] = d(x—y),

(@) 0@ = [@'(2).9" ()] =0, Bose, (6.130)
{a(@), 9 (W)} = dud(x—y),

{da(@), ()} = {¥l(2),¥}(y)} =0, Fermi. (6.131)

- The fact that a retarded Green function appears in the expression for two-
point function implies that ¢ annihilates the ground state (unlike the rela-
tivistic field):

(01T u(@)dy (y)]0) = =Gk (x,y) = (O (y)da(2)|0) =0.  (6.132)
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The stronger statement t,(z)|0) = 0 follows from taking all n-point func-
tions into consideration. It follows from the commutation relations that
YT(z) acts like a creation operator; it creates a particle at position .

The non-relativistic field is complex, in contrast to the real Majorana field.
The action (6.129) has an extra U(1) symmetry that the Majorana action
in (6.109) does not possess:

U(@) — e P(a), UN(z) — el (). (6.133)

The corresponding Noether-current is given by

P =t = (g Figwhy),  (6134)

and the conserved charge simply counts the number of particles. This
complex-number property of non-relativistic fields is just right for repre-
sentations of the Gallilei group, the group of translations, rotations and
non-relativistic boosts; see e.g. Weinberg I.

The action (6.129) even has an SU(2) symmetry corresponding to transfor-
mations on the spin index, independent of spatial rotations: ¥,(x) — Qupbp,
Wi (z) — (), Q € SU(2). This symmetry is an artifact of the free
field and it is usually broken by interactions. For example, a magnetic mo-
ment interaction o ¥ (z)oy)(z)By(z) to an external magnetic field B(x)
is invariant under spatial rotations that affect both the spin index a and

the spatial index x in the usual way.

Suppose the non-relativistic field describes electrons. As a consequence of
the field being complex, we can couple it gauge-invariantly to the electro-
magnetic field by the minimal substitution rule 9, — 9, + ieA,, adding
also a magnetic-moment coupling,

Sl Al = [t 010y cAg) — 5 (0 — ieAy! (0 + ieAg)y
—% o Bk} ; (6.135)

where g is the Landé g factor (gyromagnetic ratio).

Such a procedure is not possible for the real Majorana field. Instead (cf.
chapter 8), the complex Dirac field is needed to be able to formulate a gauge
invariant coupling to the Maxwell field. The relativistic theory also gives a
precise value for the coupling constant g, which is a free parameter in the
non-relativistic theory.

As we have seen, the Dirac field describes two kinds of particles with iden-
tical masses and opposite charges — it turns out that the eigenvalue £1 of
the Noether charge is indeed the charge of a particle.
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Thus, whereas antiparticles are not needed in non-relativistic electrody-
namics, the relativistic quantum field theory of charged particles predicts
the existence of antiparticles.

For more information on non-relativistic quantum fields see, e.g. the book by
Brown, and specialized books on application to condensed matter physics.

6.5 Yukawa models

As an example for illustration of perturbative methods we shall use a so-called
Yukawa model described by the action”

§ == [ (30:00%0 + 3 m*6 + 50,0 + MUY + gilv9) +AS, (6,130

where either I' = 1 or I' = iy5, and AS denotes the counterterms . For I' = iv;
this action is still parity invariant, but with a minus sign in the transformation
of the scalar field:

W@ = Ded(lpn), @ @)= B0 DL ¢() = —ell5'e).
V' = =g sond = vysbg (Dp =17°). (6.137)

This phase factor £ in the transformation rule for ¢ (+ for I' = 1, — for I" = i~y;)
is called the intrinsic parity of the scalar field. In case of the plus sign the field
¢ and the corresponding particles are called scalars, in case of the minus sign
pseudoscalars. In the pseudoscalar case we can think of v, ¥, and ¢ as giving a
crude description of the interactions of protons (p), antiprotons (p) and neutral
pions (7).

Writing

S = S0+ 5, (6.138)
S, = — / d'z gIT Y6 + AS, (6.139)
the perturbative expansion of (1/1102¢5---) leads to expressions which are again

well represented by diagrams. To distinguish the bosonic and fermionic propaga-
tors we shall change the notation of the latter to S:

P - Ma, — ipy e
San(T,y) = / (2m)? e y) Sav(p),  Sap(p) = m

(6.140)

The fermion propagator Sg,(z,y) is not a symmetric function of its arguments,
Sav(z,y) # Spa(y,z) or Sup(p) # Sea(—p), and to be able to distinguish its ar-
guments we draw an arrow in its line in the diagrams, as in Fig. 6.1: the arrow
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(?—E)—Ct)) — -iSab (p)

2L b =19 Ty

Figure 6.1: Fermion propagator Sq(p) = (M — ivp)aw/(M? + p* — i€) and bare
vertex function —igl'y, (I' = 1 or i7;) of the Yukawa models. The fermion line
is drawn, the scalar line is dashed. The arrow in the fermion line points to the
row-index a.

Figure 6.2: First two nonzero terms in the perturbative expansion of (¢(x1)¢(z2))
in a Yukawa model (without bare ¢* interaction).

points in the direction of the ‘row index’ of S. The interaction S; leads to a bare
vertex function in position space

Sgaine (U, VW) = —gFab/d4x Oz —u)d(x —v)d(x —w), (6.141)

or in momentum sSpace
S&awwﬁ(p’ q’ kj) = _gFaba (6142)

as illustrated in Fig. 6.1. The calculation of n-point functions goes along the
same lines as in scalar field theory. We write

(h1ihagps - - - €1)g

<6i51>0 ’

with (---)g the free field ‘average’, and expand the exponential. Disconnected
vacuum diagrams again cancel between numerator and denominator. For example
the first few diagrams for the scalar two point function are given in Fig. 6.2. In
position space these represent

(hrtbagps - - -) = (6.143)

009 = (or0m+ T [ aba dty (6108, @ atn(2)6(x)

Ve(y)Teatba(y)p(y)) g™ + - - - (6.144)

"There is no special reason why we switched using the notation ¢ in stead of .
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_ Tel (—ig)? 4. 54 4
= -t (Il,l’g) -2 91 d'xd y(—@) G(xlal‘)G(lé)y)
1—‘abSbc(xa ?/)chsda(y, fL‘) + - s (6145)

where the factor 2 comes from similar contractions with x < y which give an iden-
tical contribution, and the minus sign in front of it comes from putting the fermion
fields in standard 1) order as for the propagator (1,1 etbg = —Vpbetbaibs). Note
that such minus signs are typical for closed fermion loops. In momentum space
we get

G'(p) = G(p)-G(P)E[P)Gp) + - (6.146)
~iS0) = = [ g T (D) (=) () (gD (=S + a). (6147

6.6 Scattering in the tree graph approximation

The calculation of scattering amplitudes and cross sections will here be illustrated
in the Yukawa model. We concentrate on the leading contributions which are
represented by tree graphs. First we derive some convenient formulas involving
creation and annihilation operators.

We define for the scalar field
6 (p,a®) =% [T 0y i B)ole), P =\ ph (6149

Recalling the expansion
Ptree(T) = / dw, |a(p) €™ + af(p) e~ (6.149)

of the fee scalar field, it is easy to check that if ¢(x) satisfies the free Klein-Gordon
equation with mass m, then ¢ (p, 2°) are actually time independent and equal
to the usual covariantly normalized annihilation and creation operators:

¢ (p,2°) = a(p,2°) = alp) if (m*—8%) ¢ =0, (6.150)
¢ (p,a%) = al(p,a®) = a'(p) if (m*—?)p=0. (6.151)
The notation ¢ (p,2°) stresses that we are just taking linear combinations of

the otherwise arbitray scalar field.® Because they are linear combinations we can
make contractions with them just as for the fields themselves. For instance,

(6 (p, 2%)(y))o = / & e~ (i By —i 8)(—i) G, y), (6.152)

8For the free case the &= may be thought of indicating the positive and negative frequency
components of the field.
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where the subscript 0 on the left-hand side denotes the free case as usual. For
clarity in applications we shall use the a(p, 2°) notation in the following. Using
the above expression in terms of G(z,y), or the interpretation as creation or
annihilation operators, we now have the convenient formulas®

(a(p,00) ¢(x))o = (0la(p) ¢(x)]0)o = (pl(2)[0)o = ™™, (6.153)
{a(p, —o0) ()0 = (0l¢(x)a(p)|0)o = 0, (6.154)
a*(p,00) d(2))o = (0la’(p)¢(2)[0)o = 0, (6.155)
{a"(p, —00) &(x))o (0l¢(x) a'(p)]0)o = (016 ()[p)o = ™. (6.156)

Here 00 means that the time has been sent to £oo.
Similarly, we define for the fermion field

) '(p, /d3:ce P a(p, \) iy h(x),  (6.157)
p\ %) = lp(’)(p,)\,:c = /d3x1/1 x) iy u(p, \) e, (6.158)
) = (A0 = / d*x e v(p, \) i’yOz/J(:c) (6.159)

Ap A a%) = PD(p %) = [dad(n) i vip, e ™, (6.160)

p’ =/ M2+ p2. (6.161)

where

Recalling the expansions

wfree<x> = /dwp pa b, >\) eipx + dT<p7 >‘) U(p7 >\) e*ipm} ) (6162)
Urelw) = X [y b1 N alp, ) €7+ d(p, N 3p, ) €77, (6.163)
A

we see that if the fermion field satisfies the free Dirac equation with mass M,
then b(p, \,2°), ..., df(p, X, 2°) are actually time-independent and equal to the
annihilation, ..., creation operators of particles, ..., antiparticles. We have in

the free case
(b(p, s 2°)b(y))o = / &z e a(p, ) in® (—i)S(z, 1), (6.164)

etc., and using such expressions, or the operator versions, the following formulas
can be derived which are convenient for later use:

(b(p, A, 00) P(x))o = (0b(p, N) ¥(x)[0)o = a(p, \) e~ 7", (6.165)
(b(p, A, 00) p(x))o = 0, (6.166)

Inside (---) we write a* in stead of a’ because in the path integral these are not operators.
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(() 0" (p, X, —00))o = (Ol (2) b'(p, A)|0)o = u(p,N) €™, (6.167)
(U(2) b*(p, A, —00))o = 0, (6.168)
(d(p, A, 00) ¥(z))o = (0ld(p, A) ¥ (2)[0)o = v(p, A) e~ ", (6.169)
<d(p,)\,00)lﬁ(.r>>0 = 0, (6170)
(¥(x) d*(p, X, —00))o = (0[¢(z) d"(p,N)[0)o = v(p, A) e?*,  (6.171)
((x) d*(p, A, —00))o = 0, (6.172)

with the remaining time-specifications vanishing.

These formulas will now be used for the calculation of scattering amplitudes.
The formulation and calculation of scattering processes in field theory will be
discussed in more detail in chapter 9, but in the tree graph approximation the
following reasoning is plausibly correct. Consider the proton-pion scattering pro-
cess (p,\) +k — (p/, N) + k’. The probability amplitude (p'\, k" out|pA, kin) for
finding the outgoing state in the incoming state can be calculated as

(PN, K out|pA, kin) = (a(K,t)Yo(p'N,t)b*(p, N\, t)a* (k,t))
(a(k', )b’ N, t')b* (p, A, t)a* (k, t)e™ )o

T , (6.173)
where t — —o0, t' — 400 and (- - )¢ denotes the free field ‘average’
dpdy)[dg] e - -
(- = 1140Vl (6.174)

Jldpdy]ldg] eio
as in (4.10). Expanding

S =1t CO e ata! G To@)0(a) a0 )o(a!) + - (6.175)

we encounter (assuming the final state to be different from the initial state, such
that the disconnected contributions leading to (p’' X |pA)(k’|k) vanish):

(a(k (PN, ) (2)Te(2)d(x) ()T (2')d(2) b (pA, t)a" (K, 1))
= [N, 00)d(2))o T ($(2)P(x))o T ()" (pA, —00))o + x — 2]
[{a(k', 00)p(x))o (¢(a")a’ (k, —00))o + 2 — 2]
+ contractions leading to loop diagrams
_ fzpm (p \ )P( )S(I x )Tu(p, /\) zpm/[efik’:v eikx’ + efik/m/ eikx]
+ 2 <> 2’ + contractions leading to loop diagrams. (6.176)

Note the condensed notation in which the summation over Dirac indices is sup-
pressed. For example, we have more explicitly

(BN, 00) () T (()1h(2))o T (/)" (PA, —00))o (6.177)
= (b(p'N', 00)ta(@))o Ly (¥ (2)v0c(a”))o Tea (Ya(a)b* (pA, —00))o,
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Figure 6.3: Tree diagrams for fermion-(pseudo)scalar scattering in the Yukawa
model; g=p+k,r=p—Fk.
with the usual summation convention for a, b, ¢, d. Substituting

d*s is(o—ay M —i7ys

and integrating over x and x’ we encounter

N —p =K +5)5 (p+hk—s5)=0"(p+k—p —K)d'(p+k—s) (6179
for the first contribution and
0=p +k+5)8'(p—k—s)=8p+k—p K)o (p—K —s), (6.180)

for the second. The x < 2’ terms give the same contribution and we find the
form

(PN, K out|p), kin) = —i(2m)*0*(p + K —p— k)T, N, K;p, \, k), (6.181)
with the result for the scattering amplitude (invariant amplitude) 7"

M—iy(p+k) M—iv(p—K)
M2 + (p+ k)Q M2 + (p _ k/)Q

T =u(p’, \')(—igl) (—igD)u(p, A), (6.182)
The two diagrams corresponding to this process are given in Fig. 6.3.
Defining
— 1
IT]2==>"|T? (6.183)
455
as the average of |T|? over initial and final spins, the differential cross section
takes the same form as for spinless particles

do 1  —=
— = 2|T? 6.184
ldQLm 6472s TP, ( )
where the factor 2 comes from the summation over final spin states. The further
calculation of |T'|? (which is a Lorentz-invariant function of the momenta) will
not be done here (similar calculations will be carried out later in QED).
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However, we like to draw the attention to the angular dependence coming
from the denominator of the second fermion propagator: since M? + (p — k')? =
—m? + 2/ M? + p? /m? + p? + 2|p|*cos 0 in the center of mass frame (6 being
the angle between p and p’), we get a backward peak at high energies, where the
masses may be neglected:

1 1

0~ . 1
W RE w0 O (0159)

Consider next antifermion-(pseudo)scalar scattering. Here (6.173) gets re-
placed by

(a(K',00)d(p' N, 00)d*(p, A, —00)a*(k, —oo)eisl)O.

(P’ N, K out|pA, kin) = S

(6.186)
To make the contractions slightly more transparant we now first put the ‘expec-

tation value’ in standard ) - - - 1) order (recall d «» 1) and df < 1)):

{a(k', 00)d(p' N, 00)d* (p, A, —00)a*(k, —o0)e™! >A0
= —{a(k,00)d*(p, \, —00)d(p, N, 00)a* (k, —o0)e™1),. (6.187)

We now encounter

(a(k', 00)d"(pA, —00)ih ()T (z)d(w) (2" ) T (2')d(a") d(p'N', 00)a” (k, —00))o

[{a(k', 00)p(x
+ (a(k', 00)p(2))o (P (x)a" (k, —00))o]]
+x 2
+ contractions leading to loop diagrams
_ 6ipx @(p’ A)F(—i)S(L :E,)Pv(p/, )\/)e—ip/az/ [e—z‘k’x ez‘kx’ + e—ik/m/ ez‘kx]

+ 2 <> 2’ + contractions leading to loop diagrams. (6.188)
The integrations over x and 2’ now produce
Sp—K +s)d*(—p +k—s5)=8p+k—p —K)é*p—K+s)  (6.189)
for the first contribution and
Sp+k+s)dt(—p -k —s)=8(p+k—p —K)d*(p+k+s), (6.190)
for the second, which leads to

M+ivp—F) M+iv(p+k)

A S b iy A VY PRI E

(—igD)v(®’, N),
(6.191)
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Figure 6.4: Tree diagrams for antifermion-(pseudo)scalar scattering; ¢ = p + k,
r=p—=Fk.

with the identification s = k& — p for the first contribution and s = —p — k for
the second. We see an overall minus sign, and v and v describe the initial state
and final state, respectively. The diagrams for this process are shown in Fig. 6.4.
Notice that the momenta ¢ and r flow in this case against the direction of the
arrow in the fermion line.

6.7 Summary

Canonical quantization of the Dirac field is not straightforward. Physical require-
ments (the existence of a ground state, locality, positivity of Hilbert space metric)
led to anticommutation relations for the field operators. These can be realized
in Hilbert space with creation and annihilation operators of the anticommuting
type, such that occupation numbers obey the Pauli principle and basis vectors
are antisymmetric under simultaneous exchange of labels. The excitations of the
ground state are particles with spin 1/2 obeying Fermi-Dirac statistics.

The Dirac field describes two distinct types of particles with the same mass
and spin. The particle states can be eigenstates of ) (which commutes with
the operator P* of total four-momentum), and those with @ = +1 ( — 1) are
conventionally called particles (antiparticles). @ itself equals the total number of
particles minus antiparticles.

A single Majorana field has only one type of particle of a given spin (and
correspondingly, no conserved @)). The concept of antiparticles does not arise
in this case, except that for zero mass ()5 is conserved and it can take the role
of () in the Dirac case. In the non-relativistic limit of a single Majorana field a
new U(1) symmetry emerges with a Noether charge corresponding to conserva-
tion of particles. Relativistically only the number of particles minus the number
of antiparticles is conserved. Non-relativistic quantum electrodynamics does not
require the existence of antiparticles, but, as we shall see in chapter 8, the rela-
tivistic formulation does predict antiparticles indeed.

The path-integral description of fermions requires the introduction of anticom-
muting ‘numbers’, which have nice properties and allow for an easy evaluation
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of the correlation functions in the free case. Perturbation theory leads again to
diagrams, here with Dirac propagators as well. A heuristic derivation of scat-
tering amplitudes shows how spin dependence is represented by the polarization
spinors.

6.8 Appendix: More on spin and statistics

We give here another reasoning that a description of spin 1/2 particles in terms
of spinor fields requires the particles to obey Fermi-Dirac statistics.

Assume a theory of free spin 1/2 particles, in which there is a vacuum state |0)
with zero energy-momentum, and one particle states |[p\) with energy-momentum
",

Pr0) =0, P*pA) = p*[pA) (6.192)
(as before P* is the energy-momentum operator and A = + is a spin index). The
conventions are such that these states are obtained by the action of standard
boosts ¢, (as in Appendix 5.5.6) on a particle state at rest,

IpA) =U(,)lpN), =0, p°=m, (6.193)

where U(/,) is the unitary operator representing ¢, in Hilbert space. The index
A = = labels the eigenvalue of the third component of angular momentum J3 in
the rest frame of the particle,

1
JalpA) = S [pN). (6.194)

Let ¢ (x) now be a Majorana spinor-field operator. In the Majorana representa-
tion for the gamma matrices this is a hermitian spinor-field

Pi(x) = (). (6.195)

By analogy to the scalar field we assume v (x) to annihilate spin 1/2 particles to
the vacuum according to

(01¢a(2)|p, X) = ualp, ) €7 (6.196)

The form of this equation is dictated by translation invariance (the factor exp(ipx))
and Lorentz invariance (the factor uy(p, A), because |p, A\) and u(p, \) are con-
structed in exactly the same way with the boost ¢,). The remaining factor (= 1)
is a normalization condition for ¥)(x). In general we may have an additional fac-

tor /Zy, which we choose to be 1 in case of no interactions. Taking the complex
conjugate of (6.196) and multiplying by by [, gives

(014 ()|, X) = 0(p, A) €*. (6.197)
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We have seen that free fields create only single particle states out of the vacuum.
If we assume this to be the case of our free spinor field as well, we can derive the
vacuum expectation value of equal time commutator or anticommutator relations
as follows. Using completeness we have

(Ol (@) P (y)|0) = Z/dwp (02 (x) P, A)(p, Al (y)|0) (6.198)
= 3 [y e ulp, N ap, ) (6.199)

= /dwp e (m — ipiy,). (6.200)

Similarly, we have
(O (y) Ya(2)[0) = ;/dwp (01 (y)p, \) (P, Alta()]0)  (6.201)
-y / dw, €70 v, (p, \) Ty(p, ) (6.202)
A

- / dw, €7V (m + ip"y,) b (6.203)

From these relations now follow the vacuum expectation values of equal time
commutators or anticommutators:

(O] [tha () Py )i¢b( ) Ya(@)]]0) 2040 (6.204)
- / dwy [P (m — ipty,) F [ POV (m 4 ipfy)lw (6.205)
- / dw, P&V [(m — ipfy) (L F 1) +ip%°(1 £ Dy (6.206)

It follows that the vacuum expectation value of the commutator [1),(z), ¥y (y)] is
given by

(O] [Wa(@), Yo ()]0} 0—yo = 2(m — VO )ap / duw, ePY), (6.207)

This does not vanish for x # y: the commutator is not ‘local’ in the sense that
it vanishes for spacelike distances. On the other hand, the vacuum expectation
value of the anticommutator is simple and local:

(O{a(@), ho(y) }0)ar—yo = 7% 0(x =), (6.208)
(O{¥a(@), Vi () }|0)somyo = S d(x — ). (6.209)

The spinor operators at different points in space evidently do not commute at
equal times: they anticommute! This then leads to the conclusion that multipar-
ticle states created by repeated application of the spinor field on the vacuum state
are antisymmetric in interchange of labels: the particles have to be fermions.

Let us list the important ingredients which went into this celebrated spin-
statistics connection:
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Hilbert space (of course with positive metric);

a vacuum state |0) and one particle states |p, \) with the expected energy
momentum eigenvalues (6.192);

translation invariance and Lorentz invariance;
- locality.

We stress here the relevance of the locality principle. Imagine constructing local
observables O(x) out of the spinor field. We want these to be local, i.e. they
should commute for spacelike separations,

[O(z),0(y)] =0, (z—y)*>0. (6.210)

The spinor fields are not local in this sense, because anticommutators are not
commutators, and apparently spinor fields are not observables. However, ‘bi-
linears’ of the type (I" is some combination of Dirac matrices)

O(z,T) = d(x)T(x), (6.211)

(and generalizations thereoff, e.g. involving derivatives), do satisfy locality. This
follows from the fact that we can express commutators of field bilinears in terms
of anticommutators of fields. The anticommutators satisfy locality, and therefore
also the commutators of the bilinears,

[O(z,T1),0(y, T2)] =0, (z—1y)*>0. (6.212)

Familiar observables like currents and the energy momentum tensor can indeed
be expressed as ‘bilinears’. Had we insisted on commutation relations for ¢ (x),
we would have had to assume a nonlocal commutator [¢,(z), ¥y (y)], as follows
from its vacuum expectation value (6.207), and we could not have satisfied the
locality principle.

6.9 Appendix: Anticommuting variables

Because fermion variables anticommute, the variation of the action can be written
in two equivalent but different ways

«—

68 = / d*z 61 (2) 5@/)575(;:) = / d'z S 5 wf(x) 6a (), (6.213)

and correspondingly we have to distinguish between left and right derivatives. To
see this in more detail let us write the Majorana action in a condensed notation,

S =— /d4:c % VT B(m 4+ ~v0) = % S WFyt (6.214)
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where Sy = —Sj,. Then

55 = S(t+6v) — S(v)
[T NS YL NN

2
1
= 5 Sk (09" ¢! 4t oy)
= Sy ot = —Spt syt (6.215)
Hence -
OGS, SO =Gy 6.216
ok = Su W——klw- (6.216)
The differentiations also behave like anticommuting variables, e.g.
iwl = 4 (6.217)
Sepk w
)
sr (W) = au =ty (6.215)

We shall always use left derivatives. Notice that 6 S/d!6yF (i.e. first 6/6¢F
and then §/59!) equals Sy.

To define integration, consider two anticommuting variable { and 7. Since
¢? = n? = 0, the most general function of ¢ and 7 has the form

f(Cm) = fo+ L€+ fan + fraln, (6.219)

with the f’s ordinary real or complex numbers. In the path integral is was crucial
to assume translation invariance of the ‘measure’, so we require the integral over
¢ to satisfy

[ s = [dc (¢ +nm). (6.220)
Suppose fio = 0. Comparing the coefficients of 1 we get
Jdc = [ dc(fi+ fom. (6.221)
from which we conclude
/dg — 0. (6.222)
The remaining term
JE3 (6.223)

needs to be given some value. The simplest choice is

/d((’ —1, (6.224)
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such that [d( f1¢ = f1. Then, if fi5 is also non-zero,

4 FCm) = i+ fuam (6.225)

Symbols like d( are also treated as anticommuting. The odd looking integra-
tion rules (6.222,6.224) are known as Berezin integration. Note that fermionic
integration is just differentiation!

Consider now a finite set of anticommuting numbers (i, k = 1,---,n. These
generate a so-called Grassmann algebra: indeed, anticommuting ‘variables’ are
nothing but generators of such an algebra. We enlarge the set by new generators
¢; and stipulate that under ‘complex conjugation’

(eCr)” = "Gy (eGr)™ = GG, (6.226)

where ¢ is a complex number. The above rule has already been used in the
discussion of the reality of the Dirac action.
We now have the interesting formula

/ dcrd¢ e "M = det M,  d(*dC = ﬁ dCrdC, (6.227)
k=1

where M is any square matrix. The derivation is straightforward. We have

[ACACGG GG = [ GGG A Gy GGG
=[G dGG - d e, GG G
€ky-kn €ly-ly, — Z(—l)w 5]9171”1 s 5/%71””. (6.228)

™

Then

* —(F * +1 " * *
[acaceimns = [acac 6 GG Mu, M,
1

n

= nl €kyorrbin €l b Mk Miy ey, = €gyotey Mgy -+ - Mg,

= det M. (6.229)

0

Using translation invariance!® we can also derive

/ d¢rdC e SMEHTHetn — ot pp M7 (6.230)

These formulas need of course modification if M does not have an inverse. How-
ever, note that the expression on the left-hand side is defined for arbitrary M

10We shall always assume a sufficiently large set of anticommuting generators to be able to
introduce ‘sources’ n,n*, etc.
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Writing an arbitray function f((,(*) as

n

(ASEDS p,iq, G Gl G Frnop it (6.231)

p,q=0 1""1*

with coefficients completely antisymmetric in permutations on the £’s or I’s, it is
easy to derive along similar lines that

Jacacr¢.¢)

Fromtom (6.232)
= [dCdcF(¢+n ¢ ), (6.233)
/ d¢dC f(AC, BCY) = det Adet B / dede (¢, ¢, (6.234)

which we may interprete as a property of the fermionic ‘measure’ under linear
transformations of variables:

d(AC +n) = (det A)'d¢,  d(BC* +n*) = (det B)~ldC*. (6.235)

Note that the effect of the matrices A and B is opposite to the bosonic case, for
which d"(A¢) = det A d"¢.

Corresponding formulas can be derived for the real case and antisymmetric
M, M = —M?T. Since the complex case can be viewed as a doubling of the real
case we get (up to a possible sign depending on the ordering in the definition of

dg)
/ d¢ e~ 3™ME — /et M, (6.236)

which is a monomial in the matrix elements M, = —M;;,. 1t is called a pfaffian.

Last, but not least, we can formulate quantum mechanics of fermions in terms
of wave functions ¢(C*) = (C|¢) representing a state |¢) and matrix elements
O, ¢) = <C1|O|C2) representing operators O in Hilbert space. This is usually
done in terms of fermionic coherent states. See for example the book by this
author, appendix C.

6.10 Problems

1. Ezxercize
Verify eq. (6.37).

2. Consistency check

In the correct quantization with anticommutators, verify the analogue of
(6.21) for antiparticle states, for Js:

S 1 —
LI =5 AN, p=(m,0) (6.237)
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(where [pA\) = d'(p, \) [0)). Assume the vacuum to be rotationally invariant,
J|0) = 0.
3. Matriz elements of currents

a. For a free Dirac field, verify the following matrix elements of the current
gt = iyt

(0l*(x)[0) = 0, (6.238)
X" (@) pA) = Wiytue® P, (6.239)
(PN (x)[pA) = —viyt’ PP (6.240)
N PN (@)[0) = aiytoe e (6.241)
(07 (@) P\, PN) = vlintu PP, (6.242)
where u = u(p, A), @’ = u(p’, \), etc.
Hint:!' convert the matrix elements to ‘path integral averages’, e.g.
WN7H@)[pA) = (b, X, 00) Da)in () b (p, A —o0)).  (6.243)

b. Using the charge conjugation matrix C' introduced in Appendix 5.5 to
relate the u’s with the v’s, verify from the explicit answers obtained above
that

(PN (@)|pA) = —(p'N|j"(2)[pA). (6.244)
c. Verify 0,j* = 0 in the above matrix elements of the current j*.
d. For the explicit expressions obtained above for the matrix elements of
7* verify that
(PNQIpA) = (P'NpA), (6.245)
etc., where Q = [ dz j%(x).
e. Gordon decomposition

Recall that for general p and v,
—i
SMV = Z[’YM”YV]. (6246)
Let u = u(p, ), @’ = u(p/, ). Verify that
2p—p)' @ Spu =2muyu+i(p+p),uu, (6.247)

and the Gordon decomposition

1
wiytu = 5 [(p+p)Ha w+ 2i(p —p'), u' S ul. (6.248)
m

HNote that this technique can also be used for other matrix elements, for example, the matrix
element (2.133) of the energy-momentum tensor of the scalar field.
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4. Commutators revisited
This problem is the analog of Problem 2.5.

Consider fermion operators ¥4 and 1/12 with the anticommutation relations

{(Va, v} =0, {¢l, 05} =0, {Ya,vh} =6z (6.249)

Let M be a matrix with c-number elements M,p, with vanishing trace,
tr M = 0, and define O(M) = M,p1bp (summation over repeated in-
dices). Verify that

[O(My), O(Mz)] = O([My, M]). (6.250)

Hint, for arbitray operators X, Y and Z we have (check) [ XY, Z] = X{Y, Z}—
{X,Z}Y, and also [XY, Z] = X[Y, Z] + [ X, Z]Y.

As an application, let A be the pair of indices (a,x) and a4 = 1,(x) a
Dirac field. Obtain the commutation relations for the angular-momentum
operators Ji = €gymJim /2, for which Map — —i€ 21050 (X — ¥ )0ap + 5 (X —
¥) (Sk)ab-

5. Fermion-(anti)fermion scattering

Derive, along the lines in sect. 6.5, the diagrams and scattering amplitudes

for the processes (p1A1) + (p2Aa) — (PIN]) + (PhA5) and (p1A1) + (p2A2) —
(PIA]) + (pyA5). Put all relevant labels in the diagrams, as in Figs. 6.3 and
6.4.

Answers for these (anti)fermion scattering amplitudes:

—
m2+ (p1 — ph)?
—

—iT(pI AL, Doy 1A, P2X2) = Uy (—igD)uy uy(—igT)uy

— uhy(—igDl)uy uy (—igDl)u
2( 9)11( g)2m2+(p1_p/2)2
(6.251)

and
—1
m? + (p1 — ph)?
—1
m? + (p1 + p2)?’
(6.252)

—iT (P N], oAy prA1, pode) = =) (—igD)ug Ua(—igD)v)

+uy (—igl) vy a(—igl)w

where ul, = u(p), ) etc.
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6. Fermion-antifermion annihilation and creation

Give the diagrams (with labels) and scattering amplitudes for the processes
(pA) + (PN) — k+ Kk and k+ k' — (pA) + (p’N). In these two problems
do not give the derivation but make sure you are able to do so.

Answers for these fermion-antifermion annihilation or creation amplitudes:

. 7 — 1N/ . . M — i’Y(p - k) .
_ZT(ka k/vp)\ap )‘/) = ’U(p ) A )<_Zgr)(_?‘) M2 + (p — k)z (—ng)u(p, >\)
ke K (6.253)
and
M —iy(p — k)

—iT(p\, PN k, k') = MMAM—WDC4MWL+@_kV(—WUU@QW

+ ke k. (6.254)
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Chapter 7

Quantized electromagnetic field

The quantization of the electromagnetic field poses special problems due to gauge
invariance. We first quantize canonically in the Coulomb gauge. The resulting
formulation is logically simple, but its lack of manifest covariance can be cum-
bersome in practical calculations. This problem is remedied by using the path
integral in transforming to a generalized covariant gauge. In the resulting for-
mulation feature unphysical ‘particles’, named ghosts, and Hilbert space has to
be extended into a vector space with indefinite metric. However, the connec-
tion with the Coulomb gauge should guarantee correct physics, whereas manifest
covariance will make the calculation of perturbative corrections in interacting
gauge-field theory a lot simpler.

7.1 Quantization in the Coulomb gauge

We rewrite the Maxwell action with external current in the form
S = / dtL, (7.1)
1
L = / d'a (= Fu P + TV A,) (7.2)
1. . .
= [ (aAmAm — Ao
1 1 1
+ §8nAmamAn — éamAnamAn + aﬁonaon
+ I Ay + " A (7.3)
There is now a complication in the canonical formalism which is typical for gauge
theories: Aq is lacking in L, so the canonical conjugate to Ag vanishes, Il =

6L/6Ay = 0. One way to deal with this is to eliminate A° itself as a dynamical
variable by choice of gauge condition. Consider the equation of motion that

163
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follows from varying the action with respect to Ay,
0=465 = / d* (9, " + J°)5 Ao. (7.4)

This is Gauss’s law, or Coulomb’s law,

05

=— = 9,F"°4+J°=_-V.E+J°
A + V-E+

0
= O (—0,A° — 9 A™) + J°. (7.5)

Now impose the Coulomb gauge condition
OmApm = 0. (7.6)

This has the effect that the time derivative drops out of (7.5), such that (7.5)
takes the form
~AA =) A=V (7.7)

Since this equation does not contain time derivatives, it is not a dynamical equa-
tion anymore, but an equation of constraint at every instant in time. With
suitable spatial boundary conditions the potential A° is completely determined
in terms of J°. For infinite space

1

A1) = [ dy
(x,1) Y ey

(v: 1), (7.8)
where we used the fact that the Coulomb potential is a Green function for the

laplacian A:
1

pp— =d(x—y). (7.9)

Hence, A° is not a dynamical variable in the Coulomb gauge.

We shall use the Coulomb gauge for the canonical formalism and continue to
write A°, for simplicity, keeping in mind that it is a given function of J°. In this
gauge we can rewrite the lagrangian in the form

1. . 1
L= [ bAmAm — S An(—A) Ay, + JmAm] _Es,  (7.10)
Eo = / &z (—%&,LAOamAO + JOAO) — / d%%JOAO. (7.11)
We used 0,,A,, = 0, AA® = —J° and made partial integrations of 9,, assuming

boundary conditions such that surface terms vanish. The quantity E¢ is the
Coulomb energy. Using (7.8) it can be written as

1
Fo=3 / &z dPy JO(x, 1) Oy, b). (7.12)

S — |
4r|x —y|
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The lagrangian is now in the form L(q, ¢) with qx(t) — A, (x,1).

Next we have to deal with the continuous nature of the index x and the con-
straint 0,, A, (x,t) = 0. This can be done by expanding the potentials into a
discrete set of basis functions f2*(x) satisfying 0,,f*(x) = 0. Let us enclose the
system in a cubic box —L/2 < z,,, < L/2 with periodic boundary conditions. For
a large enough box its finiteness and the type of boundary conditions should not
matter. Periodic boundary conditions are convenient because with it all bound-
ary terms in partial integrations vanish (the box has no boundary) and they do
not spoil translation invariance. We can use the discrete set of eigenfunctions
of the laplacian A to construct the f7(x). The real eigenfunctions of the lapla-
cian correspond to products of the standing waves cos(k;xy) cos(kaxs) cos(ksxs),
sin(kyxq) cos(kaxs) cos(ksxs), . .., sin(kyxy) sin(koxs) sin(ksxs), with &, = 27n,, /L,
nm = 0,1,2,..., and the eigenvalues are given by —A — w? = k2. Out of these
eigenfunctions the real f2'(x) can be constructed satisfying 0,, f2"(x) = 0. The
details of this are tedious and not needed in the following and we shall just record
their properties:

“AfI(x) = W), Onfi(x) =0, (7.13)
/ Ea frX) ) = g, (7.14)
YY) = PL.(xy). (7.15)

We have written these equations in general complex form, because we usually use
the plane waves that are eigenfunctions of the gradient operator 0,,, which are
complex. In the next section we shall give an explicit construction of these basis
functions. For the moment have to keep in mind that the f7'(x) are real. The
object PL (x,y) is a projector on the space of ‘transverse’ vector functions, i.e.
a projector, P? = P, or

[ @y Pixy) Py 2) = Pl (x.2), (7.16)

that is transverse, 0,,PT (x,y) = 0. It is the identity operator for transverse
vector functions (satlsfymg 8 An(x) =0),

[ @y PL.x¥)A(y) = An(x), il Od =0, (7.17)

An explicit expression for PT will be given in the next section (cf. (7.42)).
In the summation >, we exclude the ‘zero mode’ k = (0,0,0) (this would be
automatic with Dirichlet boundary conditions). This means that we exclude
here potentials A,, which are constant in space. Such potentials complicate the
(otherwise interesting) mathematics and we usually do not need them in physical
applications.
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In terms of these basis functions we can now expand the potentials in normal
modes,

AWL(th) = ZQQ(t)f(T<X)> (718)
Gall) = / & [7(x) Am(x, 1), (7.19)

and in terms of the new coordinates g, the lagrangian takes the form, for J#* = 0,

1. . 1
L= Z <§qaqa - §wiana) . (720)

This shows that the electromagnetic field is equivalent to an infinite set of har-
monic oscillators, with unit mass and frequencies w,. The canonical description
is now an obvious generalization of the case of one harmonic oscillator,

Pa = 8[//8(]'& = (o, (7.21)

1 1
H = Z (épapa + §w§qaqa) , (7.22)
(¢a:18) = Oaps  (dasq3) = (Parps) = 0, (7.23)
pa = (pa,H), Cja = (QOHH) = Pa, (724)

where (A, B) is the Poisson bracket. Evidently, the canonical conjugate to the
field A,,(x) is

(%) = (An(x), H) = An(x)
= Zpaf;n(x). (7.25)

The system is quantized by imposing canonical commutation relations be-
tween the p’s and ¢’s,

o, 5] = 10ap,  [Ga,q8) = [Pa.ps] = 0. (7.26)

The quantized electromagnetic field is now an operator in Hilbert space. The
commutation relations between the p, and ¢, imply the following relations be-
tween A, and II,,,

[An(x), Ta(y)] = 1P, (x,y), [An(x), An(y)] = [Mn(x), Ma(y)] = 0. (7.27)

For example,

[An (%), IL(y)] = D 60 ps) fIX) f5y) =iY [ (x)fa(y)*

af
= iPT (x.y). (7.28)
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7.2 Energy-momentum eigenstates

To guide our physical interpretation we shall use the energy momentum P* of the
field, which is now also an operator, and determine its eigenstates and eigenvalues.
In the Coulomb gauge Ay vanishes when J* = 0, cf. (7.8). Then (cf. (1.78))

T = %(EmEm + B By)
_ %(AmAm 4 O AnO A — A Ar), (7.29)
T = umpEmBy = — A0y Ay + A Ay, (7.30)
giving
Po= [0 [ Enmnm+ %Am(—A)Am NCE
P o= / & T = / & (—TLn 00 Ar). (7.32)

We used the Coulomb gauge condition 0,,4,, = 0 and A,, = 1I,,. Notice that
there is no operator-ordering ambiguity in P,,: we can also write 11,,, to the right of
A,,, the difference involves the derivative of the commutator, 0,,0(x—y)|x=y = 0.
Using the normal mode expansion we find

1 1
P’ = Z <§papoz + 5‘*‘)(21(]@(]04)

«

= H. (7.33)

The momentum operator is less easy to express in terms of the normal modes
because the real mode functions fJ*(x) are not eigenfunctions of 0,. Therefore
we now introduce a different set f*(x) which are eigenfunctions of the hermitian
differential operators i0,, and A, and satisfy 0,,f2*(x) = 0. They are complex
and have the form! (o — (k, \))

fin(x) = e™(k,A)e™™,  ky =np2n/L, ng, =0,+1,£2,.. ., (7.34)

These are clearly eigenfunctions of 0, and A. Recall that the n,, have to be
integers to satisfy periodic boundary conditions in a box of size L?. To satisfy
Omf™ = 0, the e™(k,\) have to be orthogonal to k (hence the terminology
‘transverse’), as illustrated in fig. 7.1,

k-e(k,\) = 0. (7.35)

For example for k = (0,0, |k|) = k|3, e(k,1) = (1,0,0) = 1, e(k,2) = (0,1,0) =

"'We use here a normalization of the Fourier modes that treats the volume-factors L3 differ-
ently from the scalar and fermion cases (for no good reason).
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e(k,1) e(k,3) = k/|K|

ek,2)

Figure 7.1: Real transverse polarization vectors e(k, 1) and e(k, 2), and the lon-
gitudinal unit vector e(k, 3).

2. In general the e(k, \) may be obtained from this by a rotation, a standard
rotation that takes (0,0, |k|) into k. Another set, which is also well-known from
classical electrodynamics, consists of the right- and left-handed polarization vec-
tors

e(k, +) = ﬂp%[e(k, 1) + ie(k, 2). (7.36)

The polarization vectors satisfy
em(k, N en(k, ) = da, (7.37)
. K kn
> em(k, Nen(k, N = <5mn — ?> = PT (k). (7.38)

A

The basis functions are orthogonal and complete in the sense (7.15), with

a — (k) (7.39)
5040/ - 5)\)\’ L35k,k’a (740)
1
Pg:n (X’ y) = ﬁ Z 6_ka+lky <5mn - K2 ) 5. (742)
k

where the zero mode k = 0 is absent again.
We now expand the A,, and I, in terms of these basis functions as follows,

1 1 ; —ikx _m *
An(x) = ﬁkZA%[e’kxem(k,)\)a(k,/\)+e kcem(k, \)*al(k, )],  (7.43)

1 1 . ikx _m . —tkx _m *
I, (x) = ﬁkz;@[—m%k e™(k, Na(k, \) + ikPe ™ ™ (k, \)*a' (k, \)],

K° = |K| (7.44)
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and the factor 1/2k° anticipates covariant normalization. The form of (7.43) is
guided by the harmonic oscillator forms,

1

oo = 2— \% 2wa (a'a + aj)z)’ (745)
wa
1

Pa = 5— V2w (—iwa g + iwaal). (7.46)
We

The relations (7.43) define a(k, \) and a'(k, \), and may be inverted as follows.
We write

i) = 3 em(k, Na(k, \), (7.47)
a&A):ehhM%Mm. (7.48)

Then
/ B e ™A, (x) = %W[am(k)mjn(—k)], (7.49)
[dre o, = %[—mm(k)+iafn(—k)], (7.50)

siving
am(k) = / B e X [KO A, (%) + i1 (x)], (7.51)
al (k) = / B e XK A, (x) — iTL, (x)]. (7.52)

The commutation relations between a,,(k) and a! (k) can now be calculated from
(7.27) to be

[am(k),al (D] = Pp, (k) 2k°L*éy,
(am(k), an (D] = [a],(k), al ()] = 0. (7.53)
For example,
lam(),al(D] = [ dhdy e K04, (0) + T (%), A (y) = T(y)]

— (K41 /d?’xdgy ety pT (3 )

= (K +O)PLQ) [yt

= 2K°PL (k) L35y, (7.54)
It follows that

[a(k, )\),CLT(k,, )\,)] = 2]{30L35k7k/5>\7)\/, (755)
la(k, ), a(l,\N)] = [a'(k,\),a'(1,N)] =0. (7.56)
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Hence, the new a and a' satisfy the commutation relations of creation and anni-
hilation operators of an infinite set of harmonic oscillators labelled by (k, \).

Expressing the hamiltonian (7.31) and momentum operator (7.32) in terms
of the creation and annihilation operators we find (cf. Problem 1)

1 1

0 = t 0

PP = a2 g (e Nalle VS + B, (7.57)
1 1

P, = =Y ——a'(k,Na(k,\)k ,

m L3§2k0a( , Aa(k, Nk, (7.58)

1

Ey = Y Sk (7.59)

k,)\2

By analogy to the ordinary harmonic oscillator we recognize the number operator
a'(k, N)a(k, \) for each mode (k, \). The ground state (state with lowest energy)
is the no-quantum state |0) defined by

a(k, \)[0) =0, (7.60)
with
P°|0) = Ey|0), P|0)=0. (7.61)
The excited states are given by
kA = af(kA)]0), (7.62)
|]{Z1)\1, ]{ZQ)\2> = CLT<k1, )\1)CI,T<k2, )\2)‘O>, (763)
‘kl)\la ]{ZQ)\Q, ]{Zg)\3> = CLT<k1, )\1)CLT<k2, )\Q)CLT(kg, )\3)|0>, (764)
etc., with

The four-momenta k* correspond to zero mass, k*k, = 0. The excited states
are the photons, which are massless particles. The symmetry of the basis vectors
|k1A1 - - - kpA,) under interchange of labels ((k;\;) < (k;\;) has the consequence
that photons follow Bose-Einstein statistics.

In the infinite volume limit the ground state represents the vacuum. In this
limit the wave vectors become practically continuous, in the sense that for a
continuous function F(k),

=Y (k) — / 5 ) (7.66)

Furthermore, in the sense of generalized functions

L361 — (2m)35(k — 1). (7.67)
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Hence
(k, /\|k:’, )\') — 2k:0(27r)35(k — k’)é)\w, (7.68)

and the energy density of the ground state takes the form

Ey k1

— — (K°)? 7.69

L3_>;/(27r)32/<;0( A (7.69)
where we recognize again the Lorentz invariant volume element.

Bk 1
dwp = ——= —, k°= K| 7.70
The energy density is twice (3., = 2) that of a massless scalar field. We shall
absorb it in a renormalization of the cosmological constant such that

Ey =0, (7.71)

similar to the discussion for the scalar field in sect. 2.3.

7.3 Lorentz invariance

The quantization in Coulomb gauge is straightforward, but not manifestly Lorentz
covariant. One might expect covariance to be manifest in a covariant gauge like
the Lorentz gauge 9, A" = 0, but quantization is not so easy in this gauge. Later
we will make contact with the Lorentz gauge via the path integral. However, the
theory in Coulomb gauge should still be Lorentz invariant, because after quanti-
zation the generators of Lorentz transformation J* exist as operators and they
provide a representation of the Lorentz group in Hilbert space, in the usual form
U = exp(3iw, J").

Let us take a closer look at this. The Noether form of the energy-momentum
tensor turns out to be

Tl#(?ether - FMPaOéAp + 77#0457 (772)

which is not symmetric and also not gauge invariant. This tensor can be improved
by adding the current
jH = —F"9,A%, (7.73)

which is ‘chargeless’ when the free Maxwell equations are satisfied,
/ e L / dr 9, A = / &1 (9,F") A* = 0, (7.74)

and conserved

8”“]-“& — a“F,up 8pA0£ + Fﬂp 8u8p14a — 0 (775)
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The improved tensor

TH = T o + 7 = FPPFS 4 e (7.76)

oether

is gauge invariant, symmetric, conserved, with the same ‘charges’ P” as the
Noether charges. It is the one entering in Einstein’s equations. Because it is
symmetric, the currents

JreB — goqub _ gfme (7.77)

are also conserved, 9,.J**% = 0, and we take it for granted that they are satisfac-
tory generalized angular momentum currents of conserved Lorentz generators

Jos — / &z JOB. (7.78)

For example, in Coulomb gauge the angular momenta of the free field (for which
Ay = 0) take the canonical form

1
Jk = aeklmt]lm = /dgl‘ (—Z'H,») [—ieklml‘lam(;m + (Sk)rs] AS, (779)

with S}, the spin matrices in the vector representation,?

(Sk)im = —i€rim (7.80)

Rotations of the operator fields are generated by taking the commutator [A,, Ji].
With the transverse projector P7 in the commutation relations, this commutator
takes the form

(A (x), Jk] = /dgfﬂ/ Pr(%,X) [—iermxi 0,005 + (Sk)ps] As(x'), (7.81)
= [—i€mTi10m0rs + (Sk)rs] As(X) + gauge transf., (7.82)

where the gauge transformation, i.e. a term of the form 0,w, comes from the 0,
term in PL,:
1

PT/ ! = Opp! —x r //7.
(X, x") = 0, 0(x X)+aa47r|x—x’\

T

(7.83)

This gauge transformation takes care that A stays in the Coulomb gauge. In fact,
for rotations it does not contribute (make a partial integration for d.,), because
V - A = 0 is a rotationally invariant equation. However, in general one finds
that under Lorentz transformations A* transforms like a four-vector field, up to
a gauge transformation that keeps it in Coulomb gauge:

UT(0)A*(2)U(0) = " A" (0 z) + 0w(z), (7.84)
with w such that such that V- A(xz) =0, A%(x) = 0.

2With S,z in the defining representation (1.52) of the Lorentz group, Si = %ekabSab.
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7.4 Photons
We have seen that the mass of the photon is zero,
PPk, N) = (k* — kg) |k, \) = 0. (7.85)

We shall now determine its possible helicities. The helicity is defined as the
eigenvalue of the angular momentum operator J in the direction of motion,

R A k
k-Jlk,\) =Xk, X)), k= |k\ (7.86)
To determine the helicities we use

so we first have to calculate the above commutator. The calculation of a(k, A) in
terms of A; and II; is conveniently summarized by the pair of equations

A = 3 / doy [alk, \) e,k A) € + al(k, N) x(k, A) e ], (7.88)
A
a(k,\) = / B e~ o (k, \) (i 8 —i o) Ar (), (7.89)

which is valid for the free Maxwell field (kz = kx — k°2° = kx — |k|z°). We then
have using (7.82),

la(k, \), Ji] = / B e ¢ (K, N) [—itmn@mOndns + (St)rs] (i 8o —i o) Ay(z).
(7.90)
Making a partial integration the orbital part of the angular momentum operator,
— 1€ TmOn — €mnTmky. This is transverse to k, so in k-J= k;lJl this term does
not contribute. Thus we have

la(k, \), k / & e~ (7 8y —i D) €k, A) Fa(St)s Ay (), (7.91)
and conjugating this expression,
k-3, at(k, V)] / & e (i Ay —i 80) Ap(x) k- Srs ea(k, N). (7.92)

The problem is reduced to calculating the action of the spin matrix S on the polar-
ization vectors e(k, A). Recall that in the vector representation the spin matrices
S1, So and Sj are represented by (S))mn = —1€pmn, Which satisfy [Sk, S;| = i€xmSm
and S? = s(s + 1) = 1(1 + 1) = 2. The right and left handed polarization vec-
tors (7.36) were constructed such that they are eigenvectors of S3 for the special
momentum k = k|3 (in which case e,,(k,5) = dpm;, 7 = 1,2, 3):
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with the usual phase relations (k = |k|3)

(S1 +i99)mnen(k, =) = V2en(k,0), en(k,0)=en(k,3),
(S1 4 iS2)mmen(k,0) = V2e,(k,+), (7.94)

where e,(k,0) is the eigenvector of S3 with eigenvalue 0. For general k the
polarization vectors may be defined by some standard rotation taking 3 into k.
This does not affect the eigenvalues of the rotation invariant combination kS, so
finally:

k- Spmnen(k, £) = en(k,£) = k- J |k, £) = |k, £), (7.95)

where we used (7.87), (7.92) and the conjugate of (7.89). The eigenvector e(k, 3) o
k of kS with eigenvalue 0 does not occur among the polarization vectors.

So the photons have helicity £1, and there is no helicity-zero state, as might
be expected from the vector representation in which the eigenvalues of Ss are
+1, 0, —1. The helicity zero polarization vector would be the longitudinal mode
e(k, 3) o< k, which is equivalent to a gauge transformation and therefore unphys-
ical. It was eliminated by the Coulomb gauge condition.

In general, massless particles have only two independent spin-states. This can
be understood directly from the representation theory of the Poincaré group, see
e.g. Weinberg I, Ryder. Under a general Lorentz transformation one finds that
the polarization vectors

e(k,\) = (0,e(k, \), k° = [k, (7.96)
transform covariantly up to a gauge transformation

04 e (k,A) = Cua(l, k)e"(Ck, X') + terms oc k*, (7.97)
)\/

and correspondingly® for the states in Hilbert space:

UO)kA) = 3 Cua (£, k)N (7.98)

The states are gauge invariant, a(k, \) is gauge invariant. The matrix Cy) o< dyy
in case of the helicity polarization vectors: for massless particles the helicity is
Lorentz invariant. This is not true for massive particles, for example, massive
spin-1 particles. Loosely speaking, a massive particle has a rest frame, therefore
we can make a special Lorentz transformation along its momentum vector k
to bring it first to rest, and then boost it again in direction —k, e.g. giving it
momentum —k. This transformation does not affect the transverse polarization

3This correspondence is also true for the spin 1/2 case, where the transformation prop-
erty of the spinor L(€) u(p,A) = >, Cxa(¢, p)u(fp, N'), implies for the state in Hilbert space
U) p, A) = >, Caa(p, N)|€p, N') (as follows from the expansion of ¥(x) in terms of creation
and annihilation operators).
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vectors, hence also not the eigenvalue of ki S, but since the momentum flips sign,
so does the helicity.

In conclusion, in Coulomb gauge the quantized Maxwell field has a sound
physical interpretation. Furthermore, local observables satisfy locality, see Ap-
pendix 7.9). For perturbative calculations this gauge is however rather awkward,
and we shall transform to a manifestly covariant formalism using the path inte-
gral, to be introduced next.

7.5 Path integral for the Maxwell field

It is straightforward to write down a path integral representation for the elec-
tromagnetic field in the oscillator representation (7.20). However, we shall start
afresh and make the Ansatz

Z1J] = (00010, —00)[J] £ [[aa] ettt [ e, (7.99)

where S[A] is the free Maxwell action and the boundary conditions are taken to
be A*(x) =0 at 2° = +oo, similar to the case of the scalar field. We have put a
question mark above the equality sign because it is not clear at this stage if the
above formula makes sense. In fact, if we assume the measure [dA] to be formally
given by o
/ [dA] = / T]dA(x). (7.100)
 Tu

it does not make sense. The reason is that the above implies for each A,, also
integration over all gauge transforms A, + 0,w, for which the integrand of the
path integral does not vary because of its gauge invariance. So we expect an
infinity of the form [], [°%, dw(z). We assume in this argument that the external
current J* is conserved such that [ d*z .J,A" is gauge invariant.

To see the problem in another way, suppose we want to separate the J depen-
dence in the usual way by ‘completing the square’ in the exponent and making a
change of variables,

A'(@) = AM(2) + [ dy G () (), (7.101)
such that
Z[‘]] . 1 4 4 v v
—— = expli= /d xd'y J,(x)G" (x,y)J" (y)]. (7.102)
Z0] 2
Here G*(x,y) is supposed to be a Green function of the differential operator
K = =00, + 0,0, (7.103)

which enters in the action as (making partial integrations)

1
S = / Ao 5 AP K A, (7.104)
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such that
(=821 + 0,0,) / dYy G*?(x,y) J,(y) = J,(2). (7.105)

However, without gauge fixing such a Green function does not exist! The dif-
ferential operator K, has an infinite number of zero modes, i.e. eigenfunctions
with zero eigenvalue. These are the ‘pure-gauge’ configurations

Al = 0w, K, AL =0, (7.106)

where w is arbitrary. This is infinitely more general than the usual zero modes
that can be formed from plane wave solutions o exp(ikz), k* = 0, and which are
dealt with by the ie prescription , e.g. for the Green function of —9? (propagator
of a massless scalar field), G(k) = 1/(k? — i¢).

So we have? to fix the gauge in the path integral (7.99). One way to do this
is the Faddeev—Popov procedure, which also generalizes also to nonabelian gauge
field theories. We shall begin with the Coulomb gauge. Consider the functional
A¢|[A] defined by

1 = AclA] /[dw] SV A%, AY = A, + 0. (7.107)

Here 6[VA] is a delta functional enforcing the Coulomb gauge, formally given by

The functional Ax[A] is gauge invariant,
AclA=] = AclA], (7.109)

which follows easily by shifting the dummy integration variable w — w — w; in
(7.107). Explicitly we have’

1
AclA]

= /[dw] SV A+ Vi) = ﬁ, (7.110)

A way to see this is by making the transformation of variables w’ = V3w, [dw] =
[dw']/| det[V?]|. The argument of the delta functions §(V?w + VA) is assumed
to vanish only once, which is correct because the solution w = (=V?)7!V - A is
unique, barring zero modes of the laplacian.

4There exist lattice regularizations which do not require gauge fixing and which are currently
used in solving gauge theories like QCD nonperturbatively by numerical simulation. However,
for the usual perturbation expansion gauge fixing is necessary.

5As mentioned earlier we exclude zero-momentum modes, so —V26(*) (z — ') is a positive
‘matrix’.
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gauge orbits

hypersurface satisfying gauge condition

Figure 7.2: Gauge fixing in the path integral. Shown is the space of all gauge
field configurations. The directed lines indicate orbits of gauge transformations.
Each orbit is supposed to cross the hypersurface of functions satisfying V-A =0
only once.

So Ac[A] is just a constant, det[—V?]. We shall keep it in full glory to better
present the following reasoning. Inserting the identity (7.107) into the integrand
of the Ansatz (7.99) we get

AT / [dA] [dw] 6]V - A¥] Ag[A] &Sl [ 74 (7.111)
= / [dA™] [dw] 6]V - A] Ac[A™*] eSA™ 1+ [ 747 (7.112)
- / ldw] / [dA] 8]V - A] Ac[A] &Sl [ 74 (7.113)

In the second line we made the change of variables A — A™ and in the third
line we use the gauge invariance of S, [ JA, A¢ and [dA]. The factor [[dw] in
front in (7.113) is the divergence anticipated earlier, whereas the remaining path
integral over A looks sound. The infinite [[dw] is the volume of the gauge group,
a constant, which we drop. So the corrected Ansatz is now

Z[J] = / [dA] 5[V - A] Ag /S [ diama, (7.114)

Fig. 7.2 illustrates what we have done.

We shall now perform the path integral successively over A° and A. Be-
cause we now only integrate over gauge potentials satisfying the Coulomb gauge
condition we can use the form (7.10,7.11) of the action:

1
S—_ / d'a 5 [AOVPA" + A3 = V) A (7.115)

The integral over A° gives the factor
0(z° — y°)

exp l—z% /d4:p d*y J°(z) pr— Jo(y)] = exp [—i/dt EC(t)] ,  (7.116)

where E¢ is the Coulomb energy. Since it is a term in the total hamiltonian, we
expect indeed a factor exp[—i [ dt E¢] to be present in the matrix element Z[J] =



178 CHAPTER 7. QUANTIZED ELECTROMAGNETIC FIELD

(0, 00|0, —00)[J] of the evolution operator U(oco, —oc0) = T exp|—i [ dt H(t)]. The
integral over A gives

1
exp {§/d4x dy Je(2)GE (z,y) Ji(y)] (7.117)
with G’g the Coulomb-gauge propagator given by
d*k PT(k)
¢ =i e 11
GC(:E7y) / (27T>4 € k2 o ]{](2] - Zf (7 8)

There is the usual k? — ie in the denominator. The transverse projector appears
because we only integrate over transverse A. The answer cannot depend on
the longitudinal part of J. Defining a complete Coulomb-gauge Green function
G% (z,y) by supplying the other p, v combinations as

5(x® —4°) d*k o —1
Ge (z,y) pr— / 2 € R (7.119)
Ge(z,y) = G&(z,y) =0, (7.120)

we can summarize the result so far as
1
Z[J] = Z[0] exp {25 /d4x d*y J. ()G (2, y) Jy(y)} : (7.121)

On the other hand, making the connection with vacuum expectation values
of time ordered products of field operators, we should have

Z[J] (0,000, —00)[J] _ i [dtEc(®) <0|T6ifd4xJA|O>_ (7.122)

As a check we can compare the coefficients quadratic in J with the results ob-
tained by canonical quantization. One finds that (Problem 3)

(01T Ax(2) Ai(y)|0) = —iGE (2, y), (7.123)

indeed. The Faddeev—Popov method has given the same result as canonical
quantization. In this check we have to relax the condition d,J" = 0, otherwise
we cannot compare coefficients of arbitrary J’s. This means that we define Z|[J]
for arbitrary J by (7.114).

We shall now show that in the physical case in which external current is
conserved, the amplitude ratio Z[.J]/Z[0] is Lorentz invariant, despite its nonco-
variant looks. The Coulomb gauge propagator can be written in the form

y Ak y
Ne' (k)
v — c
G (k) = 2 (7.125)

ktEY + (kn)(kHn” + ntkY)
k? 4+ (kn)?

NE (k) = o ., nt =0y (7.126)
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We see that
NE (k) =" + terms o k*) oc k¥ and k*k”. (7.127)

Using k*.J, (k) = 0 (J,(k) is the Fourier transform of J,(z)), it follows that

/ 'z dy J,(2)GY (2, y) J(y) = / %ju(k)*(}é”(k) T (k) (7.128)

-/ Ph 5 o T, (7.129)

which is Lorentz invariant.

7.6 Generalized covariant gauge

Although the Coulomb gauge leads to Lorentz invariant results for gauge-invariant
quantities, it is very awkward in calculations in higher orders of perturbation the-
ory. We shall therefore make a transformation of variables in the path integral
such that we get manifestly covariant expressions.

We start with the gauge-invariant quantity A[A] defined by

1= AlA] / [dw] 'SulA°], (7.130)
where Sg¢[A] is a ‘gauge fixing’ action given by
1 4 2
Serld] = ~5¢ / d*z (9" A,)2. (7.131)

Here ¢ is a so-called gauge parameter. Rewriting the above expression in the
form

ﬁ _ /[dX] o—ine [ diax? /[dw] J[" A% — y] (7.132)

we see that here we are not really fixing the gauge but taking an ‘average’ over co-
variant gauge conditions O* A, = x, with ‘weight’ exp {—12—15 [d*z XQ}. Evaluating
the integral over w in the second form (7.132) we get

1

= Ta—F (7.133)

/ [dw] 8[0" A, + Pw — y]
which is independent of x. So we find

A[A] = | det[—8?]] { / [dy] e J 4'ox? o (7.134)
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which is also a constant independent of A, like Ac. Inserting the identity (7.130)
into the integrand of the path integral for Z[J] and making a transformation of
variables A — A~ gives

2] = [[4A][de] 5[V - A Ap A&SUFSAAIT 1A (7135)
= / [dA] [dw] 5[V - A™] Ag A ¢SIAMFiSeldlti [ /A (7.136)

— /[dA] AeiS[A]+ngf[A}+ifJA. (7137)

We used the gauge invariance of [dA], Ac, A, S and [ JA, as well as (7.107).
The action plus gauge-fixing term can be written as

1 1
S+ ng = —/d4$ 5"4“ <—82?7m, + 8#&/ - Eau&J) AY. (7138)

The differential operator in parenthesis has a Green function (for £ # o00), which
we shall denote by D*:

DM (z,y) = / @k k@Y prv () (7.139)
) (27]')4 Y
1
8L = (k%ﬂ”—kﬂkyjugk“ky) D"*(k), (7.140)
krkv\ 1 ket ke
D(k) = [n™ — — : 7.141
® = (-5 ) g e (7.141)

This is easy to check with the help of four-dimensional transverse and longitudinal
projectors

y L kMR y krEY
Pri(k) =" = =5 Pr"(k) = =5, (7.142)
with the properties
P}=Pr, P}!=P,, PrP,=0, Pr+P =1 (7.143)
For £ =1 we get the ‘Feynman gauge’ propagator
n*
D (k) = (7.144)

~

which is very convenient for calculations, whereas for ¢ — 0 we get the ‘Landau
gauge’ (or ‘Lorentz gauge’) propagator

B k:“k:”) 1

Df”(k);(nw o | = (7.145)
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We shall assume the ze prescription
k* — k* — e (7.146)

in the denominators of D*(k). It amounts to adding the term —e [ d*x 1, A*A”
in the exponent of the integrand in the path integral. Since 799 = —1, the
AYA° term has a positive sign, which is wrong for improving convergence in
the path integral (recall the motivation for introducing e at the end of sect.
3.3). For convergence reasons we could change the sign of € in this A°A° term,
but this would to spoil manifest covariance. Within perturbation theory the
prescription (7.146) leads to satisfactory results. Nonperturbatively, the lattice
regularization has been used mostly within the imaginary time formulation (where
APAY — —A4A,), and sometimes in real time in the Coulomb gauge, where the
AZ problem does not arise.

7.7 Ghosts

The equivalence between the Coulomb gauge and covariant gauges holds for
gauge-invariant quantities, and accordingly we assumed the current J* to be
conserved. Still, having arrived at a manifestly covariant formalism we can relax
the condition 9,J" = 0 and study the correlation functions (A, (x)A,(y) ---) ob-
tained by differentiating with respect to J* and setting J* = 0 afterwards. These
correlation functions are not themselves gauge invariant, but we they can be used
to construct gauge invariant observables.

We can now ask the question: is there a representation in terms of operators

Au(x) such that
(A (@) Au(y) ) = (01T A (@) A, (y) -+ 10)? (7.147)

The answer is yes, but the operators act in an extended space with indefinite
metric (hence, not a Hilbert space). Consider the case £ = 1, for which, after
some partial integrations,

_ 1
S+85 =— / d'z 0”7 0,4,0" Ag. (7.148)

This looks just like the action of four massless scalar fields, except that the
contribution +% [ d*x 8, Ap0" Ay has the wrong sign. For a discussion of canonical
quantization with such an action see, e.g. Itzykson and Zuber. Here we shall cut
the discussion short by appealing to the following plausible outcome.

If we want to reproduce the correlator

(0|T A% (2) A¥ (y)[0) = —i D™ (z,y) = / duy, €F@V) v 20 500 (7.140)
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by inserting intermediate states,

/ dug €M = (0| A () A¥ (y)]0) = 3 / dwy, (O] A¥ () [kA) (RAJA” (9)]0),
A
(7.150)
we find that in
(0| A" (2)|kA) = et (k,A) e, X =0,1,2,3, (7.151)

we have to allow for states with polarization A = 0 and 3. This is needed to
reproduce the polarization sum

3
—et(k,0)e” (k,0)" + Y e (k,\) e’ (k, \)* =nH. (7.152)
A=1

Notice that we have used a minus sign in front of the A = 0 term in (7.152).
Without this sign the left-hand side would constitute a positive-definite matrix,
in contradiction with the indefinite 7" on the right hand side. An explicit real-
ization of the e#(k, \) is given by

e“(k,\) = (0,e(k,\), A=1,2, (7.153)
e(k,3) = (0,k), (7.154)
e'(k,0) = (1,0). (7.155)

The sum over intermediate states in the right of (7.150) has to be re-written as

3
[ den 30 (014 @)l )Gk, ALA ()]0). (7.156)
A—=0
Together with (7.151), (k)\|/i“($)|0> = (O|A“(:E)|k/\)* and (7.152), this reproduces

the expression on the left of (7.150). The minus sign in the decomposition of unity

1

10)(0] +/dwk <—|k,0>(k,0| +§ Ik, /\)(kz,)\|> T (7.157)

reflects an indefinite metric in ‘ket space’ (it should not be called Hilbert space
as this has positive metric),

(k, MK XY = maw 2k (27?)35(k - k), (7.158)
such that R
1|k, Ay = |k, \) (7.159)

(with 1 given by (7.157)), also for A = 0.
The extra particle-like degrees of freedom with A = 0 and 3 are called re-
spectively ‘timelike’ and ‘longitudinal photons’. These unphysical ‘particles’ are
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called ghosts. The timelike photon states have negative norm. Further analysis
reveals that their contributions to gauge-invariant quantities cancel against the
longitudinal photons, and only the physical photons corresponding to A = 1,2
remain. The physical-photon states are have positive norm, as needed for the
probability interpretation of quantum mechanics. The physical Hilbert space is
a subspace of a ‘ket space’ that has indefinite metric.

There are also other ghosts, named after Faddeev and Popov. They corre-
spond to the determinant in A[A] = |det[—0?%]|. We may ignore the absolute
value symbols, since A is just an A-independent constant that cannot change
sign. Using fermionic integration this determinant can be written (up to a fac-
tor) as

det[—8?] = / [dgrdg] et ] dwone one. (7.160)

which reveals that these ghosts are scalar fermions! For the electromagnetic field
A does not depend on A and the Faddeev—Popov ghosts do not interact. But in
nonabelian gauge theories A[A] does depend on A and these ghosts have to be
explicitly taken into account. However, even in the electromagnetic case we have
to keep them in mind when calculating the partition function Z in the imaginary-
time formalism. The Faddeev—Popov determinant A does contribute to Z and
compensates, for example, for the unphysical contribution of the longitudinal and
timelike photons to the specific heat.

We shall not use the operator language for gauge theories in covariant gauges.
Transition amplitudes (out|in) and matrix elements of operators will be obtained
directly from the covariant correlation functions. For the free electromagnetic
field these are given by the ‘Wick formula’

(Aul(xl)Am ($2) .. -A“”(xn)) _ (—i)"/2 DHLk2 ($1, xg) .. 'D“"*”‘"(xn_l, $n)
+ permutations. (7.161)

To get amplitudes out of these we define the creation and annihilation ‘symbols’
a(k, A, 2%) = AD (kA 20) = / Pz ek ¢ (I, \) (i 9 —i Op) A(x),

alk,\, 2% =A (kN 2° /d?’:p At (x) (i 50 —1 50) eu(k, ) €™ (7.162)

where k° = |k|, A = 1,2, or A = +. These are gauge invariant because they are
constructed out of the physmal polarization vectors which satify®

ke k,\)=0, k' =]k, A=1,2,0or A=, (7.163)

SIn fact, k could be arbitrary here (not necessarily ‘on shell’ k? = 0). This would do some
violence to the notation because originally the k in e*(k, \) was supposed to satisfy £ = |k|.
But the explicit form e*(k, A) = (0,e(k, A)) (which really depends only on k/|k|) shows that
the extension to arbitrary k is possible. However, for A(*)(k, \,2°) we only need k° = |k|.
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So we can interpret correlation functions of them (possibly with other gauge
invariant quantities) as being expectation values of operators in Coulomb gauge.
However, being gauge invariant they can be directly used in a covariant gauge.
A simple example in the free theory is (cf. Problem 4)

(a(k,\,2°) a*(K', N, 2°)) = /d?’:v &Pz’ e e (k) (i B —i 50) (A*(z)AY ("))

(i 9, —i ) e, (', X) e*'™ (7.164)
= 2k°(27m)%0(k — K) Ony, 20 > 2,
= (EAKN).

The answer is independent of the gauge parameter £, at it should be.

7.8 Summary

The gauge invariance of the Maxwell action leads to complications with canonical
quantization, which can be solved by choosing the Coulomb gauge. In this gauge
the time component Ag of the gauge field is not a dynamical variable and one
more degree of freedom is ‘lost’ by the vector potential satisfying the condition
V- A = 0. The resulting interpretation for the quantized free Maxwell field leads
to photons: massless ‘spin-one’ particles with only two spin polarization degrees
of freedom. The formulation is not manifestly Lorentz covariant, but Lorentz
invariance is guaranteed by the existence of the unitary representation U(¢) in
Hilbert space, with conserved Noether generators J*.

Path-integral quantization is also complicated by gauge invariance, which is
taken care of with the Faddeev—Popov method. Choosing the Coulomb gauge,
the path integral is found to produce the same correlation functions as found
with the canonical operator formalism.

The Faddeev—Popov method allows for a very convenient transformation from
the non-covariant Coulomb gauge to a manifestly covariant gauge. A correspond-
ing operator description is possible, at the expense of introducing ghosts, unphys-
ical particles, and a space of state vectors with indefinite (positive and negative)
metric of which the physical Hilbert space is a subspace. The equivalence to the
Coulomb gauge with its (positive metric) Hilbert space guarantees that physical
probability is still conserved.

7.9 Appendix: Locality in the Coulomb gauge
We started from an action S which has nice invariance properties and is local:

it has the form S = [ d*z L(z) where L(z) is a Lorentz scalar which depends on
the fields at x and in the immediate neighborhood of x (through the derivatives).
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This leads to covariant and local classical equations of motion. No signals can
travel faster than the velocity of light. Upon quantization in the Coulomb gauge
we have ended up with non-Lorentz and nongauge invariant expressions which
furthermore look terribly nonlocal: the projector

1

T J— — J— - @@ @ @
Pmn(X Y) 5mn5(X Y) + 8man 47T|X _ y|

(7.165)

drops off only like a power of |x — y| for large separations.

An important expression of locality and Lorentz invariance is the following.
Two observables Oy 5 associated with compact spacetime regions R; 5 (‘local ob-
servables’) commute, when all points z; € R; are spacelike to all points x5 € Rs.
In the standard lore of quantum mechanics observables correspond to measure-
ments, and measurements in spacelike separated regions should not be able to
influence each other. Observables have to be gauge invariant. An example is
given by the field strength F),, (x). Locality is expressed by

[Fa (@), Fyu(y)] = 0, (2 —y)? > 0. (7.166)
This is indeed the case as will now be shown for the case of vanishing external
current.

Using the expansion

Arx ) =Y / dewr [ et (k, Na(k, \) + h.c] (7.167)

(recall that in Coulomb gauge e#(k, \) has no time component and A is restricted
to the values 1,2), gives

(A (2), A7(y)) = [ d (M9 — &) P ), (7.168)

where (recall n* = 0,,0)

PE(k) = Y et (k, \)e* (k, \)*

_ K'E" 4 (kn)(K'n” + n'k")
(kn)?

= N&'(k), K =0. (7.170)

= g (7.169)

Working out the derivatives in F},, = 9,4, — 0,A, we get

[F(2), ()] = [ dun {0k P (k) — kR P ()
— KRV PY (k) + KRV PE (k)] — (k — —k)}. (7.171)
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Now the operation of the curl in F** projects to zero any 4D longitudinal part
o kN in P2, such that only the n part of P2” contributes. In position space
we can then write

[FH)\(I’), F;w (y)] = (8N8u77>\u - 8)\aunfw
— 0:0uMru + O\OuMep) 1A (T — ), (7.172)
Alw—y) =i / duwy, (e — emhRlmu)), (7.173)

The (generalized) function A(z) (which we have met before in the scalar field
case) has the following properties:

- A(z) is Lorentz invariant, A({z) = A(x),
- A(z) =0 for 2° =0, x # 0.

Since © = (x,0) is spacelike and A(z) is Lorentz invariant it follows that it
vanishes for general spacelike distances,

Az —y)=0, (z—y)*>0. (7.174)

(It is also interesting to note that A(xz) is the solution of 9*A(z) = 0 with initial
conditions A(z) = 0, dA(z) = §(x) at z° = 0.)

Consequently the field strengths and all local observables that can be made
out of these have the locality property (7.166).

7.10 Problems

1. Ezpressing P* in terms of a’s and a'’s.

To obtain the expressions (7.57) for the hamiltonian, we insert (7.43) into
(7.31), using (7.47):

1 1 1
H = — /d3 -
VQ%:ZLICOZO 751

(—ike™ a,, (k) + ik%e™™* a,, (k)" (—=il"e™ a,, (1) + il’c~™ a,,(1)T)
+ (™ a, (k) 4+ e % a,, (k)1 12 (e™ a,, (1) + e ™ a,,(1)T)]. (7.175)

The integration sets 1 = £k and the aa and a'a’ terms cancel (k° = |Kk|),
leaving

H - % 3 2—;0 0 % (am (K)am ()T + am(K)Tan (k)] (7.176)
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We can now convert to a(k, ) or use the commutation relation (7.53) di-
rectly with 3°,, PT (k) =2 =3, to put a' to the left of a,

U (K) i (K)T =t (K) T (k) + 2k°V ; . (7.177)

This gives (7.31) after converting to a(k, A). This calculation of the hamil-
tonian is basically the same as for the one dimensional harmonic oscillator.
The calculation of the momentum operator (7.32) proceeds in similar fash-
ion,

1 1
P = —— /3
VQ%:M{:OZO o

(—ik%e™ a,, (k) + ik%e™™* a,, (K)") il (e™ a,, (1) — e ™ a,,(1)1]
1 11
e ; 2%0 ék [ (k)an(—k) + arn(k)Tam(_k)Jr

+ Gy (K) i (K) T 4 @ (K) T (K], (7.178)

= A ) (7.179)

(k is odd under k — —k, such that accompanying factors even under
k — —k do not contribute). Expressing the result in terms of a(k, \) gives

(7.32).

2. Coulomb gauge Green function

Verify that G (k) in the form (7.126) satisfies the Coulomb gauge condition
knmGEY (k) = 0, and for a conserved current

K (K)GY (k) J, (k) = J,(k). (7.180)
Hence, eq. (7.105) is satisfied as well and although G%’(z,y) is not the
inverse of K, it is a good Green function in this restricted sense.
3. Checking (7.123)

Verify (7.123) by expanding the left and right hand sides up to terms
quadratic in J. Choose time orderings and evaluate the right hand side
by contour integration over k°. On the left hand side insert the resolution
of unity

i= |0)(0|+Z/dwk|k:)\><k/\|+---, (7.181)
A
and use the formulas obtained by canonical quantization.

4. Amplitudes from correlation functions in covariant gauge.
Using the Wick formula (7.161), verify (7.164).
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Chapter 8

QED

Two concepts have proved very successful in the development of quantum field
theory of elementary particles (in addition to locality and Poincaré invariance):
gauge invariance and renormalizability.! With gauge invariance we mean local
symmetries, i.e. symmetries in which the transformations may vary from point to
point in space-time. Renormalizability — the property that ultraviolet infinities
can be absorbed in the bare parameters of the model — gives strong restrictions
on the possible actions: they have to be polynomial in the fields,? with coupling
constants that can only have dimension > 0 in units of mass. Quantum electro-
dynamics (QED) is the simplest example of a nontrivial gauge theory. In a wide
sense it is the theory of electromagnetic interactions of all things, but we under-
stand it here to be ‘spinor electrodynamics’ (an even simpler version is ‘scalar
electrodynamics’).

8.1 (Gauge invariance

We have seen that the Lagrange density for the Dirac field,

L(w) = = (@)(m + " 9,)v (), (8.1)

has a U(1) invariance,

V(2) = e“Y(z), ¥'(x)=e (). (8.2)

!This does not mean that nonrenormalizable models are not useful. Such models have a
regulatorization scale that cannot be removed in perturbation theory, indicating the need of
new physical input at that scale. When we increase the regulatorization scale, its influence on
the physics diminishes and only renormalizable interactions remain important. Renormalizable
models come in universality classes much like critical phenomena.

2This holds in the formal continuum presentation. With an explicit regularization such as
the lattice the action can be an infinite series with increasing powers of the fields.

189
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In terms of the Majorana fields 1, o defined by

1 .
Y= ﬁ (1?1 - Z¢2)7 (8-3)

this is an SO(2) rotation

( v (z) ) B ( cosw  sinw ) < U () )

/ = . , (8.4)
Wh(x) —sinw cosw Yo ()
according to the equivalence U(1)~SO(2). We can interpret these transforma-
tions also as passive transformations of the coordinate system in an internal
two-dimensional space.

The transformations are global in the sense that the angle w does not depend
on the spacetime coordinate x. It is natural to ask if the reference system that
picks out the real and imaginary parts of ¥, or equivalently its components 1,
and 15, has to be globally defined. For example do we have to choose a reference
frame?® in Amsterdam now the same as somewhere in a far away galaxy five years
later? This seems unnatural, and so requiring the parameter w of a symmetry
transformation to be the same all over the universe, for all times, seems unphysi-
cal. So one is led to consider transformations with w depending on the spacetime
point x. How rapidly w(x) may vary as a function of x is not clear at this point.
A natural scale of variation is the Compton wavelength 1/m, which is very small
in human perception. At this point it is simplest to assume that w(z) should be
allowed to vary without restriction.

Hence, we want to construct an action invariant under U(1) transformations
in which the angle w(x) depends on spacetime. To achieve this we need to com-
pensate the noninvariance of the derivative terms in the Lagrange density (8.1).
Under a local transformation

V() = D ip(a),  P(x) = e P(a), (8.5)

the term map(x)1(x) is invariant, but the derivative transforms in an inhomoge-
neous and noncovariant way

0 () = 9u[e™@ ()] = ¥ [9,(2) + 10,0 (2)1 (). (8.6)

Instead, a covariant derivative D, transforming as

Dy (a)y'(z) = ¥ Dy (x)d(x), Dy (x)¢'(zx) = e Dy(2)p(z),  (8.7)
would allow for the construction of an invariant Lagrange density

L(0) = ~0@) (m+7" D) 0(@), Du=5 Du—5 Due (53)

3The reasoning here is familiar from in the theory of gravity.
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The wellknown construction of such a covariant derivative uses the invariance of
the electromagnetic field system under the gauge transformation

Al (z) = Au(z) + é@uw(:p) (8.9)

(e is here an arbitrary constant). For ¢ the form
D,(x) =0, —ieA,(x), (8.10)
has the required property: under the combined gauge transformation (8.5), (8.9),

D (x) ¢ (x) = [0, —ieAl (x)] ¢ (z)
= [0, —ieA,(v) — i0,w(2)] [ p(z)]
= D9, —ieA, ()] P(x)
— @ p D, (z) ¥(x), (8.11)

For 1) we have by conjugation

Dy = 8,0 +ieA, ) = Dy, Dt = e ™ D, (8.12)

A derivative involves the comparison of fields at infinitesimally close points in
spacetime. The electromagnetic potentials play the role of a connection, which is
used in comparing (‘connecting’) the orientations of the internal spaces at these
infinitesimally close points.

The classical action for the combined electromagnetic and Dirac field system
is now given by

S = /d4 [__F v w<m+v“5;>w} (8.13)
— /d4 [__F . w(m+7u§;)¢+edjmuw%]. (8.14)

We see in (8.14) an interaction term of the form [ d*z ej* A, familiar from classical
electrodynamics, with electromagnetic current e times the Noether current (5.79):

= i, (8.15)

This current is also a Noether current of the action (8.14) corresponding to its
global U(1) invariance. The construction of a gauge invariant action has led to a
specific interaction between the electromagnetic and spinor fields. The parameter
e parametrizes the strength of an interaction term trilinear in the fields. It is
evidently a coupling constant, and it is dimensionless, [e] = 0.

As suggested by the notation, e is also the elementary unit of charge. This
can be seen by the following argument. Suppose A, is not dynamical but a
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given external electromagnetic field. Then the action is bilinear in the dynamical
variables (the fermion fields), so the system is like a free field and its quantum
version is relatively simple. Suppose furthermore that the fermions are protons.*
Consider now the operator for electric charge

/d?’x ej’(z) =

e@, (8.16)
Q = X [ duy [Hp. A Db, A1) — d(p, A, )d(p, A, 1)), (8.17)
A

where we used (6.42). Because A, may depend on time we have kept the time
dependence in the creation and annihilation operators (this similar to the case
of the scalar field in sect. 2.10). On the other hand the Noether argument still
shows that () is time independent and it is reasonable to interpret it as counting
the number of particles minus antiparticles at time ¢. It follows that the electric
charge of an eigenstate of ) is e times an integer, so e is the elementary charge
unit, and e > 0.

For electrons and positrons we replace e — —e, because conventionally the
electrons are the ‘particles’ and the positrons the ‘antiparticles’, such that the
electromagnetic current is —etiy*y and the electric charge operator is —eQ.
Denoting the charge of the ‘particles’ (proton, electron, ...) in units of e by ¢,
we have in general

Db = (8, —ieqA) v, D)= (0, +ieqA,), (8.18)
L= —{FuF™ —g(m+ A" D) (8.19)
— _iFWFW — D+ " D) + eqhin A, (8.20)

So g = 1 for the protons, ¢ = —1 for electrons, ¢ = 2/3 for the up-quark, etc.
It is of course possible to write down other gauge invariant interactions, for
example

L,=krYS"™YFE,,, (8.21)

which corresponds to an explicit anomalous magnetic moment interaction (S** =
—i[y*, "] /4, cf. sect. 8.4). The coupling constant x has dimension —1 in mass
units, and this interaction is not renormalizable. Assuming renormalizability,
we discard it. The theory of quantum electrodynamics described by (8.20) is the
most general form (conserving parity) with coupling constants of mass dimensions
> 0 and it is renormalizable. We take it as the best possible starting point for a
fundamental theory of only photons and electrons. The theory then predicts the
magnetic moment of the electron (as well as a host of other physical properties).

4This is an approximate description, we know of course that in a more fundamental theory
protons are to be described in terms of quarks and gluons.
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Let us also note at this point that the gauge group here is not U(1) but
the group of real numbers R: win A, — A, + é@uw can be any real number.
An important consequence of the group being R is that ¢ does not have to be
an integer: it can be any real number. If the gauge group were U(1), then
U = exp(iw) — U? = exp(iqw) would only be a representation if ¢ where integer,®
which would imply charge quantization.®

8.2 Spinor electrodynamics

We continue with the theory of photons, electrons and positrons specified by
the lagrange density (8.20) (‘spinor electrodynamics’) and quantize it covariantly
using the path integral methods described in the previous chapter. The previous
reasoning goes through with minor modifications. Let us present it here again
in a slightly modified form. Let F[A,1,] be a gauge invariant functional made
out of the fields and (F') be its path integral ‘average’ (e.g. F' could be the field
strength or the electromagnetic current, or (F') could be a transition amplitude
(out|in)). The line of argument is now given by

1 = A4 / [dw] 'SurlA°], / d4x— (0,AM, (8.22)

y J[dAdpd)] €SPV FIA ¢, o)
)= [[dA dipdap] e'STAb-] (8:23)

J[dA dipdip) [dw] A[A] et A“I+SIAEI F[A 4, 1))

- J[dA dipdep] [dw] A[A] el A=T+iSTA.0] (8.24)
_ Jlde] JldA ) ALA] S A P p ]
T Jldw] [[dAdgdi] A[A] eSalAiSAT] (8.25)
S (F) = JdAddy] A[A] SslAt S il FIA, g, g) -

J1dA dipdy)] A[A] eiSelAl+iS1A0.0]
We made a transformation of variables looking like the gauge transformation
AY = A ¥ =) ¥ =4’ and used the gauge invariance of S, F', [dA dydy),

and A. The last line is the motivation for the path integral with sources, which
is not gauge invariant, but out of which gauge invariant (F')s can be constructed,

Z[J, n, 77] _ /[dA d’l])dw] A eiS+ngf+ifd4m (JAJrf)i/JJr@E’?)' (827)

We recall that A is a constant in QED.

5Otherwise U? would not be single valued.

6We do indeed see something similar to charge quantization in Nature, which can be under-
stood if the electromagnetic gauge group is a subgroup of a semisimple nonabelian group, e.g.
in a Grand Unified Theory.
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e O = - Sab(p)

AN AT

Figure 8.1: Propagators an vertexfunctions in spinor electrodynamics.

Correlation functions can now be defined by differentiation with respect to
the sources and they can be calculated in perturbation theory in much the same
fashion as in the Yukawa model introduced in section 6.5. The interaction is

S, = /d4x eqbin'p A, + AS, (8.28)
where AS contains counterterms corresponding to mass, charge and wave func-
tion renormalization. This will not concern us here as we shall limit ourselves to
the tree graph approximation, so AS — 0 in the following.

The ingredients of the diagrams are shown in Fig. 8.1. There is only one bare
vertex function, which is in full glory given by

Sgapa, (U, v, W) = /d4:p ieq(Vu)ap 0 (u — x) 0* (v — x) 0*(w — ), (8.29)
such that
S, = / A d dw g (1) S, (1, 0, W)y (0) AP (), (8.30)
and a momentum space version which is momentum independent,

S@awbz‘lu <p7 g, k) = i€Q<7u>ab7 (831)
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The propagators are given by

m 5ab - Z.p,uf)/é;b

Sa(p) = TR —e ] (8.32)
y " Kk

We now turn to the calculation of scattering processes in the tree graph ap-
proximation. Convenient formulas for obtaining the objects (such as u(p, \), etc.)
associated with external fermion or scalar lines in scattering diagrams have al-
ready been given in section 6.6. These are also needed for external photon lines.
We repeat the expressions for creation and annihilation of photons introduced
earlier in (7.162),

a(k, A, 2% = / B e * e (I, N) (i 9 —i 0p) A(x),
a*(k, A, 2%) = / &z A" () (i By —i 3o) en(k, A) €. (8.34)

where £k = |k|, A = 1,2, or . In terms of these we have in the free theory (cf.
Prob. 7.4)

(Au(z)a*(k, A, —00))o = eulk,A) e, (8.35)
(Ay(z)a*(k, A\, 4+00))o = 0, (8.36)
(a(k,\, —00) Ay(z))o = 0, | (8.37)
(a(k, A\, +00) Au(z))o = e,(k,A) e ke, (8.38)

The steps given in sect. 6.6 can be followed almost verbatim here as well. Problem
2 deals with photon-electron scattering (called Compton scattering). Note the
remarks made in Problem 2.d. Electron-electron scattering is the subject of
Problem 3.

Another example is electron-positron scattering, the diagrams of which are
shown in Fig. 8.2. The scattering amplitude 7" is defined in terms of the transition
amplitude (for unequal initial and final states) as

(P3A3, Padg out|pr Ay, paAe in)
= —i(2m)"6 (p1 + p2 — p3 — pa) T(P3As, Pada; 1AL, P2da)
= <d(p47)\47oo> b(p37)\3700) b*<p17)\27 _OO> d*<p27)\27 _OO)> (839)

Note the convention of not changing the order of the labels in the bra, compared
the ket, and likewise in T, whereas upon conjugation the actual order of b’s
and d’s is interchanged in (8.39). Since we are dealing with fermions, this order
matters in getting the right sign. The scattering amplitude is given by

_Z.T(p3>‘37p4>\4;p1)\17p2)\2) = —Uzey, Uy V2e7Y, Uy (—i)Duy(pl - ps) (8-40)
+ Ug €, Vg Vg €y, uy (—i) D" (p1 + pa2),
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— B, - BA, \p4)\4
/pz)\Z
F:)L'pg, + Y .
R +R PA,

—RA -
3/\3 9_ )\1 ¥
Figure 8.2: Diagram for the process e] +e5 — e3 + e}

where i3 = @(ps, A3), etc. The spin averaged squared magnitude |72 determines
the unpolarized cross section. The interference of the two terms makes this
calculation less simple than one might wish. In the next section we shall do the
calculation for a simpler situation which does not have such interference.

8.3 Example: ¢~ + et — = + ' scattering

A simple example for working out the unpolarized cross section is the process
e +e" — pu~ + p'. The muon mass M ~ 106 MeV, much larger than the elec-
tron mass m ~ 0.51 MeV. For the process to take place, the center-of-mass energy
has to be sufficiently high to be able to create the muon-antimuon pair. Simi-
lar processes in which quark-antiquarks pairs are produced (which subsequently
transform into hadrons) have played an important role in establishing QCD as
the theory of the strong interactions, and have led further to the construction of
the Standard Model.

We introduce fermion fields for the muon as well as for the electron and the
action is given by

S = /d4‘” _EFQ = (m 4 70) ' — DU (M 4 5D)p
— @i @A, — ez/?(“)ifyAw(“)AA} . (8.41)

Because the electron and muon fields are independent there is only one relevant
diagram, shown in Fig. 8.3. Then the invariant scattering amplitude is given by

T(p=(3), " (4);e” (1), €7(2)) (8.42)
Y LR LY
ﬁ+(§_1)<k2)2 )

= 62@(]?3,)\3)%1}(174,)\4) 0(p2, A2) Yo u(pr, A1) [

with k& = p3 + p4 = p1 + p2. The gauge terms o k*k” in the photon propagator
do not contribute because of current conservation (cf. Prob. 3 in chapter 6). For
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Figure 8.3: Diagram for the process e] + e — g + g .

example,
u(p3, A3)iv,0(pa; A1) (3 + pa) = 0, (8.43)
where we used the fact that the polarization spinors satisfy the (momentum space

version of the) Dirac equation,

u(p3, A) iyps = —Mu(ps, A3), ypav(ps, \a) = Mv(py, Ay). (8.44)

Thus we reach the important conclusion that the scattering amplitude is inde-
pendent of the gauge parameter &, as it should be.
To calculate the cross section we need T, which leads to

(uzy,04)" = Uh};ﬁus = —047,pU3, (8.45)
(Boyow)” = iy Bvy = —ty,02. (8.46)
Averaging over initial and final spins gives
s ppo

E U37Y,,04 V2 Yy U1 DaYpUs U1YoV2 ——, (8.47)
s
AsA1 A2 Mg

1
TF = ' o
1
where s = —(p3 + ps)? = —(p1 + p2)? is one of the Mandelstam variables (equal
to the total cm energy squared). To evaluate the polarization sums we order the

spinor factors in a suggestive way, interpreting u,u, and v,v, as matrices and
using, for example,

Us7y, 01047 u3 = T [7,04047,u30s3)]. (8.48)
Then
_ nnee 1 B )
T2 = & — —Ir [yu(2v4v4)%(2u3u3)]
s 16 o "

Tr [, O witn)7, (D vato)]. (8.49)

)\1 >\2
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We now use the properties

> v(pa, A)V(pa, A1) = —(M + ivypa), (8.50)
> ulp, M)alp, M) = m—iyp, (8.51)
A1

etc. and obtain the form

o a1 M+ M —i
TP = e T 1 Trl(M +ivpa)7,(M — iyps)]

Tr [y, (m — iyp1) e (m + iyp2)]. (8.52)

To evaluate this we use the trace formulas

Tr VeI = 477/1)\7 (853)
Try.my, = 0, (8.54)
Tr VeIV Vv = 4(775)\n;w — Nepdrv + nnunku)~ (855)

These follow from the fact that (1) the trace of a product of gamma matrices
vanishes unless each 7o, ..., 73 appears an even number of times, (2) 73 = —1,
73 = 9% = 72 = 1, (2) the gamma’s anticommute and (4) Tr1 = 4. More
identities are in Appendix 5.7. The two traces in (8.52) are given by

4(M 277up + PapD3p — NupP3Pa + psup4p) (8.56)

and
4(m2nl/0 + P1vP2o — NveP1P2 + p21/p10)- (857)

The evaluation of |T'|? is now straightforward and results in a large number of
scalar products of the momenta. Using the Mandelstam variables

s = —(ps +pa)® = 2M? — 2p3py = —(p1 + p2)* = 2m” — 2p1py, (8.58)
t=—(p3—p1)> = —m>—M*+2p3p1 = —(p2—pa)’ = —m*> — M* +2pyp4, (8.59)
u=—(ps—p2)® = —m® — M>+2psps = —(p1—pa)* = —m*— M>+2p1ps, (8.60)

the result simplifies to

4
T2 = 6—2 [4m2M? + M?(s — 2m?) + m?(s — 2M?)
s
1 1
+§(t—|—m2+M2)2+§(u+m2—|—M2)2]. (8.61)

We recall that u can be eliminated in favor of s and ¢ by the relation s+t +u =
2m?+2M?. At high energies we can neglect the electron and muon masses. Then

4
TP ~ 26—82 (£ + u?). (8.62)
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Under these cricumstances ¢ and u are related to the scattering angle in the centre
of mass frame by

1 1
t~ —58(1—0089), u%—55(1+0089), (8.63)
and we get for the differential crossection at high energies
do 1 |p3| =5

— = —4|T|? 8.64
[dQLm 64725 |p1| d (8:64)

a? e?

~ —(1 2 = — .

1 (14cos”0), « o (8.65)

where « is the finestructure constant. The factor 4 in front of |T'|? represents the
summation over final spins. The total cross section is given by

4’

3s
It is instructive to rederive these formulas by evaluating first the high energy
form of T for given polarization combinations using helicity spinors, and from
this [T]2. See e.g. Peskin & Schroeder chapter 5.

We shall now briefly review the relation with hadron production. The total
cross section o(et + e~ — hadrons) goes via the intermediate production of
quark-antiquark pairs, which subsequently transform into hadrons. The quarks
come in three colors for every flavor f = u, d, s, ¢, b, t (i.e. up, down, strange,
charm, bottom, top). Their effective masses are of the order of m, ~ my ~ 0.3
GeV, my, ~ 04 GeV, m. ~ 1.4 GeV, mp ~ 4.1 GeV and m; =~ 175 GeV. At
energies much higher than the thresholds for production of the quark-antiquark
bound states and resonances, the ratio of the cross section into hadrons is simply
given by

2 1
o=2r Z— / dcosf (1 + cos? 0) = (8.66)
s J-1

o(et 4+ e~ — hadrons)

R=
olet+e” — put+pu_)

=3> qfc + corrections, (8.67)
f

where the sum is over the contributing flavors and the factor 3 is the number of
colors. The electric charges of the quarks are given by

2 1
Gu=Ge=q=73 Qa=0=0="53 (8.68)
The corrections (mainly due to QCD interactions) are reasonably small at energies
above a few GeV; at higher energies electroweak radiative corrections become also
important.
Experimentally one finds (cf. Fig. 8.4) in the region leading up to the charm-
anticharm threshold at ~ 3 GeV, modulo the corrections,

4 1 1
R=3(-+-+=-)=2
<9+9+9> ’
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10 37. Plots of cross sections and related quantities
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Figure 37.16: Selected measurements of R = o(eTe™ — hadrons)/o(ete™ — ptp™), where the annihilation in the numerator proceeds via
one photon or via the Z. Measurements in the vicinity of the Z mass are shown in the following figure. The denominator is the calculated QED
single-photon process; see the section on Cross-Section Formulae for Specific Processes. Radiative corrections and, where important, corrections
for two-photon processes and 7 production have been made. Note that the ADONE data (7yy2 and MEA) is for > 3 hadrons. The points
in the 9(3770) region are from the MARK I—Lead Glass Wall experiment. To preserve clarity only a representative subset of the available
measurements is shown—references to additional data are included below. Also for clarity, some points have been combined or shifted slightly
(< 4%) in Ecpm, and some points with low statistical significance have been omitted. Systematic normalization errors are not included; they
range from ~5-20%, depending on experiment. We caution that especially the older experiments tend to have large normalization uncertainties.
Note the suppressed zero. The horizontal extent of the plot symbols has no significance. The positions of the J/4(1S5), ¥(2S5), and the four
lowest 2" vector-meson resonances are indicated. Two curves are overlaid for Ec, > 11 GeV, showing the theoretical prediction for R, including
higher order QCD [M. Dine and J. Sapirstein, Phys. Rev. Lett. 43, 668 (1979)] and electroweak corrections. The A values are for 5 flavors in

the MS scheme and are A(;T)s = 60 MeV (lower curve) and A% = 250 MeV (upper curve). (Courtesy of F. Porter, 1992.) References (including
several references to data not appearing in the figure and some references to preliminary data):

AMY: T. Mori et al., Phys. Lett. B218, 499 (1989); MAC: E. Fernandez et al., Phys. Rev. D31, 1537 (1985);
CELLO: H.-J. Behrend et al., Phys. Lett. 144B, 297 (1984); MARK J: B. Adeva et al., Phys. Rev. Lett. 50, 799 (1983);
and H.-J. Behrend et al., Phys. Lett. 183B, 400 (1987); and B. Adeva et al., Phys. Rev. D34, 681 (1986);
CLEO: R. Giles et al., Phys. Rev. D29, 1285 (1984); MARK I: J.L. Siegrist et al., Phys. Rev. D26, 969 (1982);
and D. Besson et al., Phys. Rev. Lett. 54, 381 (1985); MARK I + Lead Glass Wall: P.A. Rapidis et al.,
CUSB: E. Rice et al., Phys. Rev. Lett. 48, 906 (1982); Phys. Rev. Lett. 39, 526 (1977); and P.A. Rapidis, thesis,
CRYSTAL BALL: A. Osterheld et al., SLAC-PUB-4160; SLAC-Report-220 (1979);
and Z. Jakubowski et al., Z. Phys. C40, 49 (1988); MARK II: J. Patrick, Ph.D. thesis, LBL-14585 (1982);
DASP: R. Brandelik et al., Phys. Lett. 76B, 361 (1978); MD-1: A.E. Blinov et al., Z. Phys. C70, 31 (1996);
DASP II: Phys. Lett. 116B, 383 (1982); MEA: B. Esposito et al., Lett. Nuovo Cimento 19, 21 (1977);
DCI: G. Cosme et al., Nucl. Phys. B152, 215 (1979); PLUTO: A. Bicker, thesis Gesamthochschule Siegen,
DHHM: P. Bock et al. (DESY-Hamburg-Heidelberg- DESY F33-77/03 (1977); C. Gerke, thesis, Hamburg Univ. (1979);
MPI Miinchen Collab.), Z. Phys. C6, 125 (1980); Ch. Berger et al., Phys. Lett. 81B, 410 (1979);
~v~2: C. Bacci et al., Phys. Lett. 86B, 234 (1979); and W. Lackas, thesis, RWTH Aachen, DESY Pluto-81/11 (1981);
HRS: D. Bender et al., Phys. Rev. D31, 1 (1985); TASSO: R. Brandelik et al., Phys. Lett. 113B, 499 (1982);
JADE: W. Bartel et al., Phys. Lett. 129B, 145 (1983); and M. Althoff et al., Phys. Lett. 138B, 441 (1984);
and W. Bartel et al., Phys. Lett. 160B, 337 (1985); TOPAZ: 1. Adachi et al., Phys. Rev. Lett. 60, 97 (1988); and
LENA: B. Niczyporuk et al., Z. Phys. C15, 299 (1982). VENUS: H. Yoshida et al., Phys. Lett. 198B, 570 (1987).

Figure 8.4: Experimental results for R (from the web site of the Particle Data
Group, see http://pdg.lbl.gov/2000/contents_plots.html).
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then, after passing through the c¢ resonance region leading up to the bottom-
antibottom threshold at ~ 9 GeV,

4 10
R~2+3-=—.
* 9 3
Beyond the upsilon resonance region R settles at about
10 1 11
R~ —+3-=—
3 * 9 3’7

presumably untill the top-antitop The ratio R has given important confirmation
for the color degree of freedom of the hadron constituents (i.e. the quarks): with-
out it theory and experiment would disagree by about a factor 3. For further
discussion see Peskin and Schroeder chapter 5, De Wit & Smith ch. 6, Brown
sect. 8.2,

8.4 Magnetic moment of the electron

In non-relativistic quantum mechanics, an electron in an external static electro-
magnetic potential is described by the hamiltonian

i P2 +ep- A(X) + A(X) - p] + 2A2%(x)

0/ €9 5 (<

o —eA”(x) + - S-B(x), (8.69)
where X is the position operator, p the momentum operator, S the spin operator,
g is the Landé g-factor (gyromagnetic ratio) and B = V x A is the magnetic field.
The terms p - A(X) + A(X) - p + €?A%(X) come from the ‘minimal substitution’
p®> — (p + eA(x))% Tt will be shown in this section that in the approximation
where (8.69) is valid, spinor electrodynamics predicts g = 2.

We first derive the form of the non-relativistic H in the momentum represen-
tation and then identify the corresponding form in spinor electrodynamics. Using
momentum states with the normalization

(PN [pA) = (2m)°6(p" — ) (8.70)

we have

(XN [pA) = Gy ePx. (8.71)
The momentum representation of H is given by

2
IN/| T . |Y 3 I ,
(P'N|H|p)) = —Qm(%) i(p p)ém+2m
2
€ I\/ 2/(2
= A
+ 5 (PN]AT(X)|PA)

- e _
- eAO(pI —p)bwa+ ﬁ oy B(p' —p), (8.72)

€ A /
— (' +p)- AP ' —p)dnx
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where o = (01, 09, 03) is the vector of Pauli matrices and we used

(P’ N|AH(x)|pA) = Z/d% (P'N[xA") (x\'|pA) A*(x) (8.73)

5
= G AMp - p), (8.74)
Ank) = / B e~ A (x). (8.75)

The Fourier transform of the magnetic field is related to that of the vector po-
tential by . )

In spinor electrodynamics, the approximation where (8.72) is valid, is the
non-relativistic approximation in which radiation effects corresponding to the
quantized photon field are neglected. So we consider the electron field in an
external static electromagnetic potential A*(x). The hamiltonian of this system
can be derived by the Noether argument and is given by

H = /d3:1: Pf (%) {mﬁ —eA'(x) + - (—iV + ieA(x))} O(x)  (8.77)
= Mo~ [ Pr(=e)j (@) Au(), (8.78)

with H the free fermion hamiltonian. Using our usual relativistic normalization,
the one-particle eigenstates of the free hamiltonian satisfy

Holph) = p°lpA), 1" = \/m? + 0% (/N |pA) = 2p°(27)°5(p" — p)dna. (8.79)
The matrix elements of H in the one-particle subspace are given by
WXIHIA) = 1° WNIpA) + e [ Ea N @)pA) Aux).  (3:50)
Using the results derived in Problem 6.3 we have
N7 (@)[pA) = a(@', N) ir" u(p, A) @77, (8.81)

u(p’, ') iy u(p, \) = % a(p’, N) [(p+p)* 4+ 2i(p — p')y S*]ulp, X).  (8.82)

In the non-relativistic approximation the spinor-matrix elements become

a(p, \)u(p,\) = 2m[dys + O(p*/m?)], (8.83)
u(p', X) S u(p,\) = 2m[O(|pl/m)], (8.84)
u(p', N) S™"u(p, A) = 2memm (01/2) 5, + O(|Ipl/m)]. (8.85)

In the chiral representation S = v50,/2 and 5 anticommutes with 8. So at
zero momentum, Su = u, 43 = %, and it follows that @’ S°" u = 0. Substitution
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in (8.80) and deviding by the relativistic normalization factor 1/2p° — 1/2m
to get the same normalization as in (8.70), reproduces the magnetic moment
coupling in (8.72) with ¢ = 2. The rest energy m is omitted in the usual non-
relativistic expressions. The A? term in (8.72) is not reproduced this way; this
will be clarified in section 8.5.

The g factor has been calculated in higher orders in perturbation theory (in-
cluding the quantized photon field) to great accuracy, for the electron and the
muon. The theoretical calculations agree with stunningly precise experimental
results,

(9. —2)/2 = (1159.652193 %+ 0.000010) x 107°, (8.86)
(9, —2)/2 = (1165.9230 & 0.0084) x 1079, (8.87)

to eight significant digits in the case of the electron. For more comments on
precision results in QED, see for example Peskin & Schroeder, end of section 6.3.

8.5 (zauge-invariant non-relativistic reduction

In the non-relativistic regime the energies are so small that particle creation is
not possible becasue of energy conservation. We may then expect the number
of particles and antiparticles to be separately conserved to a very good approx-
imation, and indeed, the non-relativistic field theory derived in section 6.4 has
a corresponding U(1) symmetry. Similarly, a one-particle wave function in the
momentum representation,

Ba(p.t) = (PAID. 1), [PA) = [pA)/ /2", (8.88)

may be expected to satisfy a Schrodinger equation

’L—(I))\ Pa > (I)X(p ) ) + (889)

for which the contribution --- of other intermediate states (e.g. multi-particle
states) is negligible in the non-relativistic limit.

However, the one-particle matrix element (pA|H|p'\) is linear in A (see
(8.80)), and the A? term of (8.72) is lacking. This quadratic term is needed
for gauge-covariance of the non-relativistic Schrodinger equation.” Evidently, the

- contribution in (8.89) must contain the A% term somehow, but bringing this
to the fore could be cumbersome. Instead, let us give a heuristic derivation of
the non-relativistic theory along the lines of section 6.4.

7Although the original hamiltonian H is gauge invariant, its matrix elements (pA|H|p’X’)
do not have this property, because free hamiltonian Hy and its eigenstates |pA) are not gauge
invariant.
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Consider the path integral for the electron field coupled to an external elec-
tromagnetic potential, with sources n and 7,

Zn,q = /[d@/_)d@/)] exp {Z / d'z [=(yD + m) + i + 1/777]}

= Z[0,0]exp {z’/d4x dty n(m)G(m,y,A)n(y)}, (8.90)

where D, = 0, + ieA, and G(z,y, A) is the fermion propagator in the given A,
field. It satisfies

(m +9"D,) , Gre(w,y, A) = 846" (x — y), (8.91)

with appropriate boundary conditions, or in condensed notation (suppressing the
i€),

G = (m+~yD)"". (8.92)
We now first try to write GG in a form similar to that of the free propagator:

(m +~0)~! = (m — ~9)(m? — 9*)~1, which in momentum space is the familiar
(m +ivp)~" = (m —iyp)(m® +p*)~". Using 49" = 9 +2iS* and [D,, D,| =

ieF,,, with F,, = 0,A, — 0,A, as usual, we have
(m+~D)(m —~yD) = m®—~"4"D,D, =m* — D"D,, + eS*™F,,
= m?— D?+eSF. (8.93)
Hence,

G=(m—7yD)(m*—D*+eSF) ' = (m? - D*+eSF)'(m —~D). (8.94)

We now mimic the approximations made in section 6.4, treating eAq of the order
of the kinetic energy p?/2m and eA of the order of the momentum |p|. We start
with the analog of (6.117):

m—~yD —m—~"0y =m+ Bidy — 2mP,, P, =(1+73)/2, (8.95)

which leads again to the conclusion that the non-relativistic sources (containing
only frequencies near +m) have only components in the 5 = +1 subspace. In the
present Dirac case (instead of the Majorana case of sect. 6.4), this is implemented

by

n(z) — e ™ (), q(x) =™ (M), (=P, (F=(Pn (8.96)

where ¢ and (* possess only frequencies with magnitude < m, and wave vectors
Ip| < m.
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The time components S° of the matrices S appearing in the denominator
in (8.94) may give transitions between the subspaces with § = +1 and —1, but
this is a higher order effect: we have®

P, (m*— D*+eSF)™'P,
= P (m?>—D*"' —(m® - D*)'PeSF P, (m*>— D*) "' + ...
P, [(m2 . D2)*1 . (m2 . D2)*1QeS . B(m2 . D2)*1} 4o
~ Py(m*—B*+2S-B)}, (8.97)

where we used the fact that S anticommutes with 3, whereas the spin matrices
Spmn = €mnpSp, commute with 3, so P,SP, =0, and

P,SF P, =P, (28" Fy, + S""F)P. =2S-BP,. (8.98)
The analog of (6.116), combined with (8.94) — (8.97) now leads to
nGn = q(m—yD)(m* — D* 4+ eSF) ™'y
~ (1(-D?/2m + 268 - B/2m — 2m(iDy +ic)) ¢ (8.99)

The corresponding path integral in terms of two-component non-relativistic spinor
fields is given by

—D?
2m

2
216.¢ = [lav ] exp {z [z [’iDo -5~ 55 B] o+ + W} .
(8.100)
We see again the magnetic-moment coupling with g-factor 2, and the gauge in-

variance is manifest.

8.6 Summary

Gauge invariance and renormalizability are guiding principles in constructing
covariant actions for interacting fields. QED is a prime example, which predicts
a wealth of phenomena which have been verified experimentally.

Scattering amplitudes can be shown to be independent of the gauge param-
eter specifying a covariant gauge. Spin-averaged amplitudes are Lorentz invari-
ant and can be evaluated with the trace technique. The Landé g-factor, which

8 A useful expansion formula is

(A+B)™' = [14+BA A '=A'1+BA ) =4

14 i(fBAfl)"
n=1

= A1 - A'BAT '+ A'BAT'BAT ...
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parametrizes the non-relativistic magnetic-moment coupling of the electron to an
external magnetic field, is 2, with calculable corrections that have been verified
by experiment to extremely high precision.

The road is now open for generalization to theories with non-abelian gauge
fields, such as the Standard Model.

8.7 Problems

1. Gauge invariant measure

Verify formally (using the ill defined [],) the gauge invariance of [dA] and
[dydi)).

2. Compton scattering

The elastic scattering of a photon and an electron is an example of Compton
scattering. Consider the process y(kk)+e~ (pA) — y(k'k')+e~ (p'N'), where
k,...,p" denote the four momenta and k,...,\ the spin polarizations of
the particles. The amplitude can be calculated by expanding®

(K'r', p’ X out|kk, pXin)
= <A(+)(kjl’%/a OO)@Z)(JF) (pl)‘la OO),IIJ(i) (p/\v _OO)A(i)(klliv —OO)>
_ (ABE'K, 00) ™ (PN, 00) ) (pA, —00) AT (kk, —00) €"1)g

(1),
in terms of
S, = / d*z eqin" A, + AS. (8.101)
Recall that ¢ = —1 for the electron field; the counterterms AS can be

neglected in the tree-graph approximation. The first nontrivial scattering
occurs at second order and given by

(K'k', p' X out|kr, pAin) = 2' /d4 d*a’ (AP (KK 00)h ™ (p' N, 00)
U(@)iy" () Au(@)(a)iy (2 Ay (')
P (pA, —00) AT (kk, —00))g + -+ (8.102)

In short-hand, we evaluate the contractions

(AP A, A, A, = (AMA,)o(A, A7) + (AP A])o(A,47)0
+ (AW A (A, A,) (8.103)

9For a change, we use the notation A (k, k,t) = a(k, s,1t), etc.
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(the last contraction leads to loop diagrams) and

Wiyt i P g = (Wi (i )giy” (W)
t+r a2, pev (8.104)

plus contractions leading to loop diagrams.

a. Verify that the above leads to the following scattering contribution to

(8.102):
2 (262({) /d4:p dia’ e T a(p N )it (—i) S (x — )i u(p\) e
[e’““l:” €Z<k/ﬁl)€y(kﬁ)€ikm/ + e e,’i(k’/ﬁ')eu(k/@)eikx} (8.105)
= —i(2m)*5(p + K —p— k)T, (8.106)
with
T = (8.107)
LN ) (—i) e S (el ) +
SR IO (o) () P (el B

b. Write down the corresponding diagrams, include all the relevant labels

and establish a 1-1 correspondence between the diagrams and the expression
for T

c. Verify that the other contributions lead to loop diagrams

d. The scattering amplitude has the form
T = e, (K& )T (' K, p, ke, (kr), (8.108)

which defines T (p, k', p, k) (of course only three four-momenta are inde-
pendent because p’' + k' = p + k). Using the Ward-Takahasi identities

k=S p+k) =S (p)=5"'0) - ST — k) (8.109)
and the Dirac equation for the spinors u(pA) and u(p’'\'), verify that
kT (p' K p, k) =0, (8.110)

and similarly &k, T+ (p’, k', p,k) = 0. Using this result we know that on
calculating the unpolarized cross section we may use eq. (7.169) and replace

> eulkr)ey(kr) = nyp. (8.111)
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The property (8.110) can be understood as implementing invariance with re-
spect to gauge tranformations on the photon polarization vectors, e, (k, k) —
e, (k, k)+ o< k,,, which occur in Lorentz transformations in Coulomb gauge.
The replacement (8.111) implements Lorentz invariance in this respect.
Note that 7 has the form T* = @T*u, with T transforming as a
tensor-matrix, and that the polarization sum >, @ T~Wu (a’ T~pou)* results
in a Lorentz tensor.

e. Further evaluation of the differential cross section is described for exam-
ple in the book by Weinberg (part I sec. 8.7), or by Bjorken & Drell (part
I), Sterman, etc. We quote the Klein-Nishina formula which holds in the
laboratory frame:

do e2\? 1 (KON’ (KO kO )
Zo=(=) = (%) [+~ —s . 112
7, (5) o) (i) o

Express k" in terms of m, £ and 6.

Electron-electron scattering

In this problem we shall work out the unpolarized cross section for the
process e~ +e~ — e~ +e~. Consider the amplitude for e; +e; — e3 +ey,

T(34;12) = —e® [uzy,uy Wy, ug DM (k) — tigy,ug tgy,ur DM (1)), (8.113)

where k = p3 — p; and [ = py — p;.
a. Derive this.

b. Show using the Dirac equation in momentum space that @zy,u; k* = 0,
U3y, ug ¥ = 0. This corresponds to current conservation. Consequently the
amplitude can be simplified to

1
T =—¢? Us Y, U1 UsY U — — UgYy U Uay Ut — (8.114)

k2 21

c. When the incoming electrons are unpolarized and we do not measure
the spins of the outgoing electrons, we have to average |T'|* over initial spin
polarizations and sum over final spin polarizations. We use the shorthand
notation .
TP?==— Y [T (8.115)
16 =
1°"A4

Derive along similar lines as in sect. 8.3, that
—— 64 T1 T2

T = 6 [ =~ G —poipr —pup P2 Pl (B116)
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where, using the convenient ‘slash’ notation p = p,v*,
Ty = Tr [yu(m — ipo)y(m — ips)] Te [y* (m — ipa)y" (m — ips)],  (8.117)

Ty = Tr [yu(m — ipy )y (m — ipa)y" (m — ipa)y”(m —igs)]. (8.118)

d. Using the ‘trace identities’ and of course momentum conservation p; +
p2 = p3 + ps and p? = —m?, show that

Ty = 32[2m* + 2m°pips + (pap2)” + (p1pa)’], (8.119)
T, = —322m*pips + (p1p2)?). (8.120)

e. These expressions can be evaluated in the center of mass frame. Let 6 be
the scattering angle between particles 1 and 3, p;p3 = —m? — |p|*(1 —cos 6).
From now on we use the notation p = |p|. Verify that

0 0
T, = 64 lm‘l + 4m?*p? cos® 5t 2p*(1 + cos* 5)] , (8.121)
T, = —32(—m*+4p*), (8.122)
— 64 T1 T2
T2 = — 0 —0)|. (8.123
7] 256p* [sin4g cos? § sin® § t=n=0) ( )

f. Under ultra-relativistic conditions we may neglect the electron mass m.
Verify that in the center of mass frame

BTe) - 8p? sin* + cos? % sin? ¢ ] - (8124)

[da] o? [1+cos4g 2 1+sin4g
cm, ur 2

4 0
cos* 3

g. Under non-relativistic conditions we may neglect p compared to m.
Verify that

ds cm, nr o 16p4 sin4g COSQg SiHQg COS4g . .

The middle term is due to the interference of the two diagrams contributing
to the amplitude. The first term goes over in the Rutherford formula for
Coulomb scattering off a heavy target, upon expressing it in terms of the
reduced mass myeq = mm/(m +m) = m/2.

The total cross section is infinite because the integration over angles di-
verges at 6 = 0. This can be attributed to the infinite range of the Coulomb
potential.
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Chapter 9

Scattering

Having seen how vacuum expectation values of time-ordered products of fields
can be calculated in perturbation theory, we derive here how these can be used for
the construction of scattering amplitudes. The discussion will be quite general,
without recourse to perturbation theory, such that it also applies to composite
fields and bound states as found in QCD. Results of scattering experiments are
expressed in terms of cross sections. We start with the relation between cross
sections, transition amplitudes (out|in) and invariant-scattering amplitudes T
(often denoted by M). After deriving so-called spectral representations for two-
point functions, which exhibit the connection between the occurrence of poles in
the complex frequency plane and the existence of particles, we derive a relation
between connected n-point functions and scattering amplitudes. This relation
is often called ‘the LSZ formula’, after the work of Lehmann, Symanzik and
Zimmermann. We shall not follow their derivation, but use an intuitive reasoning
inspired by Schwinger’s Source Theory. We end with a heuristic derivation of
formulas for unstable particle decay.

9.1 Cross section

In a colliding beam experiment, two bunches of particles approach each other
such that they overlap for a short period, during which the particles scatter. The
bunches 1,2 may be described by a four-current density ji'y(x). We assume that
these currents are slowly varying on the scale of the Compton wavelengths mf%,
and that the spread in momentum of the particles is small, such that to a good
approximation the current is just the average velocity times the density,

jilw) =vigi(x), vi=pi/p], i=1,2 (9.1)

Here p!' is the average four-momentum of the particles in bunch i. The number
of scattering events N of a kind specified by A, in a frame in which the bunch

211
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velocities are aligned, vi o vo, is given by
Na = osvp [ d'a () () 9.2)

where o is the corresponding cross section and vy = |v; — vy is the relative
velocity. Multiple scattering is neglected. The number of events is Lorentz in-
variant, and the cross section is defined to be invariant, by generalizing the above
formula to

Na = /d45€ oa \/Jf (@) Jua(@)]? = 1 () Jur (2) 35 (2) o 2(2) (9.3)

\/ (p1p2)? — Pips
[ e @) () (9.4)

s
= m%(vl —v2)? = (vi x va)? [ d'e () j3(). (9.5)

Specializing to the case of aligned momenta p; o ps, for which

V(01p2)? — m3m3 = plpSura, (9.6)

we get back (9.2).

To make contact with the elementary discussion in chapter 2, in which we
used the concept of event rate, consider very big uniform ‘bunches’. Then the
integration over time in (9.5) will be proportional to the total overlap time of the
bunches, and we identify the event rate

dNA/dt = OA L(t), (97)

with

L") = (v = va) = (v % va)? [ & j(a) () (938)

the luminosity. However, in the following we shall use (9.5) to identify the scat-
tering amplitude.
If we redefine the currents by dividing by the total number of particles Nj 5:

1
J12< )—>]12 /dsl’hz )—1 (9~9)
Nio

then
NA — PA; (910)

with Pa the probability for events of type A. Possible specifications of A have
been discussed in Problem 3 in chapter 2. Spin is ignored above; in case the
particles have spin, we may assume that it is not specified in the initial state and
not observed in the final state.
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9.2 Scattering amplitude

We now consider the scattering from the quantum point of view. The particles
in the bunches are assumed to be effectively noninteracting, so their specification
is like single particles. Let

IpA), (AN = o 2p° (27)% 5(p — D), (9.11)

denote a covariant basis state for a single massive particle with four-momentum
p and spin index A. The index A may be taken to be the eigenvalue of J3 in a rest
frame of the particle, where J3 is the third component of the angular momentum.
Then A = —s,—s + 1,---, s, with s the spin of the particle and s(s + 1) the
eigenvalue of J? in the rest frame. Another possibility is to use the helicity, i.e.
the eigenvalue of J in the direction of momentum, which also takes 2s-+ 1 values.
For massless particles there is no rest frame, and we shall assume A\ to be the
helicity, which takes only two values in case it is non-zero. We have seen this to
be true for the photon and the same holds for the graviton; a general discussion
is in Weinberg I, and in Ryder. Massless particles require special treatment in
scattering theory, but in a first approach it is useful to simply generalize formulas
derived for massive particles to the massless case.

For spinless particles we have seen in (2.119) how |p) transforms under Lorentz
transformations. In case of spin we have

Ul)lp, ) = Z Cwall,p)lep, X'), (9.12)

with Cy (¢, p) a unitary matrix depending on p and /¢,

> Cin(l,p) Conn(6,p) = Oy,  C N p) =CH(L,p)=C(C1,p).  (9.13)
)\/

This unitarity is a consequence of the unitarity of U(¢). The explicit form of C
is complicated, see e.g. Weinberg I or Ryder, but we do not need this.
In terms of these basis states we define wave-packet states

1 =3 [dwg f@N 1N, 15 =3 [delf@ NP =1, (9.14)
A A

and wave functions

fla,\) = / dw, f(g,\) €' (9.15)

similar to the spinless case discussed in Sect. 2.8. Under Lorentz transformations
f(g, \) transforms as

flg.\) = Z Cov(L,q) f(L7 g, N). (9.16)



214 CHAPTER 9. SCATTERING

Figure 9.1: In and outgoing wave packet states. The ingoing states are specified
in the far past, the outgoing in the far future

Generalizing the discussion in section 2.8 to particles with spin, let f(gq, A) be
suitably sharply peaked about a mean momentum p. Then

) = Y [=f (@, A)io" f(x, ) +i0" f*(x, A) £z, N)]

~ 2p“¥ |f(z, \)]? (9.17)

is a good probability current for finding the particle at spacetime point x. Note
that f'(x,\) ~ S Cow (4, p)f(07 1, N) and so X, |f(x, A)|? is a scalar field
under Lorentz transformations, because of the unitarity of the matrix C. We
identify the current (9.17) with the normalized classical current (9.9). More
generally, one can consider a spin density matrix j°(z; A\, \'),

jo(l‘;Aa)‘/) = 2p0f(xv )\)f*(l‘, )‘/)7 (918)

such that, for instance, the expectation value of the spin in the particle rest frame
is given by Trj%(z)S, where S, is the spin matrix (e.g. for spin 1/2, S = /2,
with o the Pauli matrices).

Consider now an incoming state of two widely separated particles converging
to a scattering region as in Fig. 9.1:

| f1, foin). (9.19)

We are using the Heisenberg picture in which the states in Hilbert space are
time-independent. Quantum numbers other than momentum and spin (e.g. dis-
tinguishing an electron from a proton) are suppressed. How to make such a
state in a quantum field theory with interactions will be discussed later in this
chapter. Similarly, consider states representing widely separated particles at late
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times, which may or may not have emerged from the scattering region, as in Fig.
9.1:

|f37"'7anUt>- (920)
The probability amplitude for the process fi + fo — f3+ -+ f, is
<OUtf3a"'7fn|f17f21n>- (921)

It is assumed that there are momentum-basis states |g1A1, g2 A2in), in terms of
which we can write

|f1, foin) = ) /dwa dwg, f1(q1, M1) f2(q2; A2) @1 A1, g2 A2 in), (9.22)
Ahe

and similar for the out states. Note that these sharp momentum-states are cer-
tainly overlapping in position space (being plane-wave states). They are therefore
not merely tensor products of free-particle states, and the labels ‘in” and ‘out’ are
important. Only single-particle states are free states® in the sense that the labels
‘in” and ‘out’ may be omitted: |p, A in) = |p, A out) = |p, A). The probability for
ending up in the final state specified by a momentum region A is now

Pa= S [ dup o duy, lontpsds - pdal i o (9.23)
Az-An

We are going to rewrite this expression into the form (9.2).
First, making the wave functions explicit we have

[(out psAz -+ pp Al f1, foin)[? = ) /du)q1 dwe, dwy dwy
A2 XN,

f1<q17 )‘1) f2<q27 )‘2> ff(qiv )‘Il) fék(qév )‘12)
(out p3As - - - PrAn|q1 A1, g2 A2 in)
(Out psAz -+ - PuAnl @i Ay, oAy in) ™. (9.24)

Second, the in and out states are specified in the far past and far future. There-
fore we expect energy-momentum conservation to hold, such that we may write
schematically,?

{(out | Bin) = 845 — i(2m)* 5 (pa — ps) T, B). (9.25)

Here the first term on the right hand side represents the possibility of no scat-
tering, while the second term represents scattering, with energy-momentum con-
servation made explicit. The occurrence of the Dirac delta function §*(p, — ps)

'Here these states are assumed to be eigenstates of the complete hamiltonian, including
interaction terms.
2The matrix S, g = (out a|Bin) is called the scattering matrix, or S-matrix for short.
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will be evident later on (we have seen it emerge in lowest order calculations); it
is also implicitly present in the J,s-term. More explicitly, (9.25) reads, in case
the final state is different from the initial,

{out p3Az - - - puAnlqiAr, g2 A2 in) (9.26)
= —i(2m)* 8 3+ 4+ pn — @1 — @) T(P3A3s -+, Pudns 1M1, G2 A2)(9.27)

The function T'(psAs,---) is the called the invariant amplitude, which is often
denoted by M. Assuming the final states contributing in A to be different from
the initial state, only the T-terms contribute.

Third, we have the identity

FHP—q—@) ' (P—qi— ) =6"(P—q1— @) 6" (a1 + ¢ —d —d). (9.28)

Fourth, the delta functions occur in integrals with functions f;2(g, A) which are
sharply peaked about p; 2, so we may make the replacement

3P —qi = q2) — 6 (P —p1 — pa). (9:29)
Fifth, using
(2m)"6% gy + 2 — ) — g3) = [ 't (9.30)
the factor in (9.24)
/ dwq, dwy, dwy, dwgy (2m)*6 (@1 + a2 — a1 — 43)
filars A1) faaz, A2) f1(q1s A7) £3 (g5, A5) (9.31)

equals approximately

1 . .
1050 /d4xj?(w; A AL gz (23 Az, Ag), (9.32)
with
j?(x; A AN) = Qp?fi(x, A) [z, N (9.33)

the density matrix for particle i = 1,2, as in (9.18).
Putting things together we can rewrite (9.23) in the form

Pa= Y aA(XlA’Q,AlAQ)m/d%:j?(x; A M) 70(2 Ay L) (9.34)
PYRBYA

with

1
oA(AIAy, ALA2) > /A dwyy - - - dw,, (270)*6*(py +po — p3 - — pn)

ApipSons \ 55
T(psAs, -+ DAL, P2X2) T(psAs, - - -5 1AL, paAy)™. (9.35)
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The initial density matrices have here a pure-state form. In an experimental
setup they have to be replaced by the appropriate density matrices. In case one
is interested in measuring spin dependence these would correspond to a spin-
polarized initial state and the spin dependence of the final state would also be
analyzed in more detail. Here we shall assume that spin is not monitored, unless
mentioned otherwise. This means that we should replace the pure-state forms by

5>\)\’
282‘ + 1’

3t (s A N) — g(x) i=1,2, (9.36)
with s; 2 the spin of the particle and j°(z) defined in (9.17). Correspondingly we
introduce the short-hand notation

— 1

T2 = > T (p3As, -+ -3 p1d, X)), (9.37)

?:1(251' + 1) A An

which is a Lorentz-invariant function of the momenta (as follows from (9.12) and
(9.26)). Recalling (9.6) gives finally the formula for the unpolarized cross section

255+ 1)+ (25, + 1 VAE
op = (ss 1) = 2) / dwy, - - - dwy, (27)*6*(p1 4+ p2 — ps -+ — pn) [T
4\/(191]72)2 —mim; A

(9.38)
Problem 3 in chapter 2 elaborates on how to use this formula for the case 142 —
3+ 4.

9.3 Fields, particles and poles

In free field theory the eigenstates of the energy-momentum operator P* are
found by application of the creation operators a'(p) on the vacuum state [0). In
an interacting field theory the creation and annihilation operators can be defined
similarly at some time ¢, with a corresponding empty state |0, t), a(p,t)|0,t) =0,
as we did e.g. in sect. 2.5. However the states a'(pi,t)---a'(pp,t)|0,t) are not
eigenstates of P* anymore; in perturbation theory they are only eigenstates at
lowest order. They are called bare particle states. The true, ‘dressed’, eigenstates
are complicated linear superposition of the bare states. We can try to calculate
these in perturbation theory, but this is cumbersome, and it would not work in
case of bound states, which are non-perturbative.®> We have learned to focus
on the probability amplitudes (out|in), rather than on states themselves. These
amplitudes can be expressed in terms of vacuum expectation values of field oper-
ators. We shall keep the discussion general, such that it applies also to the case

3For example, the ground state of hydrogen cannot be found by perturbing a state with a
free electron and a free proton. In QCD all eigenstates of the hamiltonian are bound states of
quarks and gluons.
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of bound states, proceed heuristically and appeal to intuition in avoiding difficult
proofs.

Suppose ¢%(z) is a hermitian operator field transforming in a representation
L of the Lorentz group,

U(0)!¢*(2)U(€) = Dap(0)¢" (£ ") (9.39)

It may be an elementary field, i.e. a basic variable appearing in the action, or
a composite field contructed out of products of elementary fields, e.g. a current
j*(x). Suppose furthermore that J,(z) is a function with support in a compact
spacetime region, with the help of which we ‘smear out’ the field ¢¢,

o(J) = / diz J,(1)¢%(x). (9.40)

Intuitively one expects ¢(J) to create a particle out of the vacuum |0) in the
spacetime region J, i.e. the amplitude

(pAlo(])[0) (9.41)

is nonzero.*

Quantum numbers other than p, A (such as electric charge, lepton number,
...) have to correspond to those of ¢(J), otherwise the above amplitude would
be zero. However, because of interactions the state ¢(.J)|0) will have many more
components in Hilbert space, multiparticle states and possibly even the vacuum
itself: for a scalar field (0|¢(z)|0) may be nonzero. In the following we shall
assume that the vacuum expectation value of ¢* has been subtracted from the
field:

(0]¢*(x)|0) = 0. (9.42)

To see how to construct transition amplitudes with a given number of particles
we start with the simplest of all: (pA|p’\’), which can be made out of the two
point function

(09" (2)¢" (1)]0). (9.43)

First we derive a spectral representation.® We are going to insert a complete set of
intermediate states between the two fields above. To contribute, the intermediate
states must have the same quantum numbers as the field, because of Schur’s
lemma (we suppress these quantum numbers in our notation). For the eigenvalues
of the energy-momentum operator we make some reasonable assumptions:

4The annihilation and creation operators a(p,t) etc., defined in sect. 6.6 etc., can also be
written in the general form ¢(J), with suitable J(z) containing §(z° — t) and its derivative.
The notation J suggests it to be a source for ¢ and this aspect is indeed and essential element
in the methods employed by Schwinger in his ‘Source Theory’ .

5Tn this context also called a Killén-Lehmann representation.
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pO

P

Figure 9.2: Energy-momentum spectrum of contributing states. The single curve
represents the mass shell p*> = —m?, p° > 0 of a single particle state. The hatched
area represents —p® > (m + m/)? of the multiparticle states.

- The groundstate (vacuum state) |0) is a non-degenerate Lorentz-invariant
eigenvector of P* and J* with eigenvalue zero,

Pr0Yy =0, J"[0)=0. (9.44)

- The contributing single-particle states are stable. The single-particle nature
implies that p is on a mass shell as illustrated in Fig. 9.2,

PrpA) = p*|pA),  p° = /m? +p2. (9.45)

- The infinite remainder of the basis states are multi-particle states (e.g. in-
going or out-going),

Pﬂ|p’ A> = pﬂ|p7 A>7 _p2 > m2' (946)

Here p* is the total four-momentum of the states. Other quantum numbers
(such as relative momentum, spins) are lumped into the symbol A. Unstable
particles decay eventually in terms of stable particles, so unstable particles
are to be somehow represented by the states |p, A).

In writing —p? > m? we have assumed that there are no massless particles. For
example, suppose the smallest mass other than m is m’. Then, for a two-particle
state with four-momenta p and p’, p?> = —m?2, p'? = —m/?, the total invariant mass
is given in the center of mass frame by —(p+p')? = m*+2v/m? + p2v/m”? + p? +
m'? > (m+m’)?, which is larger than m? if m’ # 0. The spectrum of contributing
states is illustrated in Fig. 9.2.
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Inserting the complete set of contributing states we writeS

06" @FWI0) = 3 [ dey 016" @A) (A )10 (9.47)
FX M [ e (00) 006 @) Iph) (A )10,
dw, = “p dew, (M) = “p (9.48)

(2m)32y/m? + p?’ (27)32y/M? + p?’

where we have explicitly indicated the invariant mass —p? = M? of the multi-
particle states. Note that the shorthand >, includes also integrations over the
continuous variables buried in A. The above expression can be simplified further
using Poincaré symmetry. Translation invariance gives

(0" (2)lp, A) = (0le™"* ¢*(0)e"™ p, A) = (0[¢"(0)[p, A) ™. (9.49)
Lorentz invariance gives

OIUO ")), A) = Dau(€){0[¢"(0)Ip, N) (9.50)

= Cwal(l,p)(0[¢*(0)|p, ), (9.51)

where we used (9.12) and (9.39) (and used the summation convention for the
repeated \'). This shows that Uy, (p, \), defined up to a constant v/Z by’

VZ Ua(p. A) = (01¢(0)[p, ), (9.52)
transforms just like the basis vector |p, A):
Dab(E)Ub(pv )‘) = C)\’)\(&p) Ua(gpv )‘/) (953)

The U, (p, A) are polarization tensors or spinors, depending on the representation
L. They can be normalized in some convenient covariant way. The constant v/Z
depends on ¢%. It can we any complex number, including zero, but we assume it
here to be nonzero. In case ¢“ is an elementary field, the phases of the basis states
|p, A\) are usually chosen such that V/Z is positive, and Z is the wave function
renormalization constant first introduced in chapter 4. For a scalar field and a
spin zero state, eq. (9.53) reads U(p) = U(¢p), so U(p) is a Lorentz invariant
function of p. For the on-shell case here (i.e. p° = /m?2 + p?) this means it is
just a constant, which we choose to be unity, i.e. U(p) = 1 for a scalar field.

6We have written this as if there is only one type of particle contributing to the one-particle
intermediate states. If there are more, all should be included. For instance, both particles and
antiparticles may contribute if ¢* — a hermitian combination of charged currents. In such a
case one often uses non-hermitian ¢® for which only one type of particle contribute.

"This U,(p, \) should of course not be confused with the representation U (a, £) of Poincaré
transformations in Hilbert space.
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For a spinor field U,(p, A) = u,(p, A), the spinor in the Majorana representation
(recall ¢ is hermitian). Problem 1 deals the case of the vector representation
and massive spin-one particles. The photon case is special and will be discussed
later.

In (9.47) we need the summation over spins

Pab(p) = ZUa(pv )‘) Ulj(pv )‘) (954)

Because of the unitarity of C\y (¢, p), this is an invariant tensor or spinor matrix,
Daa’ (g)Dbb’ (£>Pa’b’ (p) = Pab<€p)- (955)

For example, in the spinor case, using a Majorana representation for the ~-
matrices, Py(p) = [(m — iyp)5ap. For the vector case Puy(p) — P (p) = M +
pupy/m?, see Problem 1.

We conclude that translation and Lorentz invariance restrict the form of the
single particle contribution to

S O1 @l Mo NP WI0) = 2 [Falp) #e V], s 2 =VE(VE)
(9.56)

The constant Z above is evidently positive. This is a direct consequence of our im-
plicit assumption that ‘ket space’ is a Hilbert space with positive metric. Within
the same assumption P, (p) is a positive matrix (i.e. for any c?, ¢ Py, (p)c® > 0).
In a perturbative treatment of gauge theories in covariant gauges, the metric
is not positive, and the summation over intermediate states has to be modified
accordingly, as in (7.156,7.157). Then we cannot conclude anymore that Z is pos-
itive. For simplicity we shall continue under the assumption of a positive metric
Hilbert space. (This is actually the situation in nonperturbative treatments of
QCD with the lattice regularization.)

Similarly, we can write for the combination appearing in the multiple particle
contribution,

D016 (@) p, A) (. A" ()[0) = p(M) [Paa(p) ¥ | o (9.57)

A

We have separated a kinematical part in the form of P, (p)explip(x — y)]. The
dynamical (interaction dependent) part is in the positive function p(M), which
is the analogue of Z for the multiple particle contribution.

Summarizing, we have derived the spectral representation

(0¢*(x)0"(W)|0) = Z / Ay [Pun(p) P00 s (9.58)

+ dM /dwp(M) p(M) [Pab(p) eip(x_y)]poz\/m-

m-+m/
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Calculations are usually carried out in terms of time-ordered products of
fields. The ordinary T product, when defined in terms of Heaviside step func-
tions O(z° — %), is not necessarily covariant, except for scalar and spinor fields.
Manifestly covariant path-integral techniques lead to expressions (¢%(z)¢®(y) - - -)
which represent covariant time ordered products. These are denoted by T, and
still satisfy the usual relations

(0" (2)d"(y)) = (OIT"¢" ()" (y)]0) = (0l¢"(2)¢"(y)|0), 2" >y" (9.59)
= £(0[¢"(y)e"(2)|0), 2° <y,

with the upper/lower sign for Bose/Fermi fields. The difference between the
T product and the T* product is concentrated at 2° = 3°, i.e. it contains the
Dirac delta function §(x° — 4°) and possibly also its derivatives. The spectral
representation for the covariant time ordered product can be found as follows.
First one observes that the invariant tensor /spinor P,,(p) has an extension off
the mass shell. This means that there is a quantity Ny (p, m), a polynomial in p

(hence defined for all p, not only those with p° = \/pZ +m? or v/p? + M?), such
that on-shell

Nap(p,m) = Pu(p), p°=1/p*+m? (9.60)
Nap(—p,m) = £Pu(p), p"=\p*+m?, (9.61)

where we may also read M instead of m. Examples are the Majorana spinor case

Nab(p> TTL) = [(m - Z.fyﬂp,u)ﬁ]ah (962)
and the vector case
. Pubv
Nﬂ,,(p, m) = N + - (9.63)

(cf. in Prob. 1).
In terms of N, the spectral representation for the covariant time ordered
product of the vacuum expectation value of ¢¢ is given by®

. d* o .
(OIT* ()" ()|0) = —i [ e Gob(p), (9.64)
(2r)
Na(p,m) [ Na(p, M)
ab . b
G (p) o Zm2+p2—ie+ erm’de(M) M2+ p? —je

It is straightforward to check that (9.64) leads to (9.58), by performing the in-
tegral over p° for 2° > y° or 2° < 9% by contour integration in the usual way,
provided that one ignores possible nonconvergence of the integral at p® = +oo.
This happens with massive particles of spin > 1/2. The distribution (generalised

8In this chapter we do not distinguish dressed propators (G’) from bare ones (G).
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function) aspects come more to the forefront in the higher spin case. Such matters
are to be resolved in actual calculations using the path integral.

The analytic structure of the full ¢* propagator G®(p) is transparant: it
has poles at p° = £/p? + m?2, the positions of which are determined by the
mass of the particle created out of the vacuum, and branch points? at p° =

i\/ (m 4+ m/)? + p2. Accordingly, the function G(p) is rendered unique by cutting
the complex p° plane along the intervals p® = (m +m/, 00) and (—oo, —m — m/).
If there is no particle with the quantum numbers of ¢*, then Z = 0 and there is
no pole but only a branch cut.

This is the particle-pole connection. It gives us a very important method
for calculating particle masses: construct a field ¢® with well defined quantum
numbers and look for the position of a pole in its full propagator. If there is a
pole, the particle exists; if there is no pole, it does not.

9.4 Scattering amplitudes from correlation func-
tions

We now continue our derivation of scattering amplitudes from correlation func-
tions (also called connected Green functions) (¢®(z)¢(y) - - -)°™. First we want
to recover the free particle amplitude (pA|p’)\') from the fully interacting two
point function.

Consider
OIS0 = [ dady Juale) Ja(y){0]6" ()6 (3)10) (9.65)
- 7% / Aoy T3 (9, N Ja(p. ) (9.66)
[ Ao / de,(M)J% (9) Poy(p) Jan (D).

where we used the spectral representation (9.58), with (9.54) and the definition
J(p,A) = Jo(p) Ui (p, A), p°=1/m?+p? (9.67)

in which J,(p) is the Fourier transform
- / Az e I, (2). (9.68)

Note that this Fourier transform is defined for arbitrary p whereas in (9.67)
only on-shell values of p are used. The first term in (9.66) is the single particle

9A continous superposition of poles leads to a discontinuity along a branch cut, ending at
branch points, as in the example fol dx1/(x+y—ie) = In(l +y—ie/y —ic), where the cut runs
from 0 to 1.
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contribution. It has the desired form of an inner product of wave packet states,
3 / dw, Tt (0, N Ja(p, \) = (1| o). (9.69)
A

The second term is the multi-particle contribution which we do not want. To get
rid of it we take J; to the far future and J to the far past, i.e. the support (the
region where it is non-zero) of J; () moves to the far future of that of J(x). Intu-
itively, the multi-particles then disperse and the overlap (0|¢(J;)|multi) (multi|¢(.J2)[0)
goes to zero. Mathematically, the product of Fourier transforms J; (p).Jo(p) picks
up a phase factor exp(ip°t), where ¢ is the time difference between the supports
of Jy and Js, causing the integral in (9.66) to die out as ¢ — oo because of the
Riemann-Lebesque lemma, In doing so we do not want to change the on-shell
(p> = —m?) values of J,(p), since these determine the wave functions .J(p, ) of
our particles.'®

Of course, in a practical experimental setup we do not actually take limits. At
finite but sufficiently large separation the multiparticle contribution is negligible.
Sufficiently large means much larger than the typical relevant time scale, which is
here set by m~!. This is generally a very short time compared to the experimental
situation, e.g. of order of 107! cm for m = 1 MeV. For an estimate of how fast
the multiparticle contribution vanishes, see e.g. Brown sect. 6.2.

So we know how to make (J;|.J2) from the two point function:

(BLE) = tim {06(/)6(12)]0) (9.70)

— % lim / Az dby T () (=) G (2, y) Top(y), (9.71)

where we have replaced (0]¢%(x)¢(y)|0) by the time ordered product —iG®(x,y),
as the time ordering is just right for the limit we are taking. As a corollary we
note the following useful formulas which follow along the same lines,

L om [ @@y = VZ Y [ oy 70,2 Ui p, 2y e

/7 J—future
= (JI¢"(y)]0), (9.72)

1 . 4. ¢\ vab _ ipz
T, [ A EIE @A) = VZ S [y TN Uilp Ve

= (0[¢*(x)]]). (9.73)

10Ty see this more explicitly, consider a translation in a time-like direction v#, v9 > 0,
v? = —1 (v can be taken along the average four-velocity of the wave packet): J(x) — J(x,t) =
J(x —vt). In Fourier space this means J(p,t) = J(p) exp(—itpv). We can keep the on-shell
values of J fixed by multiplication with explit sign(pv)\/m? + p%], p/| = p* + v¥ pv, because
pv — sign(pv)y/m2 +p%2 = 0 for p> = —m?. (This factor causes J(z,t) to spread as t gets
large.) Using now the form J(p,t) = J(p) exp [—it {pv — sign(pv)/m? +pf_H , for J; and Js,
the multiparticle contribution [ dM p(M) [ dwp (M) Ji, (9, t1) Pap(p) Jab (p, t2) goes to zero
for t; — oo, ts — —oo by the Riemann-Lebesque lemma.
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Consider now two sources (smearing functions) Jy, Jo in the past and an
arbitrary number Js, ..., J, in the future as in Fig. 9.1. If the initial sources do
not overlap and are outside each other’s light cone it is plausible that the particles
are created independently. Similarly when the final sources are space-like with
respect to each other will particles be absorbed independently . Thus, for large
separations of the sources,!!

(Jg- - Jpout|J;Jpin) ™™ = ﬁ lim (0|T¢(Jn) - - - &(J3)d(J1)P(J2)|0) ™"
1 n
= \/ﬁhm/dlll‘ldlll’n Jlal(l'l)"'Jnan(xN)
(O T (1) - - - ¢™ (2 )[0) ™. (9.74)

The limit is Jyo — far past, Js.,, — far future, e.g. along the average four-
velocities of the wave packets, again without changing the on-shell values of the
J. This gives us the desired probability amplitude for scattering. Taking the
connected part eliminates the no scattering contribution.

We now continue with case that the fields ¢* are the dynamical variables that
appear in the lagrangian model. Then we can proceed using the fact that in a
diagrammatical analysis, the connected n-point functions (also called connected
Green functions) can decomposed in two-point functions and 1PI vertex functions,
and there is always a two-point function G’ at each external leg. This implies
that they can be written in the form

OIT" ¢ (1) - - - ¢ () |0)™ = ()" TG (w1, - -+, ) (9.75)
- / By, ()G (21,11) -
)Ganbn(‘rn yn) ZI{bl bn<y17' '7yn)7

which defines the function H. Using the first lines in (9.72) and (9.73), eq. (9.74)
can be written in the form

(Js -+ Ty out|Jy o i)™ = /7, 2,75 -- Z /dwpl...dwpn

(27) O(pr+p2—p3--— pn)

J3 (D3, A3) -+ S (Pns An) U;g, (p3, A3) -+~ U;n (P An)
iHa, asaras(Pns**+ 5 D3, —P1, —P2)

Ua, (1, A1) Uay (D2, A2) J1(p1, A1) Ja(p2, A2)  (9.76)

Here the momentum-conserving delta function is due to translation invariance;
recall that in our notation such delta functions are extracted from the defini-
tion (4.27) of the Fourier transform. Because the J’s are arbitray (within the

*
HFor notational simplicity we assume (\/E) =V Z*.
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constraint of describing reasonable wave packet states) we conclude that for the
sharp-momentum basis states

conn

(P32 - - - Pu Ay OUL|P1 AL, PaAg in) = —i2m)*(p1 +p2—p3---—pa) T,

T(ps)\s e 'pn)\n;pl)\lap2)\2> = AVAYARE 'ZZ

U(;kg (p?n )‘3) e U;n (pru )\n)
Han---agalaz (pn; ©,P3, —Pa, _p2)
Uay (1, 1) Uy (P2, A2), (9.77)

where 7' is the scattering amplitude.
So the recipe for obtaining the scattering amplitude is quite simple:

1. take the full connected n-point function in momentum space and make
explicit the two-point functions on the external lines:

(-an (ph . ’pn) _ Ga1b1 (pl) .. -Ga“b"(pn) Hbl"'bn<p17 e ’pn); (978)

2. omit the external line G'’s so as to obtain

Hal"'an(pla"'apn)a (979)

which is sometimes called ‘the amputated Green function’;

3. put H on-shell and contract with the polarization tensors/spinors,

U;3 <p37 )\3) o U;n (pn7 )\n> Han---agalaz (pn7 Ty P3, =P, _p2>
Ual (p17 )\1) Ua2 (p27 )\2>7 (980)

4. multiply by the external-line wave-function renormalization factors to ob-
tain —7', as in (9.77).

The minus sign can be avoided by changing the sign in the definition of T,
a convention that is also followed in the literature.

This recipe generalizes straightforwardly to the case in which (some of) the
¢* are composite fields, as is typically the case for hadrons in QCD (see section
9.6). The off-shell form of H is then somewhat arbitrary, since it depends on the
choice of field ¢ used to create and absorb a particle (usually there is more than
one natural candidate). However, this arbitrariness is compensated for by the
V'Z factors and the contraction with the Us, and the scattering amplitude T is
unique. The same is true in the case in which the ¢® are dynamical variables: then
T is invariant under a transformations of variables. This uniqueness property of
T is sometimes called ‘the arbitrariness of the interpolating field’.
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For simplicity of notation we emphasized only the properties of ¢* under
Lorentz transformations and suppressed the type of particle, e.g. is it a W boson
or a proton? This information can be added to the case at hand. Alternatively,
it is sometimes useful to think of ¢* as running over a set of fields and use the
U select a particle.

In practise we often do not use real fields but complex fields, for example
Dirac fields. With the experience obtained in the previous chapters it is easy to
adapt the formulas above for this case. Alternatively, we can consistently work
with real fields, which leads to quite a transparent formalism (see e.g. the books
by J. Schwinger, ‘Particles, Sources and Fields’), but which is not generally used.

Let us now comment on the effect of massless particles. the typical example
being the photon. Fundamentally, their effect invalidates our derivation, since
the pole in spectral representations is not separated from the cut if m’ = 0. Sin-
gle particle contributions involving massless particles cannot be separated from
multiparticle contributions. However, we are partially saved by the fact that with
each photon emission or absorption comes a factor of o & 1/137. It is customary
to talk of ‘hard” and ‘soft’ photons, the first having a sizable energy and the sec-
ond having arbitrarily small energy. The hard photons are limited in number by
energy conservation, and since « is so small, we can treat them perturbatively.
For example, in electron-electron scattering we can neglect them altogether in a
first approximation. But the soft photons can be unlimited in number, and when
there are more than 1/a of them their contribution falls outside perturbation
theory. The difficulty is resolved by a careful analysis that takes into account the
fact that we cannot distinguish experimentally a particle from a particle with a
cloud of soft photons (Bloch-Nordsieck resolution of the ‘infrared catastrophe’).
Massless fermions are less dangerous because the Pauli principle forbids them
piling up into nonperturbative numbers, and their effect can usually be treated
in perturbation theory. Still, also in this case the analysis of what is measurable
has to be refined. In practise, one can sometimes ignore these complications.

Finally, some comments on gauge invariance and using the Coulomb gauge.
The wave function renormalization constants Z depend on the gauge. In a general
covariant gauge they depend on the gauge parameter £. However, this dependence
is just what is needed to make the transition amplitudes gauge in-dependent. In
the Coulomb gauge ‘ket space’ has positive metric, but we have lost manifest
Lorentz covariance. This means, for example, that the wave function renormal-
ization constants Z depend on |p| (there is still manifest rotation invariance),
which causes explicit demonstrations of equivalence to covariant gauges to be
quite involved.
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9.5 Decay revisited

The reasoning in the previous sections can also be extended heuristically to the
decay of unstable particles. Let us briefly present a derivation for the example
of the simple scalar field model of sect. 2.6, with interaction S; = — [ d*z Lgx¢?.
This new derivation complements that given in sect. 2.6 by expressing the de-
cay amplitude in terms of the full three point function (p(z1)p(z2)x(y)). For
example, it allows for arbitrarily strong interactions of the particles in the final
state.
We start from a normalized wave packet state for the unstable y particle,

d3
)= [denf@la), o= Grog, @ =yM e (O8]

with M the mass of xy. We assume that f(q) is sharply peaked about q = P. The
probability amplitude for decay into two ¢ particles described by wave functions
fi(p1) and fo(pe) is, following the same heuristic reasoning as in the previous
sections, given by

(fif2out]f) = lm(0le(J1) ¢(J2) x(J)]0),
= lim/d4x1d4x2d4y Ji(x1)Ja(x2)J (y)

(O] Tp(x1)p(22)x(y)|0), (9.82)

fla) = J@), ¢ =M+q? (9.83)
frapr2) = Jia(pia), Pl =\m2+pi,, (9.84)

where the limit consists of taking .J; 5 to the far future; the source J for the x

particle stays put. The wave packet state |f) is supposed to be given, somehow,

at some time, say t = 0. It is not made by a limiting process in which the source

J is moved to the far past. This would not make sense because of the instability

of the x particle. (Imagine the time reversed amplitude (f|J;Jsin): it would not

make sense to move the source J for the decaying x particle to the far future.)
The total probability P for decay is tentatively given by

1
P =5 | dpydesy, [ (prpout I (9.85)

where the factor 1/2 takes care of the fact that the two ¢ particles in the final
state are identical. Note that the mass hidden in the dw,’s is the ¢-mass m and
not M.

Using the reasoning in the previous sections, the above formula can be ex-
pressed in terms of an invariant decay-amplitude 7', which can be computed in
terms of the connected three-point function with external lines removed, H,

(pip2out|q) = —i(2ﬂ)45(p1 +p2 — q) T(p1, 25 q), (9.86)

1
T(plaanQ) = _\/TTZ?OH(pl’pZ’_Q)‘ (987)
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The amplitude T'(py, po; ¢) is Lorentz invariant, so it may depend on scalar prod-
ucts of the momenta, which leaves apparently one non-trivial invariant, (p; —p2)q.
However, this vanishes in the rest frame of the decaying particle. So T is just a
constant.

Using the same type of approximations as in the derivation of the scattering
cross section we have

P o [ iy, dogdegf()f(@)(2r)'6(0n + pa — P)(2m)*5(q — @) | TP

~ |T|2%I(P)/d4x|f(x)|2, (9.88)
I(P) = [ dupday, (27)'0(p1 +p2 = P), (9.89)
f@) = [ duge™ 1) (9.90)

For a wave packet f(q) sharply peaked about P we have

[P = [a [, 2%,0 F(g)2 ~ % [, P = VAT,
(9.91)

and we discover that we have obtained a result that diverges at large times:
[dx® — oo.

This divergence is due to the fact that we have neglected higher order contri-
butions. These will be such that, if we start with a large number N of y particles,
this number will decay exponentially,

N(t) = N(0)e™ ™, (9.92)

with I' the decay rate. Furthermore, the number of ¢ particles will be given by

(assuming no other decay modes)
N,(t) = 2N(0)(1 — e 1), (9.93)

or, interpreting this as a probability:

N,(t)/2 _
t)=— =1-e" 9.94
Pl = g =1 (9.94)
Now if we expand P(t) in I', P(t) = I't + ---, we get nonsense for large t if

we throw away the higher order terms. We can make sense out of our result
(9.88)—(9.91) for P by identifying [dz® in (9.91) with ¢:

P:Ft+~~%F/dx°, (9.95)
with . |T\2
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We expect that the result to all orders will look like
P= / AT e = 1, (9.97)
0

where we have replaced ¢y by 0. It is to be expected that the particle decays with
probability 1 after infinite time.

A more rigorous treatment of decaying particles can be given, which is some-
what involved, since it should deal with infinite orders in perturbation theory.
Some of this is covered in Brown section 6.3. It turns out that the ‘exponential
decay law’ itself is an approximation. However, eq. (9.96) is a useful and correct
result if the rate I is not too large, or equivalently, if the lifetime 7 = I'"! is not
too small, on the relevant time scales involved.

For a particle at rest (P = 0) we have already verified in Problem 2.3 that

p

I(P)=—— = )
(P)=177 P=Ipil. (9.98)
hence,
p 2
= T .
167TM2| K (9.99)

where we can express p in terms of m and M. Recall that for a moving particle
the rate behaves oc M /PP, in accordance with relativistic time dilatation.

In a similar way it is possible to derive a formula for the total rate for a decay
1 —=24---+n

S
N — dw,, - - - dw,, (27)*5(p1 — pa -+ — pu
2p(1)(281 _'_1> )\lz)\n/ wp2 wp ( ﬂ-) (pl b2 b )
T (D22, - Pudn; 1A (9.100)
where S is a statistical factor taking care of identical particles in the final state.
The invariant decay amplitude is then given by the analog of (9.77),

T(PQ)\Q o 'pn)\n;plAl) = AVARER A U;; (p2, )\2) o 'U;n (pn, )\n)
Han---agal (pn7 c, D2, _p1> Ua1 (ph )\1)7 (9101)

Unstable particles really require a much more involved discussion, especially
in case the decay rate I' is a sizable fraction of the mass of the unstable particle.
See the books for more information, e.g. Brown, sect. 6.3, Peskin and Schroeder,
sect. 7.3, De Wit and Smith, sect. 3.6.

9.6 Example: the decays 7= — e+ 17, and 7~ —
TaESA

In the following we consider the decay process 7~ — = + 7, to illustrate how to

the formalism of this chapter can be used to deal with bound states.
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QCD possesses the remarkable property of confinement: quarks and gluons
cannot occur as free particles, they form bound states, called hadrons, which
do occur as free particles (to a good approximation). Well-known hadrons of
low mass are the proton, neutron, the charged pions 7%, and the neutral pion
7. When the electroweak interactions are neglected, these particles are stable,
but in the Standard Model only the proton is stable (up to a negligible decay
probability related to so-called sphaleron processes).

For the description the 7% we use composite pseudo-scalar fields,

¢(x) = ba()ivstu(z),  d'(2) = Yu()ivsvhalz), (9.102)

where the 9, 4 fields are the ‘up’ and ‘down’ quark fields. The computation of
correlation functions such as

(01T ¢(2)¢"(y)]0) = (¢()6' (y)) = Go(, y) (9.103)

is a complicated problem in non-perturbative QCD, which can be done using
computers and the lattice regularization (’lattice QCD’). The Fourier transform

of this correlator has a pole at p* = —m2, = —m?2_, corresponding to the matrix
elements
(p, et (@)|0) = VZeP", (p,7|¢!(x)0) =0, (9.104)
(p, 77 |6(@)[0) = VZeP*, (p,7"|¢(x)[0) =0 (9.105)
(the zeros follow e.g. from conservation of electric charge, @, = 2/3, Q4 = —1/3,

Q-+ = 1)'2. We assumed v/Z to be positive. Hence,

OT@'WI0) 2 [ du, (06(@)lp.7*) (o, 716 (4)[0) + m.p.9.106)

T2 [, (0161 (9) . 7, 67 16(2)]0) + m.p.(9.107)

d*p . Z
= - wr—y) = .p-, (9.108
’/(2@46 mZ e TP (9-108)
Z
Gy(p) = —————+mp, (9.109)

2 2 _ 4
mz 4 p* — 1€

where m.p. denotes the contribution from multi-particle intermediate states. The
value of Z can be obtained with the methods of lattice QCD, but we shall not
need this in the following.
For the decays, let us use an effective action that can be derived as an ap-
proximation to the Standard Model. It is given by
S = /d% (Lacp + LG + L1) = So+ 51, (9.110)

lepton

PFormally: [Q,¢] = —¢ — Q¢[0) = [Q, ¢]|0) = —¢|0), hence ¢|0) has charge Q = 1.
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Lo = Laeo + Ligions (9.111)

L = — (Y0 + me)tbe — by A Outby, + € — i, (9.112)
G 0 -

L, = F\;;S Yty (1 — v5) 1y, jL +h.c.+e—p, (9.113)

3= il =) (9.114)

Here Lqcp is the QCD lagrangian in terms of quark and gluon fields, which will
not be specified further; £{i%  is the free lagrangian for the electron and the
muon and the corresponding neutrinos, which are taken to be massless; £; is
the relevant part of an effective lagrangian for the weak interactions, the four-
Fermi interaction, with G the Fermi constant and 6 the Cabibbo angle. The
electromagnetic interactions are neglected.

For the decay 7~ (p) — e(k) + ve(k") we need the correlation function
(0| Te(2) Y. () (2)]0) = (Ye(@) Yo (y) $(2)) = (=1)*Geno(.y,2),  (9.115)

Perturbing in S; we have

et x) Y 2))o
ol@) () B(z)) = - Vel)Vuly) 9(2) (9.116)

(),

= i [ du(Li(w) V() B () (Do + . (9.117)

where the ...denote terms of higher order in Gy and (-)¢ is the path-integral
‘average’ over the full QCD variables and the free lepton variables,

150 F
(F)o = Jacp jepton € _ (9.118)

fQCD,lepton eiSO
Performing the contractions of the lepton fields gives

_ 1G cos 6

i(Lr(u)ve(x) b (y)o(2))o = NG (=0)Ge(2, w)in"(1 = 75)(=1) G, (u, y)

x (j1(w)p(2))o (9.119)
The second factor above is a correlator within QCD:
() ¢(2))o = (jl(u) &(2))qep = —iGy ,(u, 2), (9.120)

since the path integral over the lepton variables is just a factor that cancels be-
tween numerator and denominator when F' in (9.118) contains only QCD fields.
Putting things together and taking the Fourier transform, the three-point corre-
lator becomes

(=00 Gao ) = 2 ()G k) 9 (1=26) ()G () (~0)G. ),
(9.121)
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i

Figure 9.3: Left: Diagram for the three-point function (—i)*Gep.(k, k', p). It
consists of the vertex function (iGy cos 8/v/2)iv*(1 —1s3), the electron propagator
—iG.(k), the neutrino propagator —iG,, (—k’), and the correlator _iGjl¢<_p)' In
the approximation used here, the four-Fermi interaction, the wiggly line merely
indicates a vector index. In the Standard Model it would represent the W-
propagator. Right: the correlator —iGjl ¢(p).

°—

whith the diagrammatical representation in ﬁgure 9. 3
Consider next the j T ¢ correlator. Choosing u° > 2° and inserting intermediate
states gives

(0|5 (w) ¢(2)0) * /dwp (Olj4(W)lp, 7 ){p, 77 |¢(2)|0) + mup.,  (9.122)

where we exhibited the one-pion intermediate-state contribution. The matrix
element of the current can be parametrized, on grounds of Poincaré invariance,
in terms of only one constant, f,, which has the dimension of mass,

(05 (w)(w)|p, 77) = ipu a2 (9.123)

(only the pseudo-vector part of j, contributes, cf. problem 10.2). Hence,
(OTj(u) 6(2)]0) "2 [ duyipy fov/3Z 7 4 mp. (9.124)
The other time-ordering gives
(O|T 41 (u) 6(2)|0) =" / dw, (—ip,) fxV2Z e P2 4 mp., (9.125)

and so the correlator has the form

TG o) = —i [ e %

ipufaV2Z

+mp., (9.126)
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To obtain the H function, we need to strip off the external-line propagators
(correlators) from the three-point e, ¢ correlator. There is no explicit ¢ correla-
tor in (9.121), so we simply multiply by the inverse ¢ correlator:

, , 1Gpcost . . . _
iHepo(k, k', —p) = FTW“(l —15)(=0)Gj1,(p) iGo(p) ™! (9.128)

Going on-shell,
2,2
Go(p)™ " =" Z7 (7 + 7). (9.129)
which selects the pole part of G ¢(p). Hence,

os. GreosO

H(K K, — (1 — —_— 9.130
and the decay amplitude becomes
T(k, X E'N;p) = —vVZulk, \)H(k, k', —p)v(k', \) (9.131)

= GrcosOfrp,a(k, )y (1 —y5)v(k', X).  (9.132)

Alternatively, we could have used the divergence of an axial current to obtain
a pseudoscalar field

¢/(2) = Oy [al@)iv" 15200 (x))] (9.133)

In this case the corresponding Z’ in known in terms of f, and m,. The resulting
expression for 7T is the same.

9.7 Problems

1. Spin-one polarization vectors

Let ¢ — V* be a vector field and |p, \) basis vectors for spin-one particles.
Then the e#(p, \) in

(O|VH(@)|p, A) = VZ e"(p, \) €P* (9.134)
are the polarization vectors for this case. For a particle at rest we may
assume

PN =0, €PN =6 I=1,23. (9.135)
where
p=(m,0). (9.136)

For general p the polarization vectors can be defined by applying the special
Lorentz boost ¢, which transforms p into p:

e(p,N) = by, ) = £, € (B, N). (9.137)
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a. Derive for a boost in the 3-direction that

e(p,3) = [p] e*(p,3) = p—oékg (9.138)
) m ) ) l{? ,39
where p’ = /pZ + m2. With an eye on completing the two vectors e(p, \)
used for the photon we may generalize this to
0 p| .’
3) = — 3)=p— 9.139
e'(p,3) s ep3)=p (9.139)

’(p,\) = 0, e(p,A\)=as for photon, A = 1,2 (9.140)

b. Verify
e, (p; A)e"(p, ') = Ox. (9.141)
c. Verify
puet(p,A) =0, A=1,23. (9.142)
d. Verify )
P (p) =" eM(p,A) e (p, A) = ™ + p;—];. (9.143)
A

(This can also be obtained directly by transformation of the polarization
sum at rest.)

e. Verify that
P'p”

N*(p,m) =n" + — (9.144)

satisfies (9.61).

2. Effective action for massive spin-one field

In this problem we look for an effective action for the field theoretic de-
scription of massive spin-one particles. We choose to describe the particles
with a vector field V#. Suppose the vector field of the previous problem
is normalized such that Z = 1. If the field is free, then the multiparticle
contribution in its spectral representation wil vanish, and the propagator
for the free system is given by

G* (p) = N*#(p,m) _ n +p“py/m2. (9.145)

m? + p? — ie m? + p? — ie

The inverse G;l,l (p) is hopefully a polynomial in p, such that we get a
differential operator in position space (p, — —id,). This is indeed the
case:

a. Verify
(2 — 67) + 0,0,1G" (& — ) = 8464z — ), (9.146)
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with G*?(x — y) the Fourier transform of G*(p).

b. Show using path integral quantization that the effective action

1 1
s=-[d4 <ZVWV"” 4 5m?v,w> V=0V, —0,V, (9.147)

leads to the above propagator.

The above effective action should in first instance only be used for tree
diagram calculations. If we go beyond this and use it as a starting point for
a fundamental theory of interacting spin-one particles, then the fact that the
above propagator G*(p) does not go to zero nicely for p — oo causes a lot of
trouble with divergencies in loop diagrams, especially in non-abelian gauge
theories. These problems are resolved by invoking the Higgs mechanism as
the underlying reason for the mass of spin-one particles like W and Z in the
Standard Model. For their contribution to the theory of renormalization of
non-abelian gauge theories, 't Hooft and Veltman received the Nobel price
in 1999. See, e.g. Veltman’s book for more information on the relation
between gauge invariance, renormalizability and ‘unitarity’.

Calculation of matrix elements

The construction of transition amplitudes given in this chapter can be ex-
tended to matrix elements of local operators, e.g. the single particle matrix
element (f|T"(x)|f). In free scalar field theory, derive (2.133) using the
Wick formula.

The decays 7= — pu~ + v, and 7~ — e~ + 1,

The charged pions 7T are unstable and decay mainly into muons p+ and
muon neutrinos (,)v,, with a life time of 2.60 x 107® s, or I'"! = 780 cm.
There is a corresponding decay into electrons et and electron neutrinos
(Ve)ve, with a much smaller rate. These processes can be described by
an effective action of the form S = Sy + Sy, where Sy is the sum of the
actions for the free pions,'® muons, electrons, muon neutrinos and electron

neutrinos,
So = Sp+ S+ S+ S, + S, (9.148)
S, = —/d4;1: (D" 0" + m2 %), (9.149)
Suy = — / d'z i/ju(”y“@,i + mu)ww (9.150)

and similar for e, v, and v, with m,,, = m,, =0, and S, is the interaction

Sl - C/d4l‘ [anﬂp* 1/7)“’57“(1 - 75)1#% + 8&@ @EV“Z’VH(I - 75)77Z)M

13The n* are described by the complex scalar field ¢.
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The constant c is given by
c= frGp cosfg, (9.152)
with f; the pion decay constant, G the Fermi weak interaction constant

and 6o the Cabibbo angle.

Notice that the interaction S; does not conserve parity P, as it is the sum
of terms odd and even under parity.

a. Draw the diagram for the decay 7~ (p) — p~ (k, \) + 7, (k', \') and verify
that the decay amplitude is given by

(KX, K’Nout|pin) = —i(27)*6(p —k — k') T(k,\, k', X;p), (9.153)

Tk, K N;p) = cu(k, \)yp(1 —vs)v(E', \). (9.154)

b. Verify the polarization sum

TP = LT (1 — )k w1 — ) (m, — k). (0.159)

(The neutrino has only one spin polarization.)

c. Using the anticommutation relations of the gamma matrices, the prop-
erties of the right and lefthanded projectors Pr = (1 &+ 75)/2) and the
‘trace identities’, show that

T2 = 4c[2(pk) (pk') — p*kK'). (9.156)

d. In the rest frame of the pion, verify

m2 _ m2 m2
k|=—F2—# k0 k| =~ 9.157
K = =5 K Ik = (9.157)
and
T = 2¢*(mZ —m2)m?, (9.158)
and

2
_ _ _ C
'~ —p +19,)= - —

m2 — m2)2m?2
(e = 1m,)7my, (9.159)

e. The masses of the particles are given by m,+ = 139.6 MeV, m,, = 105.7
MeV, m, = 0.5110 Mev (the neutrino masses were already assumed to be
zero). Using Gp ~ 1.17 x 107> GeV™2, o ~ 13°, and the fact that 7~
decays for 99.988% into = + v, verify that f, ~ 93 MeV from the rate
[ = (780cm) .



238

CHAPTER 9. SCATTERING

f. Calculate the branching ratio

(™ —e + 1)
(= — p= +1,)

(9.160)

and compare this with the experimental value 1.22 x 1074

The striking smallness of the above branching ratio is a consequence of
the combination y*(1 —~5) in the interaction S;. The interaction conserves
chirality: 1—~5 projects on to chirality —1, in the neutrino fields as well as in
the electron or muon fields (recall that 1) contains 3 = i7? and 5 commutes
with i7%9%). For the massless antineutrinos, chirality —1 means helicity
+1/2. For the electron and muon, chirality —1 would mean helicity —1/2
if these particles were massless. However, angular momentum conservation
requires that the muon or electron have the same helicity (+1/2) as the
antineutrino, since the pion at rest has angular momentum zero. Hence, if
m,, and m. would be zero, the decay amplitude would vanish (1 — 5 acting
on a massless helicity +1/2 particle spinor gives zero). So we may expect
that the decay amplitude is proportional to m, . as m,. goes to zero. In
fact, it can be shown using helicity spinors that the decay amplitude is
given by

T = 2iemq/|k| (VKO +m — VEO —m) 0y x4, (9.161)

with £° = vk? + m? and m = m,, or m.. In this way we can understand
why the above branching ratio oc m?/ mz is so small.



Chapter 10

C,P,and T

In addition to Lorentz invariance, the discrete symmetry transformations C (charge
conjugation), P (parity) and T (time reversal) are of crucial importance in par-
ticle physics and cosmology. We shall give a brief introduction here which can
only scratch the surface, as a proper presentation of the important experimental
implications and results would lead much too far. For more information, see e.g.
the books by Weinberg, Perkins, Branco et al., Sanda & Bigi.

10.1 Charge conjugation

We have seen that the QED action is invariant under global (and of course local)
U(1) transformations. In Majorana language this means SO(2) invariance, in
which the real and imaginary parts v 5 of the Dirac field get rotated into each
other, as in (8.3). In fact, the free action is invariant under the full O(2) group,
obtained by adding reflections,

Y1 — 1, P — =1y, (10-1)

which are orthogonal transformations in internal space with determinant minus
one. For the Dirac field this means ¢ < ¢*, in a Majorana representation of the
~v-matrices. In a general representation we have to be a bit careful, because ¥*
does not transform like 1) under Lorentz transformations. However, as seen in
Appendix 5.5, the charge-conjugate spinors

PO = oyt = ($O)T, ¢ = —(CTy)T (10.2)
do transform in the same way. Recall that C' is unitary and antisymmetric with
AT = _Ct At O, BC A OB = ~AH, (10.3)

and recall also our convention SC = 1 in a Majorana representation.

239
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It is straightforward to check that the transformation C defined by

leaves the free Dirac action invariant. We can extend this symmetry to QED if
we adopt as the transformation rule for the electromagnetic field:

C: A, ——A, (10.5)

Let us check this for the interaction term in the Lagrange density:

Ly = ej'A,, " =iy, (10.6)
= (O (GO)T = Gy TCl = — i = =, (10.7)
Ly — e(—j")(=A,) =L;. (10.8)

In the second line we interchanged 1 and %, which gives a minus sign by their
anticommuting property, and then used (10.3). This symmetry of the action
under C implies, via the path integral, a unitary operator Uc in the quantum
Hilbert space (or in the extended negative metric space, in case of a covariant
gauge). The derivation of this is cumbersome (we also have not discussed yet
fermionic coherent states) and it is simpler to guess the answer directly. Let the
unitary operator C' have the properties

UchUs = (WO, UgdUL = =(CHy)T, (10.9)
UcAUL = —A,, (10.10)

It is straightforward to check that Ug leaves the canonical (anti)commutation
relations invariant (otherwise it could not be unitary), as well as the total hamil-
tonian,

UcHU!, = H, [Us,H]=0, (10.11)
H = /d% (%E2 + %BQ + T Hpp +ej°A° — ejA) ., (10.12)

where Hp is the Dirac hamiltonian (5.85). So U¢ is time-independent and we
may assume that it leaves the vacuum invariant,

Uc|0) = |0). (10.13)
We end this section with miscellaneous remarks:

- Products of fermion fields in operators should be antisymmetrized, such
that they may be freely interchanged as anticommuting (the delta functions
from the canonical anticommutation relations cancel). An example is the
current operator

1o L op. -
7 = SV — STy T, (10.14)
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which satisfies
UpjhUL = —j* (10.15)

also in operator language.
C interchanges particles and antiparticles:

Ucb(p, VU = d(p, ), Ucd(p, \US = b(p, A). (10.16)

Neutral states have a definite C-parity:

Uca'(k,N)|0) = —a'(k,\)|0), (10.17)
Uc b (p, Nd'(p', X)[0) = bl (p, \)d!(p', \)]0). (10.18)

The photon has negative negative C-parity.
The C-parity has to be the same in initial and final states.

The Yukawa model with pseudoscalar coupling is an example of an effective
theory for neutral pions and protons. The interaction lagrangian

Ly = ghinstbd (10.19)

is invariant under C if

UcoU}, = +¢. (10.20)

The neutral pion described by the ¢ field has positive C-parity. It decays
primarily electromagnetically into two photons and cannot decay into an
odd number of photons, because of C-parity conservation.

QED and QCD are C-invariant, but the full Standard Model violates C.

For nonabelian gauge fields, as in QCD, the coupling to fermions can be
written in the form

gt A, (10.21)

where g is a coupling constant and A, is a matrix acting on additional
(‘color’” or ‘flavor’) indices of the fermion fields. The charge conjugation
transformation for A, is now given by

UcA UL = —AT. (10.22)

INeglecting the C-violation caused by the weak interactions.
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- We may make an additional global U(1) transformation in the definition of
UC? B B
Ue UL =n(C)",  UcdUb=—n"(CTo)T, (10.23)
with |n| = 1. This puts phase factors in (10.16) but does not affect the
minus sign in (10.18).

As a generalization of this, it is always possible to change the definition of a
discrete transformation like Uz by making an additional transformation of
variables, which may or may not be a symmetry transformation (the same
holds for P and T). This may turn an apparently noninvariant model into an
invariant one. It is clearest to make such transformations of variables first,
putting the action into some convenient form. This is commmon practise
in the Standard Model, e.g. for the Cabibbo-Kobayashi-Maskawa matrix.

10.2 Parity

We have encountered parity already several times. It represents the ‘improper’

Lorentz transformation (2°,x) — (2%, —x),

¥ = lpx, M, =diag(l,—1,-1,-1), (10.24)
Dp = D(lp)=+", Dp'=—-+"=D}, (10.25)

where Dp is a spinor representation. In terms of a unitary operator Up the
transformation rules read in operator language

Up(x)U, = Dpo(lpx), Upp(x)UL =1(Cpz)Dp',  (10.26)
UpAr(z)U, = 4, A (Upx) (10.27)

(with identical transformation rules for Majorana fields.) Note that {p = (p'
(but for our choice, Dp # Dp').
Miscellaneous remarks:

- The QED hamiltonian (10.12) is parity invariant. Experimentally, QED
and QCD are parity invariant, e.g. there is no indication for non-invariant
terms like e"** F,\F,, in the lagrangian.

- It follows from the group properites of £ and ¢p that momentum and angular
momentum are respectively odd and even under parity:

UpPUL =P, UpJUL =+1J. (10.28)

- Hence, a particle at rest can be in an eigenstate of Up. The eigenvalue
is called the (intrinsic) parity of the particle. For single fermions with a
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charge, we can choose

Upb'(p,N)]0) = ibl(p,\)]0), p=(m,0) (10.29)
Upd'(p,N)]|0) = id'(p,\)|0), (10.30)

this is convention dependent, because we can always put an additional phase
in the parity transformation, similar to (10.23) for C. However, these phases
cancel in a fermion-antifermion state, for which the resulting minus sign is
convention independent. A fermion-antifermion in a spatially symmetric
bound state with total momentum zero has negative parity. The neutral
pion, a quark-antiquark state, is an example. Its effective field transforms
as ¢(r) — —¢(Lpx) under parity. The effective Yukawa model (10.19)
illustrates the properties of 7° under both C and P.

A neutral fermion (describable by a Majorana field) can have parity =i.

- The following interaction cannot be invariant under C or P,

L1 = i*(gv + gavs)V A, (10.31)

if the coupling constants gy and g4 are both non-zero, but it is invariant
under the product CP. This illustrates the situation in the Standard Model.

10.3 Time reversal

The time reflection is defined by (2°,x) — (—2° x), or

/

¢ = lpx, 04 =diag(—1,1,1,1), (10.32)
Dr = D(ly) =iy’ Dp' = —iy’y; = Db, (10.33)

where Dp is a spinor representation. It turns out that in Hilbert space this
symmetry is represented by an antiunitary operator Ur, i.e. a unitary operator
that is antilinear.? To understand this we first turn to non-relativistic quantum
mechanics.

Consider a lagrangian of the conventional type L(q,¢) = sm¢* — V(g). It
is invariant under the transformation ¢'(¢) = ¢(—t). The equations of motion
are invariant under time reversal. If we have a solution ¢(t) satisfying ¢(t1) = q1,
q(t2) = qq, then ¢'(t) = q(—t) is also a solution, with boundary values ¢'(—t1) = ¢
and ¢'(—t3) = ¢o. If the velocity ¢ happens to be positive throughout the whole
trajectory, then ¢’ is negative.®> The symmetry of L has consequences in the path
integral. To cut the discussion short, consider the semiclassical approximation

t1
(q1,t1]g2, t2) o< exp <Z ) dtL[%Q]) ) (10.34)

2Recall that for an antilinear operator A and complex number A\, AX|)) = \* A|)).
3A time-honoured German name for T is Bewegungsumkehr (motion-reversal).
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where ¢(t) is a classical solution as mentioned earlier. Recall that |¢,t) =
U'(t,0)|q) is the eigenvector of the Heisenberg operator ¢(t) with eigenvalue q.
Substituting ¢(t) = ¢/(—t) we see that the right-hand side of (10.34) turns into

—to
exp (z / t dtL[q’,q’]) 5 (go, —tlq1, —t1). (10.35)
—l1
The consequence of T-invariance is evidently

(01, t1]q2, t2) = (g2, —t2|q1, —t1)- (10.36)

The interchange of initial and final states is intuitively appealing.
Next we introduce Ur by

UT |q7 t> = |Q7 —t>, UT Gth |q> = €_th |q> (1037)
We want it to represent the property (10.36), i.e.

(@1, t1]ga, ta) = ({qa, ta|UL) (Ur | g1, t1)). (10.38)

Using (¢|¢) = (¢]1)* on the right-hand side this gives the relation

(g1, t1] g2, t2) = [({qu, 11| UF) (U |qa, t2))]* (10.39)

Note the parenthesis, which are needed here in the bra-ket notation. Usually we
are dealing with linear operators, for which it does not matter if we interpret
the action of an operator in the bra-ket notation to act to the right or the left:
(Y| (O]p)) = ((¥|0) |¢). However, this cannot be true for Ur. We shall now show
that it has to be antiunitary.

First, choosing t; = to = 0 the amplitude (g1, 0|g2,0) = (q1|q2) is real. For
any state |[¢) = [dq1(q)|q), the norm ([)* = (P|¢) is real, and we get
(WIUR)(Ur]e)) = @I(UUr|$)) = (@|(UFUr)|), where it does not matter if
Ur is linear or antilinear. Since |¢) is arbitrary this means that Uy is unitary,

Ul Up = 1. (10.40)

Note that the product U}UT is linear. Secondly, for general ¢; 5, the amplitude

(10.39) is complex, and letting U} act to the right and using U} Ur = 1 has to
produce a complex conjugate, such that it equals the left hand side of (10.39).
So Ur should satisfy

((¥|Ur) [6) = [(] (Ur |o))]", (10.41)

for arbitrary ¢ and ¢ (from which ((¢|UF) 1) = [(¢] (U |1))]* follows by conju-
gation). From (10.41) follows that Ur is antilinear: let A be a complex number

(@[(Ur Al¢)) = [((L|Ur) Al@)]" = N [((L|Ur) [9)]" = A" (@|(Ur [4)),  (10.42)
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SO
Ur M) = NUrlg),  Ur X =\ Up. (10.43)

For t = 0 we see from (10.37) that Ur acts as the identity on the coordinate-basis

9),
Urlq) = lq). (10.44)

So on this basis it is just the operator of complex conjugation. It follows that in
the momentum basis

Urp) = UT/dq e q) = /dq e Mg) =| - p). (10.45)
For general t the relation (10.37) and the unitarity of Ur gives
Ur expliHt] |q) = exp[—it Up HUL] |q) = exp[—iH{] |q), (10.46)
so the hamiltonian is invariant,
Ur HUL = H, [Ur,H]=0. (10.47)
For the canonical Heisenberg operators we get
Urg)U} = a(—t),  Upp(t)U} = —p(—1). (10.48)

Having familiarized ourselves with the antilinear nature of Ur we turn to QED,
using operator notation. For Majorana fields with a Majorana representation of
the Dirac matrices it is natural to define the T transformation as

Uptb(x)UL = Drp(br),  Up " (2)BUL = " DEs* = ¢"pD7'. (10.49)

For the complex Dirac field ¥ build out of two Majorana fields 9, 2 according to
Y = (1 — irby)/v/2, this Uz would imply interchanging 1 and 1", as in charge
conjugation. This looks intruiging, reminding us of the idea that charged particles
running backwards in time are just antiparticles running forward (cf. Feynman).
However, the conventional definition of T for Dirac fields does not interchange
¥ and 97, so let us undo this by following the transformation (10.49) by charge
conjugation. Thus defining T we get

Ur(@)Uf = C'8Dr(lra),  Urd(x)Uf = $(tra)Dr'5C (10.50)
Up AM(z)US = —t4 A, (10.51)
where we also included the transformation for the electromagnetic field. To see

what this does, consider the transformation of the current (suppressing the anti-
symmetrization as in (10.14)),

Ur j*(2)U} = Urd(x)iv*y(x)Uf = (lrx) Dy BC (—in*™) CTBDrp(br)
=~ 3 (lpa), (10.52)
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where we used (10.3). With this new definition of T the charge does not flip sign,
but the current gets inverted: j°(x,t) — j%(x, —t), j(x,t) — —j(x, —t). The total
QED hamiltonian (10.12) is T-invariant, Uy H (t)U), = H(—t) = H(t), because it
is time-independent.

Miscellaneous remarks:
- Ur changes the signs of both momentum and angular-momentum operators.

- FEigenvalues of Uy have no special significance, their phase can be changed
by a phase transformation of the state vector. However, UZ is linear and its
eigenvalues have physical significance. For a fermion state |p, A) it is —1.

- Ur changes in-states into out-states (cf. chapter 9),

Urlpi, M,y Doy A 1) X |1y ALy oy By A out),  (10.53)
Urlpi, My Pny Ap OUt) |]31,5\1,---,15n,5\nin), (10.54)

0

where p = (p”, —p), and the constant of proportionality is a phase factor.

- The experimental detection of T-violation is difficult, because the product
CPT seems to be an exact symmetry of Nature (see next section) and CP-
violation turns out to be effectively very small.

10.4 CPT

The CPT theorem states that in a local, Lorentz invariant and unitary (hermitian
hamiltonian) theory, all interactions are invariant under the product transforma-
tion CPT. This is just our original Us for Majorana fields in (10.49) times Up.
We shall demonstrate CPT invariance here by showing that any lagrange den-
sity L satisfying the assumptions, keeping for simplicity only scalar, spinor and
vector fields, transforms as £(z) — L£(—x). This then leads to a CPT invariant
hamiltonian.

Let us use Majorana language (Majorana fermion fields and a Majorana repre-
sentation for the Dirac matrices, and real bosonic fields), which is most general, as
any Dirac structure can be translated into this form. It also helps avoiding over-
looking less familiar possibilities, such as so-called Majorana interactions which
do not allow any charge conservation. Consider a theory with K real Majorana
fields 14, L real scalar fields, ¢, and M real vector fields A* o = 1,..., K,
k=1,...,L,r=1,...,M. Under Uy = Up Uy these fields transform simply as

Up o (2)Uf = dr(—2), U Al(2)UJ = —Al(=x),  Upta(2)Uf = ivsiba(—2),
(10.55)



10.5. PROBLEMS 247

where we used ¢p¢p = —1, DyDp = 175 and did not introduce any other phase
(sign) factors. For the fermion bilinears it follows that

Ug & () By -+ - A" oy (2)U = (1) L (=) By -+ -y o (=), (10.56)

Hence, these transform just like tensors build out of the Bose fields, e.g.

Uy 0, A (2)U} = (—=1)2[0/8(—a")]A#(—x). The fermion bilinears are to be an-
tisymmetrized, Yuaps — (Vaa®os — Vnstaa)/2, if necessary, such that the field
operators can be freely anticommuted as if they were Grassmann numbers. Then
they are hermitian, and either symmetric or antisymmetric under exchange of
the labels o and o’. Corresponding coupling constants (or mass matrices) have
to have the same symmetry. They have to be real in order that £ be hermi-
tian. Hence, they are not affected by the antilinearity of Uy. It now follows that
any Lorentz invariant multinomial in the fields with real coupling constants is
CPT-covariant. For example in

1 1 ,
‘Cl - gozo/ri (Q/}gﬁ’yud)a’ - ¢§/7MTﬁT¢a) Aru + gga/r§¢§57ul%¢a’flm

1 1 ,
+ haafk§w§ B dr + h;a/kéwfﬁwg)zpa,m. (10.57)
the couplings have to satisfy
Jaa'r = —Yolar = g;a’m g;o/r = g(;/mn = gg’fa/r, (1058)
hozo/k = ho/ozk; = h:;o/lm h/ozo/k = :)/ozk = hgzka’k7 (1059)

and £; is hermitian and covariant under CPT, Uy £1(x)U) = £1(—z). Note that
terms involving the epsilon tensor €, are also invariant, because det({plr) = 1,
similarly the presence of 75 = i€,0,7"7 77" /4! does not affect CPT invariance.

Finally, we note that the somewhat mysterious presence of C in the usual
treatments of the CPT transformation, which is essentially just x — {plrr = —x,
has disappeared in the Majorana formulation used here: there is no trace of C in
the natural Uy = Up Us.

An important consequence of CPT-invariance is:

- particles and antiparticles have the same mass and lifetime, even when C,
P and T are all violated (as they are in Nature).

10.5 Problems

1. Decay of the neutral pion
The neutral pion decays primarily electromagnetically into two photons:
7(p) — y(k,A) + y(K’, ). This process can be described in terms of an
effective action, the form of which depends on the parity of 7°. In the
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following we assume not to know the parity of 7° and intend to investigate
how it might be determined. Candidate gauge invariant interactions are
given by

S, = % / d'z $(2)e"? F,(2)Fo(2), (10.60)

and
aC 4 5
Sy =~ / d*z $(a) P (1) F (2). (10.61)
m
Here a = €2 /47 is the fine structure constant, m the 7% mass, C' a constant
and €7 the Levi-Civita tensor with €ya3 = 1.
a. How should ¢ transform for S; to be invariant under C, P, and T?
b. How should ¢ transform for Sy to be invariant under C, P, and T?

c. Compare your results for a,b with the transformation properties of the
composite fields ¥ and iyse).

d. Calculate the vertex function
538
dp(u)dAH(v)AH (v')’

Sy (uw,v,0") = (10.62)

for Sy as well as for Ss.

e. Determine the corresponding vertex functions in momentum space,
SMM’ (p, k?, k?l)

f. Draw the Feyman diagrams for the decay process 7°(p) — ~(k,\) +
v(E', N') in the tree-graph approximation.

g. Write down the corresponding decay amplitude T'(kA, k'N'; p) for both
cases 1 and 2.

h. Suppose you can observe correlations between the photon polarizations
and their momenta. Discuss how you might determine the pion parity from
the decay distribution of the photons.

i. Calculate |[T]2 in both cases. For 1 the identity ¢ e,5,, = —2(0h0y —
okdy) is useful.

j- Calculate the unpolarized distribution dI'/df) and the total rate I' in the
pion rest frame.

The pion decay constant f

The positively charged pion decays primarily through the process
7t — ut +v,. Its decay amplitude depends on the matrix element of the
current

Ju = YaiVuthu — Yaivu st = Vi — Ay (10.63)
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between the vacuum state and the one-pion state in QCD; V,, is called the
(polar-)vector current, A, the axial-vector current.

a. Verify that the following parametrization of these matrix elements has
the general form compatible with Poincaré invariance:

(0| A*(z)|p,7") = —ip!feV/2€", (10.64)
(OVH@)|p, 7)) = —ip"feV/2e™", (10.65)
Hint: use the Poincaré in variance of the vacuum, (9.12) for the scalar

case and (9.39) for the vector case; insert U(¢)TU(¢) = 1 into the matrix
elements, and similar for translations.

Verify that the constants fr and f, have the dimension of mass.
b. Parity is a good symmetry in QCD, which implies Up|0) = |0). The
pions are known to be pseudo-scalars, i.e.

Uplp,nt) = —|tpp, 7T). (10.66)
Verify that because of parity, fr = —f», hence f, = 0, but that there is no
such constraint on f.
Hint: insert U;U p = 1 into the matrix elements.

c. Charge conjugation is a good symmetry in QCD. Use C to obtain the
relations for 7~ with the corresponding currents.



