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Abstract

Let $M$ be either a topological manifold, a Hilbert cube manifold, or a Menger manifold and let $D$ be an arbitrary countable dense subset of $M$. Consider the topological group $\mathcal{H}(M, D)$ which consists of all autohomeomorphisms of $M$ that map $D$ onto itself equipped with the compact-open topology. We present a complete solution to the topological classification problem for $\mathcal{H}(M, D)$ as follows. If $M$ is a one-dimensional topological manifold, then we proved in an earlier paper that $\mathcal{H}(M, D)$ is homeomorphic to $\mathbb{Q}^\omega$, the countable power of the space of rational numbers. In all other cases we find in this paper that $\mathcal{H}(M, D)$ is homeomorphic to the famed Erdős space $\mathcal{E}$, which consists of the vectors in Hilbert space $\ell^2$ with rational coordinates. We obtain the second result by developing topological characterizations of Erdős space.
CHAPTER 1

Introduction

All spaces under discussion are separable and metrizable. The main results of this paper were announced in Dijkstra and van Mill [20].

If $X$ is compact then the standard topology on the group of homeomorphisms $\mathcal{H}(X)$ of $X$ is the so-called compact-open topology (which coincides with the topology of uniform convergence). For noncompact locally compact spaces we give $\mathcal{H}(X)$ the topology that this group inherits from $\mathcal{H}(\alpha X)$, where $\alpha X$ is the one-point compactification. In either case we have that $\mathcal{H}(X)$ a Polish topological group. If $A$ is a subset of a space $X$ then $\mathcal{H}(X,A)$ stands for the subgroup $\{h \in \mathcal{H}(X) : h(A) = A\}$ of $\mathcal{H}(X)$.

Brouwer [11] showed that $\mathbb{R}$ is countable dense homogeneous, that is, for all countable dense subsets $A$ and $B$ of $\mathbb{R}$ there is an $h \in \mathcal{H}(\mathbb{R})$ with $h(A) = B$. It is not difficult to prove that every $\mathbb{R}^n$ has this property. In view of Brouwer’s result it is a natural idea to investigate the group $\mathcal{H}(\mathbb{R}, \mathbb{Q})$, which is known to be one-dimensional, see [29]. This result led us to consider the question whether $\mathcal{H}(\mathbb{R}, \mathbb{Q}^n)$ for $n \geq 2$ is in fact homeomorphic to Erdős space. We prove here that it is. We show that if $D$ is a countable dense subset of a locally compact space $X$, then $\mathcal{H}(X, D)$ is an Erdős space factor, which means that $\mathcal{H}(X, D) \times \mathcal{E}$ is homeomorphic to $\mathcal{E}$. Under rather mild extra conditions, the group $\mathcal{H}(X, D)$ is found to be homeomorphic to Erdős space. This is the case if $X$ contains a nonempty open subset homeomorphic to $\mathbb{R}^n$ for $n \geq 2$, an open subset of the Hilbert cube $\mathcal{Q}$, or an open subset of some universal Menger continuum. As an application it follows that if $M$ is an at least 2-dimensional manifold (with or without boundary) and $D$ is a countable dense subset of $M$, then $\mathcal{H}(M, D)$ is homeomorphic to Erdős space. These results can be found in Chapter 10.

Homeomorphism groups of manifolds are very well studied. Let $[0,1]$ denote the interval $[0,1]$ and let $\mathcal{H}^g([0,1])$ stand for the subgroup of $\mathcal{H}([0,1])$ consisting of homeomorphisms that fix the boundary of the $n$-cube $[0,1]^n$. Anderson [5] proved that $\mathcal{H}^g([0,1])$ is homeomorphic to the separable Hilbert space $\ell^2$ (see [8] Proposition 6.8.1 or [32]). It was shown by Luke and Mason [35] that $\mathcal{H}^g([0,1]^2)$ is an absolute retract, which implies that $\mathcal{H}^g([0,1]^2) \approx \ell^2$ (apply for instance Dobrowolski and Toruńczyk [26]). For $n \geq 3$ it is open whether $\mathcal{H}^g([0,1]^n)$ is an absolute retract. This is one of the most interesting open problems in infinite-dimensional topology. For the Hilbert cube $\mathcal{Q}$, that is for $n = \infty$, the analogous problem was solved by Ferry [30] and Toruńczyk [42]. They proved that $\mathcal{H}(\mathcal{Q})$ is homeomorphic to $\ell^2$ (observe that $\mathcal{Q}$
has no boundary). For $2 < n < \infty$ it is unknown what the topological classification of $\cal H^0(\mathbb{I}^n)$ or $\cal H(\mathbb{I}^n)$ is. By our results, the subgroups $\cal H^0(\mathbb{I}^n)$, $(\mathbb{Q} \cap \mathbb{I})^n$ and $\cal H(\mathbb{I}^n)$ are known; they are homeomorphic to Erdős space. Recall that Erdős space $\mathcal{E}$ is the ‘rational’ Hilbert space, that is, the set of vectors in $\ell^2$ the coordinates of which are all rational. This space was introduced by Hurewicz who asked to compute its dimension. Erdős [29] proved that $\mathcal{E}$ is one-dimensional by establishing that every nonempty clopen subset of $\mathcal{E}$ has diameter at least 1. This result, in combination with the obvious fact that $\mathcal{E}$ is homeomorphic to $\mathcal{E} \times \mathcal{E}$, lends the space its importance in dimension theory. The paper [29] also features a closed subspace of $\ell^2$ which has the same properties as we just listed for $\mathcal{E}$. This space is now known as complete Erdős space $\mathcal{E}_c$. The space $\mathcal{E}_c$ surfaced in topological dynamics as the ‘endpoint’ set of several interesting objects; see Kawamura, Oversteegen, and Tymchatyn [31] for more information.

The heart of the present paper is formed by the Chapters 7 and 8 where we prove a series of increasingly powerful topological characterizations of Erdős space. Chapters 3–6 contain the lemmas that prepare the ground for the proofs of the characterization theorems. Chapters 9 and 10 contain the main applications of our characterization theorems. In Chapter 2 we introduce Erdős space with its basic properties. What sets Erdős space apart from familiar spaces is that in addition to the one-dimensional topology that it inherits from $\ell^2$, an important role is played by the zero-dimensional topology that $\mathcal{E}$ inherits from the product space $\mathbb{Q}^\omega$. This bitopological aspect was captured by Oversteegen and Tymchatyn [38] by the introduction of the class of almost zero-dimensional spaces of which $\mathcal{E}$ and $\mathcal{E}_c$ are universal elements. Chapter 3 contains information about $\mathbb{R}$-trees, the relevance of which to the Erdős spaces was established in [38] and developed further in [31]. Chapter 4 is devoted to semi-continuous functions and in particular to Lelek functions. The standard example of a Lelek function is an arclength function for a Lelek fan [33]. These functions are central to the understanding and characterization of Erdős spaces because of the proof by Kawamura, Oversteegen, and Tymchatyn [31] that complete Erdős space is homeomorphic to the endpoint set of the Lelek fan. In Chapter 5 we develop the cohesion concept. The idea of a cohesive space by which we mean a space that has a open cover consisting of sets that do not contain nonempty clopen subsets of the space is implicitly present in Erdős [29]. It is a very weak form of connectedness that plays an important role in the characterization theorems. In Chapter 6 we prove an “unknotting theorem” for Lelek functions. This theorem is made possible by the uniqueness of the Lelek fan as proved by Charatonik [14] and Bula and Oversteegen [12]. In Chapter 7 we present extrinsic characterizations of Erdős space, by which we mean characterizations that depend on particular imbeddings of the space in a space with more structure, in our case the graph of a Lelek function. We obtained inspiration for these characterizations from Sierpiński’s [40] characterization of absolute $F_{\sigma\delta}$-spaces and from van Engelen’s [28] characterization of the space $\mathbb{Q}^\omega$. From there we proceed by finding the more powerful intrinsic characterizations in Chapter 8 namely characterizations in terms of purely topological concepts that are internal to the space. In Chapter 9 we use the theorems in Chapter 8 to characterize the class of Erdős space factors. As a corollary we find that Erdős space is homeomorphic to its countable infinite power. Here we have a striking contrast with $\mathcal{E}_c$ which is not homeomorphic to $\mathcal{E}_c^\omega$, as was proved by Dijkstra, van Mill, and Steprāns [23]. We also find that Erdős space
is homeomorphic to $\mathcal{E}_c \times \mathbb{Q}^\omega$. Our main applications can be found in Chapter 10 where we demonstrate the power of our characterizations by deriving from them the above results on homeomorphism groups $\mathcal{H}(M, D)$ with relative ease.

We conclude with the observation that Erdős space started its career as a curious example in dimensional theory. It turns out however that it is a fundamental object that surfaces in many places. In addition, it allows for a useful and easily applied topological characterization just as several other fundamental objects in topology: the Cantor set (Brouwer), the Hilbert cube (Toruńczyk), Hilbert space (Toruńczyk), and the universal Menger continua (Bestvina).
CHAPTER 2

Erdős space and almost zero-dimensionality

Let $\mathbb{R}^+ = [0, \infty)$, $\mathbb{I} = [0, 1]$, and let $\omega = \{0\} \cup \mathbb{N}$. By a zero-dimensional space we mean a space with dim $= 0$ so in particular a non-empty space.

Let $p \in [1, \infty)$ and consider the Banach space $\ell^p$. This space consists of all sequences $z = (z_0, z_1, z_2, \ldots) \in \mathbb{R}^\omega$ such that $\sum_{i=0}^{\infty} |z_i|^p < \infty$. The topology on $\ell^p$ is generated by the norm $\|z\| = \left(\sum_{i=0}^{\infty} |z_i|^p\right)^{1/p}$. It is well known that this topology is the weakest topology that makes all the coordinate projections $z \mapsto z_i$ and the norm function continuous. This fact can also be formulated as follows: the norm topology on $\ell^p$ is generated by the product topology (that is inherited from $\mathbb{R}^\omega$) together with the sets $\{z \in \ell^p : \|z\| < t\}$ for $t > 0$. We extend the $p$-norm over $\mathbb{R}^\omega$ by putting $\|z\| = \infty$ when $z \in \mathbb{R}^\omega \setminus \ell^p$. Note that the norm as a function from $\mathbb{R}^\omega$ to $[0, \infty]$ is lower semi-continuous but not continuous.

Definition 2.1. Let $X$ be a space. A function $f : X \to [−\infty, \infty]$ is called lower semi-continuous (abbreviated LSC) if $f^{-1}(((t, \infty])$ is open in $X$ for every $t \in \mathbb{R}$. Similarly, $f$ is called upper semi-continuous (abbreviated USC) if $f^{-1}([−\infty, t))$ is open in $X$ for every $t \in \mathbb{R}$.

The following two spaces are featured in Erdős [29]: Erdős space

(2.1) $\mathcal{E} = \{x \in \ell^2 : x_i \in \mathbb{Q} \text{ for each } i \in \omega\}$

and complete Erdős space

(2.2) $\mathcal{E}_c = \{x \in \ell^2 : x_i \in \{0\} \cup \{1/n : n \in \mathbb{N}\} \text{ for each } i \in \omega\}$.

The name complete Erdős space was introduced by Kawamura, Oversteegen, and Tymchatyn [31] who used the following representation of that space:

(2.3) $\mathcal{E}_c' = \{x \in \ell^2 : x_i \notin \mathbb{Q} \text{ for each } i \in \omega\}$.

Note that $\mathcal{E}_c$ is closed in $\ell^2$ and that $\mathcal{E}_c'$ is not closed but a $G_\delta$-set in $\ell^2$, thus both spaces are topologically complete. It is a consequence of the characterization theorem for complete Erdős space that is presented in [31] that $\mathcal{E}_c$ and $\mathcal{E}_c'$ are homeomorphic; see [16]. The properties of complete Erdős space have been studied extensively in [31], [25], [23], and [22].

Let $\mathcal{T}$ stand for the zero-dimensional topology that $\mathcal{E}$ inherits from $\mathbb{Q}^\omega$. Observe that $\mathcal{T}$ is weaker than the norm topology and hence that $\mathcal{E}$ is totally disconnected. We have by the remark above that the graph of the norm function, when seen as a function from $(\mathcal{E}, \mathcal{T})$ to $\mathbb{R}^+$, is homeomorphic to $\mathcal{E}$. So, informally, we can think of $\mathcal{E}$ as a ‘zero-dimensional space with some LSC function declared continuous’. We find it convenient to work with USC rather than LSC functions and we therefore define $\eta : \mathbb{Q}^\omega \to \mathbb{R}^+$ by

(2.4) $\eta(z) = 1/(1 + \|z\|)$,
where $1/\infty = 0$.

There is an interesting connection between the two topologies on $E$ that we would like to draw attention to. Because the norm is LSC on $\mathbb{R}^\omega$ every closed $\varepsilon$-ball in $E$ is also closed in the zero-dimensional space $\mathbb{Q}^\omega$. Thus we have that every point in $E$ has arbitrarily small neighbourhoods which are intersections of clopen sets.

**Definition 2.2.** A subset $A$ of a space $X$ is called a C-set in $X$ if $A$ can be written as an intersection of clopen subsets of $X$. A space is called almost zero-dimensional if every point of the space has a neighbourhood basis consisting of C-sets of the space. If $Z$ is a set that contains $X$ then we say that a (separable metric) topology $\mathcal{T}$ on $Z$ witnesses the almost zero-dimensionality of $X$ if $\dim(Z, \mathcal{T}) \leq 0$, $O \cap X$ is open in $X$ for each $O \in \mathcal{T}$, and every point of $X$ has a neighbourhood basis in $X$ consisting of sets that are closed in $(Z, \mathcal{T})$. We will also say that the space $(Z, \mathcal{T})$ is a witness to the almost zero-dimensionality of $X$.

Thus $E$ is almost zero-dimensional. In fact, it is a universal object for the class of almost zero-dimensional spaces, see Theorem 4.15. The space $\mathbb{Q}^\omega$ is a witness to the almost zero-dimensionality of Erdős space. More generally, if $\varphi : Z \to \mathbb{R}$ is a USC or LSC function with a zero-dimensional domain, then $Z$ is easily seen to be a witness to the almost zero-dimensionality of the graph of $\varphi$.

**Remark 2.3.** Observe that every C-set is closed and that finite unions and finite intersections of C-sets are also C-sets. The concept of an almost zero-dimensional space is due to Oversteegen and Tymchatyn [38]. The definition given here is easier to use than the original one in [38] and shown to be equivalent in Dijkstra, van Mill, and Steprāns [23]. Note that almost zero-dimensionality is hereditary. It is proved in [38] that every almost zero-dimensional space is at most one-dimensional; see also Levin and Pol [34] and Abry and Dijkstra [1].

Lemma 2.4 of the preprint version is now Lemma 4.10.

**Remark 2.4.** A space $X$ is almost zero-dimensional if and only if there is a topology on $X$ witnessing this fact. This fact can easily be seen as follows. If $X$ is almost zero-dimensional then there exists a collection $\mathcal{B}$ of subsets of $X$ such that

1. for every $x \in X$ and every neighbourhood $U$ of $x$ there is a $B \in \mathcal{B}$ such that $x \in \text{int} \ B \subset B \subset U$ and
2. every $B \in \mathcal{B}$ is an intersection of clopen subsets of $X$.

Since $X$ is separable metric we may assume that $\mathcal{B}$ is countable and we can find for each $B \in \mathcal{B}$ a countable collection $\mathcal{C}_B$ of clopen sets such that $B = \bigcap \mathcal{C}_B$. Then it is easily verified that $\{C, X \setminus C : C \in \mathcal{C}_B, B \in \mathcal{B}\}$ is a subbasis for a separable metric topology that witnesses the almost zero-dimensionality of $X$.

**Remark 2.5.** Let $(X, \mathcal{T})$ be a witness to the almost zero-dimensionality of some space $X$ and let $O$ be open in $X$. Since $X$ is separable metric we can write $O$ as a union of countably many sets that are closed in the topology $\mathcal{T}$. Thus every open set of $X$ is $F_\sigma$ in the witness topology $\mathcal{T}$ and dually every closed set is $G_\delta$ with respect to $\mathcal{T}$.
An \( \mathbb{R} \)-tree is a locally arcwise connected and uniquely arcwise connected space. Let \( X \) be a uniquely arcwise connected space. If \( x, y \in X \) with \( x \neq y \) then \([x, y]\) denotes the unique arc in \( X \) that has \( x \) and \( y \) as endpoints; \([x, x]\) denotes the singleton \( \{x\} \). We shall also use \([x, y) = [x, y] \setminus \{y\}\) and \((x, y) = [x, y] \setminus \{x, y\}\). We define the set of interior points of \( X \) by \( iX = \{z \in X : z \in (x, y) \text{ for some } x, y \in X\} \). The set of endpoints of \( X \) is \( \varepsilon X = X \setminus iX \). If \( p, x, y \in X \) then there is a unique \( z \in X \) such that \([p, x] \cap [p, y] = [p, z]\). We define the meet function \( \wedge_p : X \times X \to X \) by setting \( x \wedge_p y = z \). Note that \([x, z] \cup [z, y] = [x, y] \) so \( x \wedge_p y = p \wedge_y x = y \wedge_x p \).

Mayer and Oversteegen [36] proved that any \( \mathbb{R} \)-tree \( T \) admits a convex metric \( \rho \), that is a metric that generates the topology of \( T \) and that has the property \( \rho(x, y) + \rho(y, z) = \rho(x, z) \) whenever \( y \in [x, z] \subset T \).

Let \( T \) be an \( \mathbb{R} \)-tree. The weak topology on \( T \) is the topology that is generated by the following subbasis

\[
S = \{C : C \text{ is a component of } T \setminus \{x\} \text{ for some } x \in T\}.
\]

Note that since \( T \) is locally arcwise connected every \( C \in S \) is an open subset of \( T \) that is arcwise connected and therefore itself an \( \mathbb{R} \)-tree. So the weak topology is weaker, but not necessarily strictly weaker, than the original topology. Let \( T_w \) stand for the set \( T \) equipped with the weak topology and let \( \varepsilon T_w \) denote the set \( \varepsilon T \) with the topology that is inherited from \( T_w \). Note that it follows from the next lemma that on compact subsets of \( T \) (such as arcs) the weak topology coincides with the given topology.

**Lemma 3.1.** If \( T \) is an \( \mathbb{R} \)-tree then \( T_w \) is a separable metric space and \( \dim(\varepsilon T_w) \leq 0 \).

**Proof.** Let \( \rho \) be a convex metric on \( T \). By the definition of the subbasis \( S \) the space \( T_w \) is obviously \( T_1 \). Consider a countable dense subset \( D \) of \( T \) and select for every \( x, y \in D \) with \( x \neq y \) a countable dense subset \( Q_{xy} \) in \((x, y)\). Define the countable set

\[
Q = \bigcup \{Q_{xy} : x, y \in D \text{ with } x \neq y\}
\]

and the following subcollection of \( S \)

\[
S' = \{C : C \text{ is a component of } T \setminus \{x\} \text{ for some } x \in Q\}.
\]

Since the components of \( T \setminus \{x\} \) form a pairwise disjoint open collection in the separable space \( T \) we have that this collection is countable and hence \( S' \) is countable as well. Let \( p, x \in T \) and let \( C \) be a component of \( T \setminus \{x\} \) such that \( p \in C \). Note that \([p, x] \subset C \). Select \( q, y \in D \) such that \( \rho(p, q), \rho(x, y) < \rho(p, x)/2 \). Put \( z = x \wedge_p y \) and \( r = p \wedge_q x \). Since \( \rho(x, z) + \rho(z, y) = \rho(x, y) \) we have \( \rho(x, z) < \rho(p, x)/2 \).

Analogously, we find that \( \rho(p, r) < \rho(p, x)/2 \). Consequently, \([q, y] \cap [p, x] = [r, z] \leq 0 \).
is a nondegenerate arc. So $(r, z) \subset (p, x)$ and we can find an $a \in Q_{qy} \subset Q$ that is contained in $(p, x)$. Consider the component $K$ of $\mathbb{T} \setminus \{a\}$ that contains $p$. If $b \in K$ then $[p, b] \subset K$ and hence $[p, b] \cap [p, x]$ is a (possibly degenerate) subarc of $[p, x]$ that contains $p$ but not $a$. So $[p, b]$ cannot contain $x$ and hence $b \in C$. Consequently, $K = K \cup \{a\} \subset C$. So have proved that $T_w$ is regular and has a countable subbasis $S'$, in short, $T_w$ is a separable metric space.

Since every element $x$ of $Q$ is an interior point of $T$ we have that $\{C \cap xT: C$ a component of $\mathbb{T} \setminus \{x\}\}$ forms a clopen partition of $\epsilon \mathbb{T}$. So every $C \cap \epsilon \mathbb{T}$ where $C \in S'$ is clopen in $\epsilon \mathbb{T}_w$. Consequently, $\epsilon \mathbb{T}_w$ is zero-dimensional. □

The following lemma refines the result that $\epsilon \mathbb{T}$ is almost zero-dimensional, which was proved by Oversteegen and Tymchatyn [38].

**Lemma 3.2.** Let $(\mathbb{T}, p)$ be an $\mathbb{R}$-tree with a convex metric. Let $p \in \mathbb{T}$ be a fixed point and let $\varphi: \mathbb{T}_w \to \mathbb{R}^+$ be defined by $\varphi(x) = \rho(p, x)$. Then $\varphi$ is an LSC function such that the natural projection $\pi$ from the graph of $\varphi$ to $\mathbb{T}$ is a homeomorphism. Consequently, $\epsilon \mathbb{T}_w$ witnesses the almost zero-dimensionality of $\epsilon \mathbb{T}$.

**Proof.** First we show that $\varphi$ is LSC. Let $x \in \mathbb{T}$ and $t \in \mathbb{R}^+$ such that $\varphi(x) > t$. Then $x \neq p$ and we can select a $y \in (p, x)$ such that $\varphi(y) > t$. Let $C$ be the component of $\mathbb{T} \setminus \{y\}$ that contains $x$ and let $a \in C$. Since $[a, x] \subset C$ we have $a \wedge_p x \in (y, x)$ so $\varphi(a) \geq \varphi(a \wedge_p x) > \varphi(y) > t$.

Note that the graph of $\varphi$, $G = \{(x, \varphi(x)): x \in \mathbb{T}_w\}$, inherits the topology from $\mathbb{T}_w \times \mathbb{R}^+$ and that $\pi(x, \varphi(x)) = x$. Since $\rho(p, x)$ is continuous as a function on $\mathbb{T}$ and the topology on $\mathbb{T}_w$ is weaker than the topology on $\mathbb{T}$ we have that $\pi^{-1}$ is continuous. To show that $\pi$ is continuous let $x \in \mathbb{T}_w$ and let $\varepsilon > 0$. It is obvious that $\pi$ is continuous at $(p, 0)$ so assume that $x \neq p$. Select a $y \in (p, x)$ such that $\rho(x, y) \leq \varepsilon/3$ and let $C$ be the component of $\mathbb{T} \setminus \{y\}$ that contains $x$. Note that

$$(3.4) \quad U = \{(a, \varphi(a)) : a \in C \text{ and } \varphi(a) < \varphi(x) + \varepsilon/3\}$$

is an open neighbourhood of $(x, \varphi(x))$ in $G$. Let $(z, \varphi(z)) \in U$ and put $a = x \wedge_p z$. We have $\rho(p, x) = \rho(p, a) + \rho(a, x)$ and $\rho(p, z) = \rho(p, a) + \rho(a, z)$ thus $\varphi(z) - \varphi(x) = \rho(p, z) - \rho(p, x) = \rho(a, z) - \rho(a, x) < \varepsilon/3$. So we conclude that

$$(3.5) \quad \rho(a, z) < \rho(a, x) + \varepsilon/3.$$ 

Since $[x, z] = [x, a] \cup [a, z] \subset C$ we have that $a \in (y, x)$ and so by (3.5),

$$(3.6) \quad \rho(x, z) = \rho(x, a) + \rho(a, z) < 2\rho(x, a) + \varepsilon/3 < 2\rho(x, y) + \varepsilon/3 \leq \varepsilon.$$

Finally, we note since $\varphi$ is LSC closed $\varepsilon$-balls around any $p$ are closed with respect to the weak topology so using also Lemma 3.1 we find that $\epsilon \mathbb{T}_w$ witnesses the almost zero-dimensionality of $\epsilon \mathbb{T}$. □

**Definition 3.3.** If $A$ is a nonempty set then $A^{<\omega}$ denotes the set of all finite strings of elements of $A$, including the null string $\emptyset$. If $s \in A^{<\omega}$ then $|s|$ denotes its length. In this context the set $A$ is called an alphabet. Let $A^\omega$ denote the set of all infinite strings of elements of $A$. If $s \in A^{<\omega}$ and $\sigma \in A^{<\omega} \cup A^\omega$, then we put $s \prec \sigma$ if $s$ is an initial substring of $\sigma$, that is, there is a $\tau \in A^{<\omega} \cup A^\omega$ with $s \preceq \tau = \sigma$, where $\preceq$ denotes concatenation of strings. If $\sigma \in A^{<\omega} \cup A^\omega$ and $k \in \omega$, then $\sigma|k \in A^{<\omega}$ is characterized by $\sigma|k \prec \sigma$ and $|\sigma|k| = k$. 
We note the following fact: dimensional if and only if it is homeomorphic to $h \in T$.

Note also that the weak topology on $\omega$ consists of clopen sets such that both $\{s \cup t: s \in S, t \in T, |s| = |t|\}$ and note that it is a tree over $A \times B$. We define $S \ast T = \{s \ast t: s \in S, t \in T, |s| = |t|\}$ and note that it is a tree over $A \times B$.

Let $T$ be a tree over a countable set $A$. Consider the Banach space $\ell^1$ with norm $\|z\| = \sum_{i=0}^{\infty} |z_i|$. Let $\{e^k: k \in \omega\}$ be the standard basis for $\ell^1$ given by $e^k_i = 0$ if $k \neq i$ and $e^k_i = 1$ if $k = i$. If $z, z' \in \ell^1$ then we let $(z, z')$ denote the line segment $\{z + t(z' - z): t \in \mathbb{I}\}$. Let $\nu: T \rightarrow \omega$ be an injection. We define a function $\gamma: T \cup [T] \rightarrow \ell^1$ as follows: if $\sigma \in T \cup [T]$ then

$$
\gamma(\sigma) = \sum_{k=1}^{\|\sigma\|} 2^{-k} e^{|\nu(\sigma)|}. 
$$

We define

$$
T_R = \{\gamma([T]) \cup \bigcup \{\langle \gamma(s), \gamma(t) \rangle: s \in T \text{ and } t \in \text{succ}(s)\}\}. 
$$

We note the following fact: $\|\gamma(\sigma)\| = 1 - 2^{-|\sigma|}$ for $\sigma \in T \cup [T]$, where $2^{-\infty} = 0$. Also observe that if we equip $[T]$ with the topology that this set inherits from the product space $A^\omega$ with $A$ discrete, then $\gamma([T])$ is an imbedding. It is easily verified that the norm produces a convex metric $\rho$ on $T_R$ and that this space is an $\mathbb{R}$-tree. Note also that the weak topology on $T_R$ coincides with the norm topology. If the tree $T$ is pruned and if $\text{succ}(\emptyset)$ has at least two elements, then $cT_R = \gamma([T]) = T_R \cap \{z \in \ell^1: \|z\| = 1\}$.

Oversteegen and Tymchatyn have shown that a space is almost zero-dimensional if and only if it is homeomorphic to $cT$ for some $\mathbb{R}$-tree $T$. We need a slightly more precise version of that result. Our refinement can be extracted from the proof in but we give a direct proof here for the sake of completeness.

**Lemma 3.5.** If $X$ is almost zero-dimensional as witnessed by a topology $\mathcal{T}$ on $X$, then there are an $\mathbb{R}$-tree $T$ and a homeomorphism $h: X \rightarrow cT$ such that also $h: (X, \mathcal{T}) \rightarrow cT$ is a homeomorphism.

**Proof.** We may assume that $X$ has at least two elements. Let $\{C_i: i \in \mathbb{N}\}$ be a basis for $\mathcal{T}$ consisting of clopen sets such that both $C_1$ and $X \setminus C_1$ are not empty. We put $A = \{0, 1\}$ and consider the tree $A^\omega$. We define

$$
D_s = \bigcap \{C_i: i \leq l, s_i = 1\} \cap \bigcap \{X \setminus C_i: i \leq l, s_i = 0\},
$$

where $s = s_1 \ldots s_l \in A^\omega$ and $\bigcap \emptyset = X$. Let $T = \{s \in A^\omega: D_s \neq \emptyset\}$ and note that $T$ is a pruned tree and that $|\text{succ}(\emptyset)| = 2$. Thus $cT_R = \gamma([T])$. For every $x \in X$ we define $\tau(x) \in [T]$ by $x \in \bigcap_{k=0}^{\infty} D_{\tau(x)k}$. Clearly, $\tau$ is an imbedding of $(X, \mathcal{T})$ into $[T]$ with the topology that is inherited from the Cantor set $A^\omega$.

By the fact that $\mathcal{T}$ is a witness topology we can find a countable collection $B$ of subsets of $X$ such that
(a) for every $x \in X$ and every neighbourhood $U$ of $x$ there is a $B \in \mathcal{B}$ such that $x \in \text{int } B \subset B \subset U$ and
(b) every $B \in \mathcal{B}$ is closed with respect to $\mathcal{T}$.

If $Y \subset \mathcal{cT}_R$, $s \in T$, and $\varepsilon > 0$, then we define the following subsets of $\mathcal{iT}_R$:

$$(3.10) \quad \Delta(Y, s) = \bigcup \{ (y, \gamma(s)) : y \in Y \}$$

and

$$(3.11) \quad \Delta_\varepsilon(Y, s) = \{ z \in T_R : \rho(z, \Delta(Y, s)) < \varepsilon(1 - \|z\|) \}.$$ 

Note that $\Delta_\varepsilon(Y, s)$ is open in $T_R$ and that $\Delta_\varepsilon^+(Y, s) = Y \cup \Delta_\varepsilon(Y, s)$ is an $\mathbb{R}$-tree for $\varepsilon \leq 1$ by the convexity of $\rho$.

We now consider $\mathbb{T} = \gamma(\tau(X)) \cup \mathcal{iT}_R$ and we let the topology on $\mathbb{T}$ be generated by the basis

$$\{ O \cap T : O \text{ open in } T_R \} \cup \{ \Delta_\varepsilon^+(\gamma(\tau(\text{int } B)), s) : j \in \mathbb{N}, B \in \mathcal{B}, s \in T \}.$$ 

Observe that $\mathbb{T}$ is a second countable Hausdorff space that is uniquely arcwise connected and locally arcwise connected. Clearly, we have that $\gamma \circ \tau : X \to \gamma(\tau(X)) = \mathcal{cT}$ is a homeomorphism. Since the weak topology is generated by points in the interior of an $\mathbb{R}$-tree we have that the weak topology on $\mathbb{T}$ coincides with the topology inherited from $T_R = (T_R)_w$. Consequently, we have that $\gamma \circ \tau : (X, \mathcal{T}) \to \mathcal{cT}_w$ is also a homeomorphism.

The only thing left is to verify that $\mathbb{T}$ is a regular space which implies that it is separable metric. We obviously only have to consider points $\gamma(\tau(x)) = z \in \mathcal{cT}$ that are contained in basic sets of the form $U = \Delta_\varepsilon^+(\gamma(\tau(\text{int } B)), s)$. Let $B' \in \mathcal{B}$ be such that $x \in \text{int } B' \subset B' \subset \text{int } B$ and consider the closed set

$$(3.13) \quad V = \{ z \in T : \rho(z, \Delta(\gamma(\tau(B'))), s) \leq 2^{-j-1}(1 - \|z\|) \}.$$ 

Since $V$ contains $\Delta_{2^{-j-1}}(\gamma(\tau(\text{int } B')))$ it is a neighbourhood of $x$ in $\mathbb{T}$. It now suffices to show that $V$ is contained in $U$. Let $z \in V$. If $z' \in \mathcal{iT}$ then clearly $z' \in U$. Now let $z' \in \mathcal{cT}$. Then $\|z'\| = 1$ and $\rho(z', \Delta(\gamma(\tau(B'))), s) = 0$. Let $0 < \varepsilon < 1 - \|\gamma(s)\|$ and select a $b \in B'$ such that $\rho(z', \gamma(\tau(b)), \gamma(s)) < \varepsilon$. Then by convexity of $\rho$ we have $\rho(z', y) < \varepsilon$, where $y = \gamma(\tau(b)) \wedge_{\varepsilon} z'$. Note that $\|y\| > 1 - \varepsilon > \|\gamma(s)\|$ and that $y = \gamma(s')$ for some $s' \in T$. We then have that $s' < \tau(b)$ and hence $\rho(y, \gamma(\tau(b))) = 2^{-|s'|} = 1 - \|y\| < \varepsilon$. So $\rho(z', \gamma(\tau(b))) = 2\varepsilon$ and we may conclude that $\rho(z', \gamma(\tau(B'))) = 0$. Since $B'$ is closed in $(X, \mathcal{T})$ we have that $\gamma(\tau(B'))$ is closed in $(\mathcal{cT}, \rho)$ and hence $z' \in \gamma(\tau(B')) \subset U$. \qed
CHAPTER 4

Semi-continuous functions

DEFINITION 4.1. Let \( \varphi, \psi : X \to \mathbb{R}^+ \) be such that \( X \) is a space and \( \psi(x) \leq \varphi(x) \) for all \( x \in X \). We define

\[
G_\psi^\varphi = \{(x, \varphi(x)) : x \in X \text{ and } \varphi(x) > \psi(x)\}
\]

and

\[
L_\psi^\varphi = \{(x, t) : x \in X \text{ and } \psi(x) \leq t \leq \varphi(x)\}
\]

both equipped with the topology inherited from \( X \times \mathbb{R}^+ \). We say that \( \varphi \) is a Lelek function with bias \( \psi \) if \( X \) is zero-dimensional, \( \varphi \) and \( \psi \) are USC, \( X' = \{x \in X : \psi(x) < \varphi(x)\} \) is dense in \( X \), and \( G_\psi^\varphi \) is dense in \( L_\psi^\varphi \mid_{X'} \). If \( \varphi \) is a Lelek function with bias 0, then \( \varphi \) is simply called a Lelek function.

For a space \( X \) we let \( \pi_1 : X \times \mathbb{R}^+ \to X \) and \( \pi_2 : X \times \mathbb{R}^+ \to \mathbb{R}^+ \) denote the projections.

REMARK 4.2. Let \( \varphi : X \to \mathbb{R}^+ \) be a USC function with \( \text{dim} \ X = 0 \). Note that \( \varphi \) is continuous at points from \( \varphi^{-1}(0) \). Let \( Y \) be the graph of \( \varphi \) with the topology that is lifted from \( X \times \mathbb{R}^+ \). We can

\[
(4.3) \quad \pi_1(B(U, t)) = U \cap \varphi^{-1}([t, \infty))
\]

is a closed subset of \( X \) so \( B(U, t) \) is closed in \( Y \). This makes \( Y \) a witness to the almost zero-dimensionality of \( G_\varphi^\varphi \). So every open subset of \( G_\varphi^\varphi \) is an \( F_\sigma \)-set in \( Y \).

REMARK 4.3. If \( \varphi \) is a Lelek function and \( O \) is an open subset of \( G_\varphi^\varphi \), then \( \pi_1(0) \) is of the first category in itself. This result can be seen as follows. We can cover \( O \) with countably many sets of the form \( B(U, t) \) such that there is an \( s < t \) with \( B(U, s) \subset O \). Let \( (x, \varphi(x)) \) be an element of such a \( B(U, t) \) and let \( V \) be a neighbourhood of \( x \) in \( X \). Since \( \varphi \) is Lelek there must be a \( y \in U \cap V \) such that \( s < \varphi(y) < t \) and hence \( y \in \pi_1(0) \setminus \pi_1(B(U, t)) \) by \( (4.3) \). So \( \pi_1(B(U, t)) \) is nowhere dense in \( \pi_1(0) \) and \( \pi_1(0) \) is of the first category in itself.

PROPOSITION 4.4. If \( \varphi : X \to \mathbb{R}^+ \) is a Lelek function with \( X \) topologically complete, then every nonempty clopen subset \( C \) of \( G_\varphi^\varphi \) fails to be closed in the full graph of \( \varphi \) and the projection \( \pi_2(C) \) is an interval that has 0 as one of its endpoints.

PROOF. Put \( Z = X \setminus \pi_1(G_\varphi^\varphi \setminus C) \) and note that by Remark 4.2 the space \( Z \) is a \( G_\delta \)-set in \( X \) and hence topologically complete. Also, \( \pi_1(C) \) is a first category \( F_\sigma \)-subset of \( Z \) by Remarks 4.2 and 4.3. Thus \( \pi_1(C) \) is not closed in \( Z \) and we can
find an \( x \in Z \cap (\pi_1(C) \setminus \pi_1(C)) \). Since \( Z \setminus \pi_1(C) = \varphi^{-1}(0) \) we have \( \varphi(x) = 0 \).

Recalling that \( \varphi \) is continuous at \( x \) we find that \( (x,0) \) is a cluster point of \( C \).

Now let \( (x,\varphi(x)) \in C \) be such that there is a \( t \notin \pi_2(C) \) with \( 0 < t < \varphi(x) \). Then \( C \cap (X \times [t,\infty)) = C \cap (X \times (t,\infty)) \) is a clopen, nonempty subset of \( G_0^\varphi \) that is closed in the graph of \( \varphi \), a contradiction. \( \square \)

**Definition 4.5.** If \( \varphi : X \rightarrow \mathbb{R} \) then we define

\[
M(\varphi) = \sup\{|\varphi(x)| : x \in X\} \in [0,\infty].
\]

If \( X = \emptyset \) then we use the convention \( M(\varphi) = \sup \emptyset = 0 \).

**Remark 4.6.** A USC function \( \varphi : X \rightarrow \mathbb{R}^+ \) with \( \dim X = 0 \) is a Lelek function if and only if \( G_0^\varphi \) is dense in \( L_0^\varphi \). For the “if” part note that \( X' = \pi_1(G_0^\varphi) \) and \( X = \pi_1(L_0^\varphi) \). For the “only if” part use the fact that \( \varphi \) is continuous in points of \( \varphi^{-1}(0) = X \setminus X' \).

We usually have that the domain of a Lelek function \( \varphi \) is dense in itself and that \( M(\varphi) > 0 \). Lelek functions with compact domain \( C \) exist (see Lelek [33]). The domain \( C \) must be a Cantor set and \( \varphi(C) = [0,M(f)] \). If \( \varphi \) is a Lelek function with a compactum \( C \) as domain and we identify the set \( C \times \{0\} \) to a point in \( L_0^\varphi \), then we obtain a Lelek fan. Note that \( G_0^\varphi \) is the endpoint set of the fan. According to Kawamura, Oversteegen and Tymchatyn [31] we have in this case that \( G_0^\varphi \) is homeomorphic to complete Erdős space.

**Definition 4.7.** Let \( \varphi : X \rightarrow [0,\infty] \) be a function and let \( X \) be a subset of a metric space \((Y,d)\). We define \( \text{ext}_Y \varphi : Y \rightarrow [0,\infty] \) by

\[
\text{ext}_Y \varphi(y) = \lim_{\varepsilon \searrow 0} M(\varphi|(X \cap U_\varepsilon(y))) \quad \text{for } y \in Y,
\]

where \( U_\varepsilon(y) = \{x \in Y : d(x,y) < \varepsilon\} \). Observe that \( M(\varphi|(X \cap U_\varepsilon(y))) \) is a nondecreasing function of \( \varepsilon \) so the limit is always well-defined. Note that the metric on \( Y \) is mentioned strictly for the sake of convenience and that the definition of \( \text{ext}_Y \varphi \) does not depend on the choice of \( d \). Note also that the image of \( \text{ext}_Y \varphi \) is contained in the closure of \( \varphi(X) \cup \{0\} \).

**Lemma 4.8.** Let \( X \) be a subset of a space \( Y \) and let \( \varphi : X \rightarrow [0,\infty] \) be a function. Put \( \psi = \text{ext}_Y \varphi \).

(a) Then \( \psi \) is a USC function and \( \psi|Y \setminus \overline{X} = 0 \). If \( \varphi \) is USC then \( \psi \) extends \( \varphi \) and the graph of \( \varphi \) is dense in the graph of \( \psi|\overline{X} \).

(b) If \( \varphi \) is a bounded Lelek function, \( \dim Y = 0 \), and \( X \) is dense in \( Y \), then \( G_0^\varphi \) is dense in \( L_0^\varphi \) (thus \( \psi \) is also a Lelek function).

(c) If \( \dim X = 0 \) and \( \mathcal{F} \) is a countable collection of closed subsets of \( X \), then there is a zero-dimensional compactification \( C \) of \( X \) such that \( (\text{ext}_C \varphi)|\overline{\mathcal{F}} = \text{ext}_F(\varphi|\overline{F}) \) for each \( F \in \mathcal{F} \), where \( \overline{F} \) is the closure in \( C \).

**Proof.** It is clear that the closure of \( \varphi \) in \( X \times [0,\infty] \) contains \( \psi|\overline{X} \) and that \( \psi|Y \setminus \overline{X} = 0 \). In order to prove that \( \psi \) is USC let \( y \in Y \) and let \( t > \psi(y) \). Then there is an \( \varepsilon > 0 \) such that \( s = M(\varphi|(X \cap U_\varepsilon(y))) < t \). Obviously, every element \( y' \in U_\varepsilon(y) \) has the property \( \psi(y') \leq s < t \). Now let \( \varphi \) be USC. If \( y \in X \) and \( \varepsilon > 0 \), then since \( \varphi \) is USC there is a \( \delta > 0 \) such that \( \varphi(x) < \varphi(y) + \varepsilon \) for every \( x \in X \cap U_\delta(y) \). Thus \( \varphi(y) \leq M(\varphi|(X \cap U_\delta(y))) \leq \varphi(y) + \varepsilon \) and hence \( \psi(y) = \varphi(y) \).

For point (b) let \( \varphi \) be a bounded Lelek function and hence \( \psi(Y) \subseteq \mathbb{R}^+ \). Let \( (y,t) \in L_0^\varphi \) and let \( \varepsilon > 0 \). Note that \( M(\varphi|(X \cap U_\varepsilon(y))) \geq \psi(y) \geq t \) so we can find
an $x \in X \cap U_{\varepsilon}(y)$ with $\varphi(x) > t - \varepsilon/2$, where we used the assumption that $X$ is dense in $Y$. Put $s = \max\{0, t - \varepsilon/2\}$ thus $0 \leq s \leq \varphi(x)$ and $|t - s| \leq \varepsilon/2$. Since $\varphi$ is Lelek there is a $z \in X \cap U_{\varepsilon}(y)$ such that $\varphi(z) > 0$ and $|s - \varphi(z)| < \varepsilon/2$. So $(z, \varphi(z))$ is a point in $G^c_0$ that is $\varepsilon$-close to $(y, t)$ with respect to the max metric on $Y \times \mathbb{R}$.

For point (c) consider a closed collection $\{F_i : i \in \mathbb{N}\}$ in $X$. We will construct recursively a sequence $B_1 \subset B_2 \subset \cdots$ of countable Boolean algebras consisting of clopen subsets of $X$. Let $B_1$ be the Boolean algebra that is generated by some countable clopen basis for the topology on $X$. Assume that $B_n$ has been constructed. Let $B \in B_n$ and let $i \in \mathbb{N}$. If $B \cap F_i = \emptyset$ then we put $C(B, i) = B$. If $B \cap F_i \neq \emptyset$ then we consider the open neighbourhood

$$U = \{x \in X : \varphi(x) < 2^{-n} + M(\varphi|(B \cap F_i))\}$$

of the closed set $B \cap F_i$. We now let $C(B, i)$ be a clopen neighbourhood of $B \cap F_i$ that is contained in $U$. We let $B_{n+1}$ be the Boolean algebra that is generated by $B_n \cup \{C(B, i) : B \in B_n, i \in \mathbb{N}\}$.

Let $C$ be the Stone space that corresponds to the Boolean algebra $B = \bigcup_{n=1}^{\infty} B_n$. Note that $C$ is a metrizable and zero-dimensional compactification of $X$. Let $i \in \mathbb{N}$ and let $y \in T_i \setminus F$. It is clear that $(\text{ext}_{F_i}(\varphi|F_i))(y) \leq (\text{ext}_C \varphi)(y)$. Let $V$ be a neighbourhood of $y$ in $C$ and let $k \in \mathbb{N}$. We may assume that $V$ is a basic neighbourhood so that $V \cap X = B$ for some $B \in B$. Let $n \geq k$ such that $B \in B_n$. Since $y \in T_i$ we have $B \cap F_i \neq \emptyset$ and we consider $C(B, i) \in B_{n+1}$. Since $C(B, i)$ is an element of $B$ that contains $B \cap F_i$ we have that $C(B, i)$ is a neighbourhood of $y$. Consequently,

$$\text{(ext}_C \varphi)(y) \leq M(\varphi|C(B, i)) \leq 2^{-n} + M(\varphi|(B \cap F_i))$$

$$\leq 2^{-k} + M(\varphi|(V \cap F_i)).$$

Since $V$ and $k$ are arbitrary we have that $(\text{ext}_C \varphi)(y) \leq (\text{ext}_{F_i}(\varphi|F_i))(y)$. \hfill \Box

**Lemma 4.9.** If $\varphi, \psi : X \to \mathbb{R}^+$ are USC functions such that $\psi(x) \leq \varphi(x)$ for all $x \in X$, then there exists a USC function $\chi : X \to \mathbb{R}^+$ such that $\chi \leq \varphi - \psi$, the natural bijection $h$ from the graph of $\varphi$ to the graph of $\chi$ is continuous, the restriction $h|G^c_\psi : G^c_\psi \to G^c_\chi$ is a homeomorphism, and for every $Y \subset X$ such that $\varphi|Y$ is a Lelek function with bias $\psi|Y$ we have that $\chi|Y$ is a Lelek function.

**Proof.** Consider the homeomorphism $\alpha : [0, \infty) \to [0, 1]$ that is defined by the rule $\alpha(t) = t/(t + 1)$. Note that the derivative $\alpha'(t) \leq 1$ so for each $x \in X$ we have $\alpha(\varphi(x)) - \alpha(\psi(x)) \leq \varphi(x) - \psi(x)$. Thus for the purpose of this proof we may assume that $\varphi$ and $\psi$ are functions into the interval $[0, 1]$. Let $X \neq \emptyset$, let $d$ be a metric on $X$ and let $U_{\varepsilon}(x)$ denote the open $\varepsilon$-neighbourhood of $x \in X$. Let $\rho$ be the corresponding max metric on $X \times [0, 1]; \rho((x, t), (y, s)) = \max\{d(x, y), |t - s|\}$.

Consider the set $A = \{(x, t) : 0 \leq t \leq \psi(x)\}$. Since $\psi$ is USC we have that $A$ is a closed subset of $X \times [0, 1]$. Define for $x \in X$, $\chi(x) = \varphi(x)\rho((x, \varphi(x)), A)$. Note that $\rho((x, \varphi(x)), A) \leq \varphi(x) - \psi(x)$ thus $\chi(x) \leq \varphi(x)(\varphi(x) - \psi(x)) \leq \varphi(x) - \psi(x)$. Clearly, the rule $h(x, \varphi(x)) = (x, \chi(x))$ defines a continuous bijection from the graph of $\varphi$ to the graph of $\chi$.

First we verify that $\xi(x) = \rho((x, \varphi(x)), A)$ is a USC function which implies that $\chi$ is USC as the product of two nonnegative USC functions. Let $t$ be such that
$\xi(x) < t$ and put $\varepsilon = \frac{1}{2}(t - \xi(x))$. Select an $(a, s) \in A$ such that

\begin{equation}
\rho((x, \varphi(x)), (a, s)) = \max\{d(x, a), |\varphi(x) - s|\} < \xi(x) + \varepsilon.
\end{equation}

Since $\varphi$ is USC there is a $\delta \in (0, \varepsilon)$ such that $\varphi(y) < \varphi(x) + \varepsilon$ whenever $d(x, y) < \delta$. Let $y$ be arbitrary such that $d(x, y) < \delta$. Then by \text{(4.8)},

\begin{equation}
d(a, y) \leq d(a, x) + d(x, y) < \xi(x) + \varepsilon + \delta < t.
\end{equation}

If $s \geq \varphi(y)$ then $\rho((y, \varphi(y)), (a, \varphi(y))) = d(y, a) < t$ and since $(a, \varphi(y)) \in A$ we have $\xi(y) < t$. If $s < \varphi(y)$ then by \text{(4.9)}, $0 < \varphi(y) - s = \varphi(y) - \varphi(x) < s < \varepsilon + \xi(x) + \varepsilon = t$. So by \text{(4.9)}, $\rho((y, \varphi(y)), (a, s)) < t$ and consequently $\xi(y) < t$.

Obviously, $\varphi(x) = \psi(x)$ implies $(x, \varphi(x)) \in A$ and hence $\chi(x) = 0$. If $\chi(x) = 0$ then $\varphi(x) = 0 = \psi(x)$ or $\xi(x) = 0$. If $\xi(x) = 0$ then $(x, \varphi(x)) \in A$ because $A$ is closed. Thus $\varphi(x) \leq \psi(x)$ which means that $\varphi(x) = \psi(x)$. We have shown that $X' = \{x \in X : \chi(x) > 0\} = \{x \in X : \varphi(x) > \psi(x)\}$ and hence $h|G^\psi_\varphi$ is a (continuous) bijection from $G^\psi_\varphi$ to $G^\chi_\varphi$.

In order to show that $h^{-1}|G^\chi_\varphi$ is continuous consider an $x \in X'$ and a basic neighbourhood $B$ of $(x, \varphi(x))$ in $G^\psi_\varphi$. Since $\varphi$ is USC we may assume that $B = (U_\varepsilon(x) \times (t, 1)) \cap G^\psi_\varphi$ for some $\varepsilon > 0$ and $t \in (0, \varphi(x))$. Put $s = \sqrt{t/\varphi(x)}$ and note that $s < 1$. Since $\xi$ is USC we can find a $\delta \in (0, \varepsilon)$ such that for each $y \in U_\delta(x)$ we have $\xi(y) < \xi(x)/s$. Let $(y, \chi(y))$ be an arbitrary element of $V = (U_\delta(x) \times (s\chi(x), 1)) \cap G^\chi_\varphi$ and note that $V$ is an open neighbourhood of $(x, \chi(x))$. We have

\begin{equation}
\varphi(y) = \frac{\chi(y)}{\xi(y)} > \frac{s\varphi(x)\xi(x)}{\xi(y)} > s^2\varphi(x) = t
\end{equation}

and hence $h^{-1}(V) \subset B$.

Let $Y \subset X$ be such that $\varphi|Y$ is a Lelek function with bias $\psi|Y$. First, note that $Y' = \{x \in Y : \chi(x) > 0\} = Y \cap X' = \{x \in Y : \psi(x) < \varphi(x)\}$ is dense in $Y$. Now consider an $\varepsilon > 0$, an $x \in Y'$, and a $t$ such that $0 \leq t \leq \chi(x)$. Define the continuous map $\alpha : X \times [0, 1) \to [0, 1)$ by $\alpha(x, s) = sp((x, s), A)$. Since $\alpha(x, \psi(x)) = 0$ and $\alpha(x, \varphi(x)) = \chi(x)$ we can find an $s \in [\psi(x), \varphi(x)]$ with $\alpha(x, s) = t$. Since $G^\psi_\varphi|Y'$, is dense in $L^\varphi|Y'$, there is a $y \in Y'$ such that $d(y, x) < \varepsilon$ and $|\chi(y) - t| = |\alpha(y, \varphi(y)) - \alpha(x, s)| < \varepsilon$. So $(x, t)$ and $(y, \chi(y))$ are $\varepsilon$-close. \hfill \Box

\textbf{Lemmas 4.10.} \textit{Let $X$ and $Z$ be spaces such that $Z$ is a witness to the almost zero-dimensionality of $X$. Then the union of the topologies on $X$ and $Z$ is a basis for a topology $\mathcal{T}$ on $Z$ such that the given topology on $Z$ witnesses the almost zero-dimensionality of $(Z, \mathcal{T})$.}

Note that $X$ is an open subspace of $(Z, \mathcal{T})$ and that $\mathcal{T}$ is zero-dimensional at every point of $Z \setminus X$.

\textbf{Proof.} Note that $X$ is a subset but not necessarily a subspace of $Z$. Let $\mathcal{B}_1$ and $\mathcal{B}_2$ be countable bases for the topologies on $X$ and $Z$, respectively. Since $B \cap X$ is open in $X$ whenever $B \in \mathcal{B}_2$ we have that $\mathcal{B}_1 \cup \mathcal{B}_2$ is a basis for the topology $\mathcal{T}$ on $Z$ and that $X$ is an open subspace of $(Z, \mathcal{T})$. Since basic neighbourhoods of points $x \in Z \setminus X$ are elements of $\mathcal{B}_2$ and $\dim Z \leq 0$ we have that $\mathcal{T}$ is zero-dimensional at $x$. Note that $\mathcal{T}$ is Hausdorff because it contains $\mathcal{B}_2$.

We now verify that $Z$ witnesses the almost zero-dimensionality of $(Z, \mathcal{T})$. If $x \in Z \setminus X$ then basic neighbourhoods of $x$ with respect to $\mathcal{T}$ can be chosen to be
clopen subsets of $Z$. If $x \in X$ then by assumption there is a neighbourhood basis for $x$ in the open set $X$ such that every element is closed in $Z$. Note that this result also implies that $(X, \mathcal{J})$ is a regular space and hence it is separable metric because there is a countable basis.

\textbf{Lemma 4.11.} Let $X$ be a space and let $Z$ be a zero-dimensional space that contains $X$ as a subset (but not necessarily as a subspace). Then the following statements are equivalent:

1. $Z$ is a witness to the almost zero-dimensionality of $X$ and there is a countable basis.
2. there exists a USC function $\varphi: Z \to \mathbb{I}$ such that $\varphi^{-1}(0) = Z \setminus X$ and the map $h: X \to G_0^z$ that is defined by the rule $h(x) = (x, \varphi(x))$ is a homeomorphism.

In this lemma it does not matter whether the codomain of $\varphi$ is $\mathbb{I}$ or $\mathbb{R}^+$, but in the applications it is useful to have a bounded $\varphi$.

\textbf{Proof.} To prove (2) $\Rightarrow$ (1) assume (2). Consider the projection $\pi_1: Z \times \mathbb{I} \to Z$. If $O$ is open in $Z$ then $O \cap X = (\pi_1 \circ h)^{-1}(O)$ is open in $X$. Let $x \in X$ and let $U$ be a neighbourhood of $x$ in $X$ and note that $\varphi(x) > 0$ because $h(X) = G_0^z$. Then $h(U)$ is a neighbourhood of $h(x)$ in $G_0^z$ thus there is a neighbourhood $V$ of $x$ in $Z$ and an $\varepsilon \in (0, \varphi(x))$ such that $G_0^z \cap (V \times [\varphi(x) - \varepsilon, \varphi(x) + \varepsilon]) \subset h(U)$. Since $\varphi$ is USC we can find a (closed) neighbourhood $W$ of $x$ in $Z$ such that $W \subset V$ and $\varphi(y) < \varphi(x) + \varepsilon$ for all $y \in W$. Then $\tilde{W} = \{y \in W : \varphi(y) \geq \varphi(x) - \varepsilon\}$ is closed in $Z$ because $\varphi$ is USC. If $y \in \tilde{W}$ then $\varphi(y) \geq \varphi(x) - \varepsilon > 0$ so $h(y) \in G_0^z$. Also $y \in W$ and hence $\varphi(y) < \varphi(x) + \varepsilon$ which implies that $h(y) \in h(U)$ and $y \in U$. Thus we have that $\tilde{W}$ is contained in $U$. Note that $h(\tilde{W}) = G_0^z \cap (W \times [\varphi(x) - \varepsilon, 1])$ is a neighbourhood of $h(x)$ in $G_0^z$ thus $\tilde{W}$ is a neighbourhood of $x$ in $X$. We have verified that $Z$ witnesses the almost zero-dimensionality of $X$.

To prove (1) $\Rightarrow$ (2) assume (1). With Lemma 4.10 let $\mathcal{J}$ be the topology on $Z$ that is generated by the topologies on $X$ and $Z$. According to Lemma 3.3 we may assume that the space $\hat{Z} = (Z, \mathcal{J})$ is the set of end-points of some $\mathbb{R}$-tree $T$ and that $Z = \rho T_w$. Let $\rho$ be a convex metric on $T$ and let $p \in T$. Define $\varphi: Z \to (0, 1]$ by $\varphi(x) = 1/(1 + \rho(p, x))$ for $x \in T_w$ and note that according to Lemma 3.2 the function $\varphi$ is USC and $\hat{Z}$ is homeomorphic to the graph of $\varphi$. Thus we have a homeomorphism $f: \hat{Z} \to G_0^z$ that is given by the rule $f(x) = (x, \varphi(x))$.

We define the function $\psi: Z \to [0, 1]$ by

$$
\psi(x) = \text{ext}_Z(\varphi|Z \setminus X).
$$

According to Lemma 4.8 $\psi$ is a USC extension of $\varphi|Z \setminus X$. If $x \in X$ then since $X$ is an open subspace of $\hat{Z}$ and $\varphi$ is USC there is a neighbourhood $U$ of $x$ in $Z$ and a $t \in (0, \varphi(x))$ such that $(U \times (t, \infty)) \cap G_0^z \subset f(X)$. Consequently, $\varphi(y) \leq t$ for each $y \in U \cap X$ and we have that $\psi(x) \leq t < \varphi(x)$. If $x \in Z \setminus X$ then $\varphi(x) \leq M(\varphi|dX(x)), \chi(x))$ for each $\varepsilon > 0$ and hence $\varphi(x) \leq \psi(x) \leq \varphi(x)$. We have shown that $f(X) = G_0^z$. With Lemma 4.9 we can find a USC function $\chi: Z \to \mathbb{I}$ such that $\{x \in Z : \chi(x) > 0\} = \{x \in Z : \psi(x) < \varphi(x)\} = X$ and $g(x, \varphi(x)) = (x, \chi(x))$ defines a homeomorphism $g$ from $G_0^z$ to $G_0^z$. We define $h = g \circ f$ and note that it is the required homeomorphism from $X$ to $G_0^z$. \hfill \Box
Remark 4.12. Let $T$ be a witness to the almost zero-dimensionality of some space $X$ and put $Z = (X, T)$. We discuss the relation between the Borel complexities of $X$ and $Z$. According to Lemma 4.11 we may assume that $X$ is the graph of some USC function $\varphi : Z \to \mathbb{I}$. Let $\Pi_\alpha$ and $\Sigma_\alpha$ stand for the productive respectively additive absolute Borel class of rank $\alpha$. For instance, $\Pi_2$ and $\Sigma_2$ correspond to the complete respectively $\sigma$-compact spaces.

Note that $L(\varphi) = \{(x, r) \in Z \times \mathbb{R} : r \leq \varphi(x)\}$ is closed in $Z \times \mathbb{R}$ because $\varphi$ is USC. Then $X = L(\varphi) \setminus \bigcup_{n=0}^{\infty} L(\varphi - 2^{-n})$ is a $G_\delta$-subset of $Z \times \mathbb{I}$. Thus if $Z$ belongs to $\Pi_\alpha$ for $\alpha \geq 2$ or $\Sigma_\alpha$ for $\alpha \geq 3$, then $X$ belongs to the same Borel class.

Now let $C$ be a zero-dimensional compactification of $Z$ and let $\psi = \text{ext}_C \varphi$ extend $\varphi$ with Lemma 4.8a. According to Remark 2.5 applied to $C$ as a witness to the graph of $\psi$ we have that $Z \in \Pi_{\alpha+1}$ whenever $X \in \Pi_\alpha$ and $Z \in \Sigma_{\alpha+1}$ whenever $X \in \Sigma_\alpha$. For infinite $\alpha$ we even have that $Z$ belongs to the same Borel class as $X$.

Definition 4.13. If $\varphi : X \to \mathbb{R}^+$ and $\psi : Y \to \mathbb{R}^+$ are USC functions, then $\varphi \times \psi : X \times Y \to \mathbb{R}^+$ is defined by $(\varphi \times \psi)(x, y) = \varphi(x)\psi(y)$.

Lemma 4.14. If $\varphi : X \to \mathbb{R}^+$ and $\psi : Y \to \mathbb{R}^+$ are USC functions, then $\varphi \times \psi$ is USC as well and the natural map $h : G_0^\varphi \times G_0^\psi \to G_0^{\varphi \times \psi}$ is a homeomorphism. If, moreover, $\varphi$ is a Lelek function and $Y' = \{y \in Y : \psi(y) > 0\}$ is dense in $Y$, then $\varphi \times \psi$ is a Lelek function as well.

Proof. Since $\varphi$ and $\psi$ are nonnegative it is obvious that $\varphi \times \psi$ is USC. The map $h$ is given by $h(x, t, y, s) = (x, t, y, ts)$ for $(x, t) \in G_0^\varphi$ and $(y, s) \in G_0^\psi$. It is obvious that $h$ is a continuous bijection. It remains to show that $h^{-1}$ is continuous. Let $x \in X$ and $y \in Y$ be such that $\varphi(x) > 0$ and $\psi(y) > 0$. Let $x_1, x_2, \ldots \in X$ and $y_1, y_2, \ldots \in Y$ be such that $\lim_{i \to \infty} x_i = x$, $\lim_{i \to \infty} y_i = y$, and $\lim_{i \to \infty} \varphi(x_i)\psi(y_i) = \varphi(x)\psi(y)$. By the USC property we have $\limsup_{i \to \infty} \varphi(x_i) \leq \varphi(x)$ and $\limsup_{i \to \infty} \psi(y_i) \leq \psi(y)$. Since $\psi(y) > 0$ we can write $\limsup_{i \to \infty} \varphi(x_i)\psi(y_i) / \psi(y) \leq 1$. Observe that

$$\lim_{i \to \infty} \sup_{i \to \infty} \varphi(x_i) \leq \varphi(x) = \lim_{i \to \infty} \frac{\varphi(x_i)\psi(y_i)}{\psi(y)} \leq \liminf_{i \to \infty} \varphi(x_i) \cdot \limsup_{i \to \infty} \frac{\psi(y_i)}{\psi(y)} \leq \liminf_{i \to \infty} \varphi(x_i).$$

So we have $\lim_{i \to \infty} \varphi(x_i) = \varphi(x)$ and by symmetry $\lim_{i \to \infty} \psi(y_i) = \psi(y)$.

Now, let $\varphi$ be a Lelek function and let $Y'$ be dense in $Y$. Then $X' = \{x \in X : \varphi(x) > 0\}$ is also dense. Consequently, $X' \times Y' = \{(x, y) : (\varphi \times \psi)(x, y) > 0\}$ is dense in $X \times Y$. Let $(x, y) \in X' \times Y'$, let $t \in [0, \varphi(x)\psi(y)]$, let $U \times V$ be a neighbourhood of $(x, y)$ in $X' \times Y'$, and let $\epsilon > 0$. Since $0 \leq t/\psi(y) \leq \varphi(x)$ we can find an $x' \in U$ such that $|\varphi(x') - (t/\psi(y))| < \epsilon/\psi(y)$. We then have that $(x', y) \in U \times V$ and $|\varphi(x')(x', y) - t| < \epsilon$. In conclusion, we have that $\varphi \times \psi$ is a Lelek function.

The following result is already implicitly contained in the papers [38, 31].

Theorem 4.15. The following statements about a space $X$ are equivalent:

(1) $X$ is almost zero-dimensional,

(2) $X$ is homeomorphic to the graph of some USC or LSC function with a domain of dimension at most 0,
(3) \(X\) is imbeddable in complete Erdős space \(\mathcal{E}_c\), and
(4) \(X\) is imbeddable in Erdős space \(\mathcal{E}\).

**Proof.** (3) \(\Rightarrow\) (4) follows from the fact \(\mathcal{E}_c \subset \mathcal{E}\).

(4) \(\Rightarrow\) (1) follows from the fact that almost zero-dimensionality is hereditary.

(1) \(\Rightarrow\) (2) follows from Lemma 4.11.

Assume (2) and let \(\varphi: Z \to (0, 1)\) be USC such that \(\dim Z = 0\). Let \(K\) be a zero-dimensional compactification of \(Z\) and consider \(\text{ext}_K \varphi: K \to \mathbb{I}\). Note that \(\{x \in K: (\text{ext}_K \varphi)(x) > 0\}\) contains \(Z\) and is therefore dense in \(K\). Let \(C\) be a Cantor set and let \(\psi: C \to \mathbb{I}\) be a Lelek function. We may assume that there is a \(p \in C\) such that \(\psi(p) = 1\). Define \(\chi: K \times C \to \mathbb{I} \) by \(\chi = (\text{ext}_K \varphi) \times \psi\).

Note that \(\chi(x, p) = (\text{ext}_K \varphi)(x) = \varphi(x)\) for \(x \in X\) so \(G_0^p\) and \(G_0^{\chi \{Z \times \{p\}}\) are identical topological spaces. We have that \(K \times C\) is a Cantor set and according to Lemma 4.14 \(\chi\) is a Lelek function. So according to Kawamura, Oversteegen, and Tymchatyn \(G_0^p\) is homeomorphic to \(\mathcal{E}_c\). We have shown that (2) \(\Rightarrow\) (3).

In contrast, the class of totally disconnected spaces has no universal element, see Pol \[39\].

In \[11\] Abry and Dijkstra introduce the notion of an almost \(n\)-dimensional space as an extension of almost zero-dimensionality. They prove an \(n\)-dimensional version of Theorem 4.15 that includes the construction of higher dimensional analogues of complete Erdős space that are universal spaces for almost \(n\)-dimensionality.

**Remark 4.16.** The following spaces have a natural representation as in point (2) of the theorem. Let \(X\) be a subset of \(\ell^p\) such that \(X\) is zero-dimensional in the topology of coordinate-wise convergence and call \(X\) equipped with this topology \(Z\). The norm function \(N(x) = \|x\|\) is LSC on \(Z\) and since the norm function together with the coordinate projections generate the norm topology on \(\ell^p\) we have that \(X\) is homeomorphic to the graph of \(N|Z\).

**Corollary 4.17.** Every almost zero-dimensional space has an almost zero-dimensional completion.

Note that if an almost zero-dimensional space \(X\) is \(\sigma\)-compact, then \(\dim X \leq 0\).

**Remark 4.18.** Let \(X\) be an almost zero-dimensional space. Then we can identify \(X\) with the graph of an LSC function \(\varphi: Z \to \mathbb{R}\) with zero-dimensional domain \(Z\). Let \(\{A_i: i \in \mathbb{N}\}\) be a countable collection of C-sets in \(X\) and let \(\pi: Z \times \mathbb{R} \to Z\) be the projection. We show that we may assume without loss of generality that every \(\pi(A_i)\) is closed in \(Z\). Write every \(A_i = \bigcap_{j=1}^\infty C_{ij}\), where every \(C_{ij}\) is clopen in \(X\). Let \(\mathcal{B}\) be the collection of clopen subsets of \(Z\). Strengthen the topology on \(Z\) by using
\[
\mathcal{B}' = \mathcal{B} \cup \{\pi(C_{ij}), Z \setminus \pi(C_{ij}): i, j \in \mathbb{N}\}
\]
as a subbasis. Note that now every \(\pi(A_i)\) is closed in \(Z\), that \(Z\) is still zero-dimensional and separable metric, that \(\varphi\) is still LSC, and that the topology on \(X\) is unchanged.

**Theorem 4.19.** A nonempty subset of an almost zero-dimensional space \(X\) is a retract of \(X\) if and only if it is a C-set in \(X\).

**Proof.** Let \(r: X \to A\) be a retraction and let \(x\) be an arbitrary point in \(X \setminus A\). Thus \(r(x) \neq x\) and hence by almost zero-dimensionality there is a clopen \(C\) in \(X\)
with $x \in C$ and $r(x) \notin C$. Consider the clopen neighbourhood $D = C \setminus r^{-1}(C)$ of $x$ and note that $D \cap A = \emptyset$.

For the converse, let $A$ be a nonempty C-set of $X$. We may by Theorem 4.15 and Remark 4.18 assume that $X$ is the graph of an LSC function $\varphi : Z \to I$ such that $Z$ is zero-dimensional and the image of $A$ under the projection $\pi : Z \times I \to Z$ is closed in $Z$. Put $A' = \pi(A)$. Let $d$ be a metric on $Z$ and let $\rho$ be a corresponding metric on $Z \times I$: $\rho((x,s),(y,t)) = d(x,y) + |s-t|$. Since $\dim Z = 0$ we can construct a pairwise disjoint collection $\mathcal{U}$ of nonempty clopen subsets of $Z$ such that $\bigcup \mathcal{U} = Z \setminus A'$ and $\delta(U,A')$ for every $U \in \mathcal{U}$. Select for every $U \in \mathcal{U}$ a $y_U \in U$ such that

$$\varphi(y_U) = \inf \{ \varphi(x) : x \in U \} + d(U,A')$$

and put $p_U = (y_U, \varphi(y_U)) \in X$. Choose for every $U \in \mathcal{U}$ a $\xi_U \in A$ such that

$$\rho(p_U, \xi_U) \leq 2\rho(p_U, A).$$

We define the retraction $r : X \to A$ by

$$r(x, \varphi(x)) = \begin{cases} (x, \varphi(x)), & \text{if } x \in A' \\ \xi_U, & \text{if } x \in U \in \mathcal{U}. \end{cases}$$

All we need to show is that $r$ is continuous. First note that $r|A$ and $r|Z \setminus A$ are obviously continuous. So consider a sequence $x_1, x_2, \ldots$ in $Z \setminus A'$ such that $\lim_{i \to \infty} x_i = x \in A'$ and $\lim_{i \to \infty} \varphi(x_i) = \varphi(x)$. For every $i \in \mathbb{N}$ there is a (unique) $U(i) \in \mathcal{U}$ with $x_i \in U(i)$. We have for each $i \in \mathbb{N}$,

$$d(y_{U(i)}, x) \leq d(y_{U(i)}, x_i) + d(x_i, x)$$
$$\leq \delta(U(i)) + d(x_i, x)$$
$$\leq d(U(i), A') + d(x_i, x)$$
$$\leq 2d(x_i, x)$$

thus $\lim_{i \to \infty} y_{U(i)} = x$. Since $\varphi$ is LSC we have

$$\liminf_{i \to \infty} \varphi(y_{U(i)}) \geq \varphi(x).$$

On the other hand,

$$\limsup_{i \to \infty} \varphi(y_{U(i)}) \leq \limsup_{i \to \infty} (\varphi(x_i) + d(U(i), A'))$$
$$\leq \varphi(x) + \lim_{i \to \infty} d(x_i, x)$$
$$= \varphi(x).$$

Thus we have $\lim_{i \to \infty} p_{U(i)} = (x, \varphi(x))$. Note that

$$\rho(\xi_{U(i)}, (x, \varphi(x))) \leq \rho(\xi_{U(i)}, p_{U(i)}) + \rho(p_{U(i)}, (x, \varphi(x)))$$
$$\leq 2\rho(p_{U(i)}, A) + \rho(p_{U(i)}, (x, \varphi(x)))$$
$$\leq 3\rho(p_{U(i)}, (x, \varphi(x)))$$

and hence $\lim_{i \to \infty} r(x_i, \varphi(x(i))) = \lim_{i \to \infty} \xi_{U(i)} = (x, \varphi(x))$, as required. \qed

This theorem generalizes the known result that the retracts of a zero-dimensional space are precisely the nonempty closed subsets. Note that a space is zero-dimensional if and only if every closed set is a C-set. Thus every one-dimensional, almost zero-dimensional space has closed subsets that are not C-sets and hence not retracts.
of the space. For Erdős space an example would be for instance the unit sphere $S$. In that space every clopen set that contains the zero vector intersects $S$ so $S$ is no C-set.

The following consequences of Theorem 4.19 are immediate.

**Corollary 4.20.** Let $A$ be a C-set in an almost zero-dimensional space $X$. Every clopen subset of $A$ can be extended to a clopen subset of $X$. If $B$ is a C-set in $A$ then $B$ is also a C-set in $X$.

It is shown in Abry, Dijkstra, and van Mill [3] that Theorem 4.19 and Corollary 4.20 are not valid in the class of totally disconnected spaces.
As was mentioned in Chapter 1, Erdős [29] proved that every nonempty clopen subset of $E$ is has diameter at least 1. This means that every vector in $E$ has a neighbourhood that does not contain any nonempty clopen subsets of $E$. This property of $E$ turns out to be crucial, and we formalize it as follows.

**Definition 5.1.** Let $X$ be a space and let $A$ be a collection of subsets of $X$. The space $X$ is called $A$-cohesive if every point of the space has a neighbourhood that does not contain nonempty clopen subsets of any element of $A$. If a space $X$ is $\{X\}$-cohesive then we simply call $X$ cohesive.

Thus the prototypical examples of cohesive almost zero-dimensional spaces are $E$ and $E_c$. In fact, it follows easily from Erdős' proof [29] that the empty set is the only bounded clopen set in these spaces; see also Corollary [8.11]. Proposition 4.4 shows that if $\varphi$ is a Lelek function with complete domain, then $G_0 \varphi$ is cohesive.

**Remark 5.2.** Let $X$ be $A$-cohesive.

If $O$ is an open subset of $X$ then $O$ is $\{O \cap A: A \in A\}$-cohesive as follows. Let $x \in O$ and let $U$ be a neighbourhood of $x$ in $X$ that does not contain a nonempty clopen subsets of any $A \in A$. Select a closed neighbourhood $V$ of $x$ in $X$ that is contained in $U \cap O$. If $C$ is clopen in $A \cap O$ with $A \in A$ and $C \subset V$, then $C$ is open in $A$ and closed in $V \cap A$ and hence in $A$ as well. Also $C \subset V \subset U$ thus $C$ must be empty.

If $Y$ is any space then $X \times Y$ is $\{A \times B: A \in A \text{ and } B \subset Y\}$-cohesive. Let $(x, y) \in X \times Y$ and select a neighbourhood $U$ of $x$ in $X$ that does not contain nonempty clopen subsets of any element of $A$. Let $C \subset U \times Y$ be a clopen subset of $A \times B$ with $A \in A$ and $B \subset Y$ and assume that $(a, b) \in C$. Then $C \cap (A \times \{b\})$ is a nonempty clopen subset of $A \times \{b\}$ that is also contained in $U \times \{b\}$, in contradiction to the properties of $U$.

In particular, the product of a cohesive space with any space is cohesive and the concept is open hereditary.

A cohesive space is obviously at least one-dimensional at every point but it is easily seen that the converse is not valid. However, the situation is simple for topological groups:

**Proposition 5.3.** A topological group is cohesive if and only if it is not zero-dimensional.

**Proof.** Let $(G, \cdot)$ be a topological group that is not cohesive. Thus there is a point $x \in G$ every neighbourhood of which contains nonempty clopen subsets of $G$. We may assume that $x$ equals the unit element $e$. Let $U$ be an arbitrary neighbourhood of $e$ and select a neighbourhood $V$ of $e$ such that $V^{-1} \cdot V \subset U$. 


Then there is a nonempty clopen set $C$ with $C \subset V$. Select $x \in C$ and note that $x^{-1} \cdot C$ is a clopen neighbourhood of $e$ that is contained in $U$. Thus the group $G$ is zero-dimensional at $e$ and hence a zero-dimensional space. 

It is shown by Dijkstra [18] that Proposition 5.3 cannot be extended from topological groups to arbitrary homogeneous spaces.

A one-point connectification of a space $X$ is a connected extension $Y$ of the space such that the remainder $Y \setminus X$ is a singleton. It was shown in [33] that the endpoint set of the Lelek fan has a one-point connectification. The relevance of this concept to complete Erdős space was recognized in [31], where it was proved that the endpoint set of the Lelek fan is homeomorphic to $\mathcal{E}_c$.

**Proposition 5.4.** If a space admits a one-point connectification, then it is cohesive. If an almost zero-dimensional space is cohesive, then it admits a one-point connectification.

**Proof.** Let $X \subset Y$ such that $Y \setminus X = \{a\}$ and $Y$ is connected. If $x \in X$ let $U$ be a closed neighbourhood of $x$ in $Y$ that does not contain $a$. If $C$ is a subset of $U$ that is clopen in $X$, then $C$ is obviously a clopen subset of $Y$ that does not contain $a$. Thus $C$ is empty.

Let $X$ be almost zero-dimensional and cohesive. Then we can construct a countable collection $\mathcal{B}$ consisting of subsets of $X$ such that

1. for every $x \in X$ and every neighbourhood $U$ of $x$ there is a $B \in \mathcal{B}$ such that $x \in \text{int } B \subset B \subset U$,  
2. every $B \in \mathcal{B}$ is an intersection of clopen subsets of $X$, and  
3. every $B \in \mathcal{B}$ fails to contain nonempty clopen subsets of $X$.

The combination of the properties (2) and (3) is preserved under finite unions. Let $B_1$ and $B_2$ satisfy both (2) and (3). Note that $B_1 \cup B_2 = \bigcap\{C_1 \cup C_2 : C_1, C_2 \text{ clopen and } B_1 \subset C_1, B_2 \subset C_2\}$ thus $B_1 \cup B_2$ also satisfies (2). If $C$ is a nonempty clopen set that is contained in $B_1 \cup B_2$, then $C$ is not contained in $B_1$ and we pick an $x \in C \setminus B_1$. Select a clopen set $D$ such that $x \notin D$ and $B_1 \subset D$. Then $C \setminus D$ is a clopen nonempty set that is contained in $B_2$, a contradiction.

Consider the countable set $\mathcal{D} = \{(B_1, B_2) \in \mathcal{B}^2 : B_1 \subset \text{int } B_2\}$ and select for every $D = (B_1, B_2) \in \mathcal{D}$ a continuous function $f_D : X \to \mathbb{I}$ such that $f_D(B_1) \subset \{1\}$ and $f_D(X \setminus B_2) \subset \{0\}$. Let $h$ be the Alexandroff-Urysohn imbedding of $X$ into the Hilbert cube $\mathbb{I}^\mathcal{D}$, given by $h(x)_D = f_D(x)$. Let $Y = h(X) \cup \{0\}$, where $0$ represents the element of $\mathbb{I}^\mathcal{D}$ with all coordinates equal to $0$. Let $C$ be a clopen subset of $Y$ that does not contain $0$. Then there exist a finite subset $\{D_1, \ldots, D_n\} \subset \mathcal{D}$ such that the set $h^{-1}(C)$ is contained in $\bigcup_{i=1}^n f_{D_i}^{-1}((0, 1])$. Thus the clopen set $h^{-1}(C)$ is contained in the union of $n$ elements of $\mathcal{B}$ and must be empty. Consequently, $C = \emptyset$ and $Y$ is connected.

It is shown by Abry, Dijkstra, and van Mill [4] that there are totally disconnected cohesive spaces that do not admit a one-point connectification.

**Remark 5.5.** If $X$ is almost zero-dimensional and cohesive and $\mathcal{T}$ is a witness topology on $X$, then as in the proof of Proposition 5.4 $X$ has a countable covering $\mathcal{B}$ consisting of sets that are closed in $(X, \mathcal{T})$ such that no element of $\mathcal{B}$ contains nonempty sets that are clopen in $X$. Observe that since $\mathcal{T}$ is zero-dimensional every element of $\mathcal{B}$ has empty interior in $(X, \mathcal{T})$. Thus any witness topology on a cohesive space is of the first category.
Erdős space is obviously an $F_{\sigma\delta}$-subset of Hilbert space thus it is an (absolute) $F_{\sigma\delta}$-space. Since $\{z \in \mathcal{E} : |z_i| \leq 2^{-i} \text{ for } i \in \omega\}$ is a closed copy of $\mathbb{Q}^\omega$ in $\mathcal{E}$ we have that $\mathcal{E}$ is an essential $F_{\sigma\delta}$-space. In fact, it follows that the empty set is the only open subset of $\mathcal{E}$ that is a $G_{\delta\sigma}$-space. Recall that a space is homeomorphic to $\mathbb{Q}^\omega$ if and only if it is a zero-dimensional, first category $F_{\sigma\delta}$-space with the property that no nonempty open subset is a $G_{\delta\sigma}$-space, see Steel [41] or van Engelen [28] Theorem A.2.5. The following proposition follows if we combine these observations with Remarks 4.12 and 5.5.

**Proposition 5.6.** Let $\mathcal{T}$ be a witness topology on $\mathcal{E}$. Then $(\mathcal{E}, \mathcal{T})$ is a $G_{\delta\sigma\delta}$-space but no $G_{\delta\sigma}$-space. If $\mathcal{T}$ is an $F_{\sigma\delta}$-topology then $(\mathcal{E}, \mathcal{T})$ is homeomorphic to $\mathbb{Q}^\omega$.

**Remark 5.7.** Let $X$ be almost zero-dimensional and consider the (zero-dimensional) topology $\mathcal{T}$ that is generated by all clopen subsets of $X$. The following observation shows why this topology is in general not usable as a witness topology. If $X$ is cohesive then the space $(X, \mathcal{T})$ has uncountable character at every point.

Let $x \in X$ and let $\{U_i : i \in \mathbb{N}\}$ be a collection of clopen neighbourhoods of $x$. Let $\mathcal{B} = \{B_i : i \in \mathbb{N}\}$ be a collection that satisfies conditions (1)–(3) as in the proof of Proposition 5.4. We may assume that $B_1$ contains $x$. For every $n \in \mathbb{N}$ we can find a point $a_n \in U_n \setminus \bigcup_{i=1}^n B_i$. Let $C_n$ be a clopen subset of $X$ such that $a_n \notin C_n$ and $\bigcup_{i=1}^n B_i \subset C_n$. We define $V = \bigcap_{n=1}^\infty C_n$ and note that $V$ is a closed set that contains $B_1$ and hence $x$. If $y \in V$ then there is an $n \in \mathbb{N}$ such that $B_n$ is a neighbourhood of $y$ in $X$. Observe that $B_n \subset C_k$ for each $k \geq n$ and hence $B_n \cap \bigcap_{i=1}^{k-1} C_i$ is a neighbourhood of $y$ that is contained in $V$. Thus we have that $V$ is a clopen neighbourhood of $x$. Note that for any $n$, $a_n \notin V$ and hence $V$ does not contain $U_n$, proving that $\{U_n : n \in \mathbb{N}\}$ is no neighbourhood basis of $x$ in $(X, \mathcal{T})$.

**Lemma 5.8.** Let $\varphi$ be a USC function from a zero-dimensional space $X$ to $\mathbb{R}^+$ and let $\mathcal{A}$ be a collection of subsets of $X$ such that $\emptyset \notin \mathcal{A}$, $G_0^\varphi$ is $\{G_0^\varphi | A : A \in \mathcal{A}\}$ cohesive, and $\mathcal{A}' = \{x \in A : \varphi(x) > 0\}$ is dense in $A$ for each $A \in \mathcal{A}$. Then there exists a USC function $\psi : X \to \mathbb{R}^+$ such that $\psi \leq \varphi$, $G_0^\psi = G_0^\varphi$, and for each $A \in \mathcal{A}$ we have that $\varphi | A$ is a Lelek function with bias $\psi | A$.

**Proof.** Let $d$ be a metric on $X$ and let $U_\varepsilon(x)$ denote the open $\varepsilon$-neighbourhood of $x \in X$. We define for $x \in X$ and $\varepsilon > 0$ the following subinterval of $\mathbb{R}^+$:

$$J_\varepsilon(x) = \{t \in \mathbb{R}^+ : \text{for each } A \in \mathcal{A}, \text{ the set } U_\varepsilon(x) \times (t, \infty) \cap G_0^\varphi \}$$

contains no nonempty clopen subsets of $G_0^\varphi | A$. Since $\varphi$ is USC there exists for each $x \in X$ and $t > \varphi(x)$ an $\varepsilon > 0$ such that $(U_\varepsilon(x) \times (t, \infty)) \cap G_0^\varphi = \emptyset$ and hence $t \in J_\varepsilon(x)$. Note also that if $\varepsilon < \delta$ then $J_\delta(x) \subset J_\varepsilon(x)$. Consequently,

$$\psi(x) = \liminf_{\varepsilon \searrow 0} J_\varepsilon(x)$$

is a well-defined function from $X$ to $\mathbb{R}^+$ with the property $\psi(x) \leq \varphi(x)$ for all $x \in X$.

We verify that $G_0^\psi = G_0^\varphi$ which is equivalent to the statement $\{x \in X : \varphi(x) > 0\} = \{x \in X : \psi(x) < \varphi(x)\}$. Let $x \in X$ so be such that $\varphi(x) > 0$. By cohesion and upper semi-continuity there is an $\varepsilon > 0$ such that $(U_\varepsilon(x) \times (\varphi(x) - \varepsilon, \infty)) \cap G_0^\varphi$ contains no nonempty clopen subset of $G_0^\varphi | A$ for any $A \in \mathcal{A}$. This means that
\( \varphi(x) - \varepsilon \in J_\varepsilon(x) \) and hence \( \psi(x) \leq \inf J_\varepsilon(x) \leq \varphi(x) - \varepsilon < \varphi(x) \). Since the other inclusion follows immediately from the fact that \( 0 \leq \psi \) we are done.

To prove that \( \psi \) is USC let \( \psi(x) < t \). Then there is an \( \varepsilon > 0 \) such that \((U_\varepsilon(x) \times (t, \infty)) \cap G_0^\varphi\) contains no nonempty clopen subsets of \( G_0^\varphi \) for any \( A \in A \). So for each \( y \in U_\varepsilon(x) \) we have \( \psi(y) \leq t \).

Let \( A \in A \). It remains to verify that \( \varphi|A \) is a Lelek function with bias \( \psi|A \). Since \( A' \) is dense in \( A \) and equal to \( \{ x \in A : \psi(x) < \varphi(x) \} \) it suffices to show that \( G_0^\varphi \cap A \) is dense in \( L^\varphi \cap A' \). Let \( x \in A' \), let \( t \in (\psi(x), \varphi(x)) \), and let \( \varepsilon > 0 \). There is a \( \delta < \varepsilon \) such that \( Y = (U_\delta(x) \times (t, \infty)) \cap G_0^\varphi \) contains no nonempty clopen subsets of \( G_0^\varphi \). Select a clopen neighbourhood \( C \) of \( x \) in \( X \) that is contained in \( U_\delta(x) \) and consider the set \( V = (C \times (t, \infty)) \cap G_0^\varphi \). Since \( V \) is a nonempty subset of both \( Y \) and \( G_0^\varphi \), we have that it has boundary points in \( G_0^\varphi \). These boundary points must be of the form \((y, t)\) with \( \varphi(y) = t > 0 \) and \( y \in C \cap A \). Consequently, \((y, \varphi(y))\) is an element of \( G_0^\varphi \) that is sufficiently close to \((x, t)\).

If we combine Lemma 4.8 with Lemma 4.9 then we obtain

**Lemma 5.9.** Let \( \varphi \) be a USC function from a zero-dimensional space \( X \) to \( \mathbb{R}^+ \) and let \( A \) be a collection of subsets of \( X \) such that \( \emptyset \notin A \), \( G_0^\varphi \) is \( \{G_0^\varphi \cap A : A \in A\}\)-cohesive, and \( A' = \{ x \in A : \varphi(x) > 0 \} \) is dense in \( A \) for each \( A \in A \). Then there exists a USC function \( \chi : X \to \mathbb{R}^+ \) such that \( \chi \leq \varphi \), the natural bijection \( h \) from the graph of \( \varphi \) to the graph of \( \chi \) is continuous, the restriction \( h|G_0^\varphi : G_0^\varphi \to G_0^\chi \) is a homeomorphism, and for every \( A \in A \) we have that \( \chi|A \) is a Lelek function.

Lemmas 5.7, 5.8, 5.9, and Remark 5.10 of the preprint version are now Lemmas 4.8, 4.9, 4.11, and Remark 4.12.

**Proposition 5.10.** If \( E \) is a nonempty, cohesive, almost zero-dimensional space, then there is a Lelek function \( \chi \) such that \( E \) is homeomorphic to \( G_0^\chi \) and hence \( E \) admits a dense imbedding in \( \mathcal{E}_c \).

**Proof.** Assume that \( E \) is such a space. With Theorem 4.15 we can find a USC function \( \varphi : X \to \mathbb{I} \) such that \( E \) is homeomorphic to \( G_0^\varphi \) and \( \dim X = 0 \). Since \( E \) is cohesive we can find with Lemma 5.9 a Lelek function \( \chi : X \to \mathbb{I} \) such that \( G_0^\chi \) is homeomorphic to \( G_0^\varphi \). Let \( K \) be a zero-dimensional compactification of \( X \) and note that Lemma 4.8 implies that \( \text{ext}_K \chi \) is a Lelek function as well such that \( G_0^\chi \) is a dense subset of \( G_0^{\text{ext}_K \chi} \). Since the domain of \( \text{ext}_K \chi \) is compact we have according to Kawamura, Oversteegen, and Tymchatyn [31] that \( \mathcal{E}_c \) is homeomorphic to \( G_0^{\text{ext}_K \chi} \).

**Remark 5.11.** The cohesion concept also plays an important role in characterizing complete Erdős space. For instance, the proof above can easily be adapted to show that a nonempty space \( E \) is homeomorphic to \( \mathcal{E}_c \) if and only if \( E \) is cohesive and there is a topology \( \mathcal{T} \) on \( E \) that witnesses the almost zero-dimensionality of \( E \) such that every point in \( E \) has a neighbourhood that is compact in \( (E, \mathcal{T}) \). This and other characterizations of \( \mathcal{E}_c \) can be found in Dijkstra and van Mill [22].

Theorems 5.13 and 5.16 of the preprint version are now Theorems 4.15 and 4.19.
CHAPTER 6

Unknotting Lelek functions

Let \( \varphi: X \to \mathbb{R}^+ \) and \( \psi: Y \to \mathbb{R}^+ \) be functions. We say that \( \varphi \) and \( \psi \) are \( m\)-equivalent functions if there exists a homeomorphism \( h: X \to Y \) and a continuous map \( \alpha: X \to (0, \infty) \) such that \( \psi \circ h = \alpha \cdot \varphi \). Note that this is an equivalence relation and that if \( \varphi \) and \( \psi \) are \( m\)-equivalent, then \( G_0^\varphi \) is homeomorphic to \( G_0^\psi \). Note also that a function that is \( m\)-equivalent to a Lelek function is also a Lelek function.

In this section we will prove a Uniqueness Theorem and a Homeomorphism Extension Theorem for Lelek functions with compact domain. Our Uniqueness Theorem is essentially a controlled version of the Characterization Theorem of the Lelek fan that is due to Charatonik [14] and Bula and Oversteegen [12].

**Lemma 6.1.** Let \( \varphi: C \to \mathbb{R}^+ \) and \( \psi: D \to \mathbb{R}^+ \) be Lelek functions with \( C \) and \( D \) compact metric spaces. If \( M(\varphi) = M(\psi) \) and \( \varepsilon > 0 \), then there is a clopen partition \( \mathcal{U} \) of \( C \) and a homeomorphism \( h: C \to D \) such that mesh\( \mathcal{U} < \varepsilon \), mesh\( h[\mathcal{U}] < \varepsilon \), and for each \( U \in \mathcal{U} \),

\[
\left| \log \frac{M(\psi \circ h[U])}{M(\varphi[U])} \right| < \varepsilon.
\]

**Proof.** As noted in Remark 4.6 \( C \) and \( D \) must be Cantor sets. Since \( \varphi \) and \( \psi \) are USC with compact domains we have \( \varphi(a) = M(\varphi) = M(\psi) = \psi(b) \) for some \( a \in C \), \( b \in D \). Select clopen partitions \( \mathcal{A} = \{A_0, \ldots, A_m\} \) and \( \mathcal{B} = \{B_0, \ldots, B_n\} \) of \( C \) respectively \( D \) such that \( a \in A_0 \), \( b \in B_0 \), mesh\( \mathcal{A} < \varepsilon \) and mesh\( \mathcal{B} < \varepsilon \). For \( i \in \{1, \ldots, m\} \) the Lelek property allows us to select distinct points \( b_i \in B_0 \setminus \{b\} \) (that approximate \( b \)) such that

\[
\left| \log \frac{\psi(b_i)}{M(\varphi|A_i)} \right| < \varepsilon/2.
\]

Choose disjoint clopen sets \( V_1, \ldots, V_m \) in \( D \) such that \( b_i \in V_i \subseteq B_0 \setminus \{b\} \) and

\[
\log \frac{M(\psi|V_i)}{\psi(b_i)} \in [0, \varepsilon/2)
\]

by upper semi-continuity. Note that

\[
\left| \log \frac{M(\psi|V_i)}{M(\varphi|A_i)} \right| \leq \left| \log \frac{M(\psi|V_i)}{\psi(b_i)} \right| + \left| \log \frac{\psi(b_i)}{M(\varphi|A_i)} \right| < \varepsilon.
\]

Conversely, we can find disjoint clopen sets \( U_1, \ldots, U_n \) contained in \( A_0 \setminus \{a\} \) with

\[
\left| \log \frac{M(\psi|B_i)}{M(\varphi|U_i)} \right| = \left| \log \frac{M(\varphi|U_i)}{M(\psi|B_i)} \right| < \varepsilon.
\]

Define \( \mathcal{U} = \{A_1, \ldots, A_m, U_1, \ldots, U_n, A_0 \setminus \bigcup_{i=1}^n U_i\} \). Let \( h: C \to D \) be a homeomorphism with \( h(A_i) = V_i \) and \( h(U_j) = B_j \) for \( 1 \leq i \leq m, 1 \leq j \leq n \) and
h(A_0 \setminus \bigcup_{i=1}^m U_i) = B_0 \setminus \bigcup_{i=1}^m V_i$. Note that
\begin{equation}
(6.6) \quad \log \frac{M(\psi|B_0 \setminus \bigcup_{i=1}^m V_i)}{M(\varphi|A_0 \setminus \bigcup_{i=1}^m U_i)} = \log \frac{\psi(b)}{\varphi(a)} = 0,
\end{equation}
so with (6.4) and (6.5) the lemma is proved. \hfill \Box

Remark 6.2 of the preprint version is now Remark 5.2.

**Theorem 6.2 (Uniqueness).** If \( \varphi : C \to \mathbb{R}^+ \) and \( \psi : D \to \mathbb{R}^+ \) are Lelek functions with \( C \) and \( D \) compact and if \( t > |\log(M(\varphi)/M(\psi))| \), then there are a homeomorphism \( h : C \to D \) and a continuous \( \alpha : C \to (0, \infty) \) such that \( \psi \circ h = \alpha \cdot \varphi \) and \( M(\log \circ \alpha) < t \).

**Proof.** Let \( \varepsilon = t - |\log(M(\psi)/M(\varphi))| > 0 \) and select metrics on \( C \) and \( D \) that are bounded by 1. We construct by recursion sequences of clopen partitions \( \mathcal{U}_0, \mathcal{U}_1, \ldots \) of \( C \) and homeomorphisms \( h_0, h_1, \ldots \) from \( C \) to \( D \) for every \( n \in \omega \).

1. if \( n \geq 1 \) then \( \mathcal{U}_n \) refines \( \mathcal{U}_{n-1} \),
2. mesh \( \mathcal{U}_n \leq 2^{-n} \),
3. mesh \( h_n|\mathcal{U}_n| \leq 2^{-n} \),
4. if \( n \geq 1 \) then \( h_n(U) = h_{n-1}(U) \) for each \( U \in \mathcal{U}_{n-1} \), and
5. if \( n \geq 1, U \in \mathcal{U}_{n-1}, V \in \mathcal{U}_n \) such that \( V \subset U \), then \( |\log(\gamma_V/\gamma_U)| < \varepsilon 2^{-n} \),

where
\begin{equation}
(6.7) \quad \gamma_U = \frac{M(\psi \circ h_{n-1}|U)}{M(\varphi|U)}, \quad \gamma_V = \frac{M(\psi \circ h_n|V)}{M(\varphi|V)}.
\end{equation}

Let \( h_0 : C \to D \) be some homeomorphism and put \( \mathcal{U}_0 = \{ C \} \). Note that the induction hypotheses are trivially satisfied for \( n = 0 \). Assume now that \( h_n \) and \( \mathcal{U}_n \) have been constructed for some \( n \in \omega \). Let \( U \in \mathcal{U}_n \) and note that \( M(\gamma_U \varphi|U) = M(\psi|h_n(U)) \) thus we may apply Lemma 6.1 to the pair \( \gamma_U \varphi|U \) and \( \psi|h_n(U) \) to produce a clopen partition \( \mathcal{V}_U \) of \( U \) and a homeomorphism \( f_U : U \to h_n(U) \) such that mesh \( \mathcal{V}_U \leq 2^{-n-1} \), mesh \( f_U|\mathcal{V}_U| \leq 2^{-n-1} \), and
\begin{equation}
(6.8) \quad \left| \log \frac{M(\psi \circ f_U|V)}{M(\gamma_U \varphi|V)} \right| < \varepsilon 2^{-n-1}
\end{equation}
for each \( V \in \mathcal{V}_U \). Define
\begin{equation}
(6.9) \quad \mathcal{U}_{n+1} = \bigcup_{U \in \mathcal{U}_n} \mathcal{V}_U \quad \text{and} \quad h_{n+1} = \bigcup_{U \in \mathcal{U}_n} f_U.
\end{equation}

Let \( V \in \mathcal{V}_U \) and note that
\begin{equation}
(6.10) \quad \frac{\gamma_V}{\gamma_U} = \frac{M(\psi \circ h_{n+1}|V)}{M(\gamma_U \varphi|V)} = \frac{M(\psi \circ f_U|V)}{M(\gamma_U \varphi|V)}
\end{equation}
thus hypothesis (5) is satisfied if one also uses formula (6.8). The other induction hypotheses are trivially satisfied and the induction is complete.

Obviously, \( h = \lim_{n \to \infty} h_n \) is a homeomorphism \( C \to D \). Define for \( n \geq 0 \) the continuous function \( \alpha_n : C \to (0, \infty) \) by
\begin{equation}
(6.11) \quad \alpha_n(x) = \gamma_U \quad \text{for} \ x \in U \in \mathcal{U}_n.
\end{equation}

Note that \( \alpha_0(x) = M(\psi)/M(\varphi) \) and that
\begin{equation}
(6.12) \quad |\log(\alpha_n(x)/\alpha_{n-1}(x))| < \varepsilon 2^{-n}
\end{equation}
for each $x \in C$ and $n \geq 1$. Thus $\log \circ \alpha_0, \log \circ \alpha_1, \ldots$ is a uniform Cauchy sequence of continuous functions into $\mathbb{R}$ and $\alpha = \lim_{n \to \infty} \alpha_n : C \to (0, \infty)$ is well-defined and continuous. We have

$$\tag{6.13} |\log \alpha(x)| < |\log \alpha_0(x)| + \sum_{n=1}^{\infty} \varepsilon 2^{-n} = |\log(M(\psi)/M(\varphi))| + \varepsilon = t$$

for all $x \in C$. Now, let $x \in C$ and select for each $n$ a $U_n \in \mathcal{U}_n$ with $x \in U_n$. Since $h_n(U_n) = h_k(U_n)$ for all $k > n$ we have $h(x) \in h_n(U_n)$. By upper semi-continuity and $\operatorname{diam}U_n \leq 2^{-n}$, $\operatorname{diam}h_n(U_n) \leq 2^{-n}$ we have $\lim_{n \to \infty} M(\varphi|U_n) = \varphi(x)$ and $\lim_{n \to \infty} M(\psi \circ h_n|U_n) = \psi(h(x))$. Thus by (6.11) and (6.7) we have for each $x \in C$,

$$\alpha(x) \varphi(x) = \lim_{n \to \infty} \alpha_n(x) M(\varphi|U_n)$$

$$= \lim_{n \to \infty} \gamma_{U_n} M(\varphi|U_n)$$

$$= \lim_{n \to \infty} M(\psi \circ h_n|U_n)$$

$$= \psi(h(x)),$$

as required. 

Proposition 6.3 of the preprint version is now Proposition 5.3.

**Lemma 6.3.** Let $\varphi, \psi : C \to \mathbb{R}^+$ be Lelek functions with $C$ compact. Let $A$ be a nonempty closed subset of $C$ such that $\varphi|A = \psi|A$, $\{x \in A : \varphi(x) > 0\}$ is dense in $A$, and $G_0^A$ is nowhere dense in both $G_0^\varphi$ and $G_0^\psi$. If $t$ is a real number with $t > |\log(M(\psi)/M(\varphi))|$, then there exist a homeomorphism $h : C \to C$ and a continuous map $\alpha : C \to (0, \infty)$ such that $h|A = \operatorname{id}_A$, $\alpha|A = 1_A$, $\psi \circ h = \alpha \cdot \varphi$, and $M(\log \circ \alpha) < t$.

**Proof.** Let $d$ be a metric on $C$ with $\operatorname{diam} C < 1$. We construct a sequence $\mathcal{U}_0, \mathcal{U}_1, \ldots$ of clopen partitions of $C$ with induction hypotheses:

1. if $n \geq 1$ then $\mathcal{U}_n$ refines $\mathcal{U}_{n-1}$,
2. if $n \geq 1$, $U \in \mathcal{U}_{n-1}$, and $U \cap A = \emptyset$, then $U \in \mathcal{U}_n$,
3. if $n \geq 1$, $U \in \mathcal{U}_n$, $U \cap A = \emptyset$, and $U \notin \mathcal{U}_{n-1}$, then $|\log(M(\psi|U)/M(\varphi|U))| < t2^{-n+1}$,
4. if $U \in \mathcal{U}_n$ and $U \cap A \neq \emptyset$, then $\operatorname{diam} U < 2^{-n}$ and $|\log(M(\psi|U)/M(\varphi|U))| < t2^{-n}$.

Put $\mathcal{U}_0 = \{C\}$ and note that hypothesis (4) is satisfied and that the other hypotheses are void.

Assume now that $\mathcal{U}_n$ has been found and let $U$ be an element of $\mathcal{U}_n$ with $U \cap A \neq \emptyset$. So we have $r = |\log(\mu_2/\mu_1)| < t2^{-n}$, where $\mu_1 = M(\varphi|U)$ and $\mu_2 = M(\psi|U)$. Put $\delta = t2^{-n} - r$. Since $G_0^\varphi$ is nowhere dense in both $G_0^\varphi$ and $G_0^\psi$ we can select two points $p_1$ and $p_2$ in $U \setminus A$ such that

$$\tag{6.15} \varphi(p_1) > \mu_1 e^{-\delta} \text{ and } \psi(p_2) > \mu_2 e^{-\delta}.$$ 

Let $\{V_1, \ldots, V_k\}$ be a cover of $U \cap A$ consisting of clopen, pairwise disjoint subsets of $C$ such that $V_i \cap A \neq \emptyset$, $V_i \subset U \setminus \{p_1, p_2\}$, and $\operatorname{diam} V_i < 2^{-n-1}$ for each $i$. Let $i \in \{1, \ldots, k\}$ and note that by the initial assumptions we have that $s_i = M(\varphi|V_i \cap A) = M(\psi|V_i \cap A) > 0$. Since $\varphi$ and $\psi$ are USC we can choose a clopen neighbourhood $W_i$ of $V_i \cap A$ in $V_i$ such that

$$\tag{6.16} W_i \subset \{x \in V_i : \varphi(x), \psi(x) < s_i e^{t2^{-n-1}}\}.$$
Note that both $M(\varphi|W_i)$ and $M(\psi|W_i)$ are in the interval $[s_i, s_ie^{t2^{-n-1}})$ so we have

$$-t2^{-n-1} < \log(M(\psi|W_i)/M(\varphi|W_i)) < t2^{-n-1}. \tag{6.17}$$

Put $W_0 = U \setminus \bigcup_{i=1}^{k} W_i$ and note that by (6.15),

$$\log \frac{M(\psi|W_0)}{M(\varphi|W_0)} \leq \log \frac{\mu_2}{\varphi(p_1)} = \log \frac{\mu_2}{\mu_1} + \log \frac{\mu_1}{\varphi(p_1)} < r + \delta = t2^{-n}. \tag{6.18}$$

and, analogously, $\log(M(\varphi|W_0)/M(\psi|W_0)) < t2^{-n}$. We define $\mathcal{W}_U = \{W_0, W_1, \ldots, W_k\}$ and

$$\mathcal{U}_{n+1} = \{U \in \mathcal{U}_n : U \cap A = \emptyset\} \cup \bigcup \{\mathcal{W}_U : U \in \mathcal{U}_n, U \cap A \neq \emptyset\}. \tag{6.19}$$

and note that the induction hypotheses for $n + 1$ are satisfied.

The induction having been completed we define the collection of clopen sets

$$\mathcal{V} = \{U : U \in \mathcal{U}_n \text{ for some } n \text{ and } U \cap A = \emptyset\}. \tag{6.20}$$

Hypothesis (4) implies that $\bigcup \mathcal{V} = C \setminus A$. It follows from hypotheses (1) and (2) that $\mathcal{V}$ is a partition of $C \setminus A$. Let $U$ be an element of $\mathcal{V}$ and let $n$ be the first integer such that $U \in \mathcal{U}_n$. Note that $n \geq 1$ since $U \cap A = \emptyset$. By hypothesis (3) we have $|\log(M(\psi|U)/M(\varphi|U))| < t2^{-n+1}$. Applying Theorem 6.2 to $\varphi|U$ and $\psi|U$ we find a homeomorphism $f_U : U \to U$ and a continuous map $\beta_U : U \to (0, \infty)$ such that $\psi \circ f_U = \beta_U \cdot \varphi|U$ and $M(\log \circ \beta_U) < t2^{-n+1} \leq t$. We define $h : C \to C$ and $\alpha : C \to (0, \infty)$ by

$$h(x) = \begin{cases} 
x, & \text{if } x \in A; 

f_U(x), & \text{if } x \in U \in \mathcal{V},
\end{cases} \tag{6.21}$$

and

$$\alpha(x) = \begin{cases} 
1, & \text{if } x \in A; 

\beta_U(x), & \text{if } x \in U \in \mathcal{V}.
\end{cases} \tag{6.22}$$

It is obvious that $h|A = \text{id}_A$, $\alpha|A = 1_A$, $\psi \circ h = \alpha \cdot \varphi$, and $M(\log \circ \alpha) < t$. It is also obvious that $h$ is a bijection and that $h|C \setminus A$ and $\alpha|C \setminus A$ are continuous. So let $x \in A$ and let $m \in \mathbb{N}$. Then there is a $U \in \mathcal{U}_m$ that contains $x$ and hence $\text{diam} U < 2^{-m}$. Let $y \in U$. If $y \in A$ then $h(y) = y \in U$ and $\alpha(y) = 1 = \alpha(x)$. If $y \in U \setminus A$ then there is a $V \in \mathcal{V}$ that contains $y$. By hypothesis (1) we have $V \subset U$ and hence $h(y) \in U$ and $|\log(\alpha(y))| < t2^{-n+1}$ for some $n > m$. This proves the continuity of $h$ and $\alpha$. \hfill \Box

**Theorem 6.4 (Homeomorphism Extension).** Let $\varphi : C \to \mathbb{R}^+$ and $\psi : D \to \mathbb{R}^+$ be Lelek functions with $C$ and $D$ compact. Let $A \subset C$ and $B \subset D$ be closed sets such that $G_0^C \div A$ and $G_0^D \div B$ are nowhere dense in $G_0^C$ respectively $G_0^D$. Let $h : A \to B$ be a homeomorphism and let $\alpha : A \to (0, \infty)$ be a continuous map such that $\psi \circ h = \alpha \cdot (\varphi|A)$. If $t$ is a real number with $t > |\log(M(\psi)/M(\varphi))|$ and $t > M(\log \circ \alpha)$, then there exist a homeomorphism $h : C \to D$ and a continuous map $\tilde{\alpha} : C \to (0, \infty)$ such that $h|A = h$, $\tilde{\alpha}|A = \alpha$, $\psi \circ h = \tilde{\alpha} \cdot \varphi$, and $M(\log \circ \tilde{\alpha}) < t$.

**Proof.** Let $d$ and $\rho$ be metrics on $C$ respectively $D$. If $A = \emptyset$ then the theorem is simply Theorem 6.2 thus we may assume that $A \neq \emptyset$. Let $\{q_i : i \in \mathbb{N}\}$ be a countable dense subset of $A$ that is enumerated in such a way that $\{j : q_j = q_i\}$ is infinite for every $i \in \mathbb{N}$. We may assume that $\alpha$ has been continuously extended
over $C$ in such a way that $M(\log \circ \alpha) < t$ is still valid. Select for every $i \in \mathbb{N}$ points $a_i \in C \setminus A$ and $b_i \in D \setminus B$ such that $d(q_i, a_i) < 2^{-i}$, $\rho(h(q_i), b_i) < 2^{-i}$, and $\alpha(a_i)\varphi(a_i) = \psi(b_i) > 0$, as follows. First use the fact that $\psi$ is Lelek to find a point $b'_i \in D \setminus B$ with $\rho(h(q_i), b'_i) < 2^{-i}$ and $\psi(b'_i) > 0$. Since $\alpha \cdot \varphi$ is also Lelek we can choose an $a_i \in C \setminus A$ such that $d(q_i, a_i) < 2^{-i}$ and $0 < \alpha(a_i)\varphi(a_i) < \psi(b'_i)$. Finally, using Proposition 4.4 and again the Lelek property of $\psi$, we find a $b_i \in D \setminus B$ close enough to $b'_i$ such that $\rho(h(q_i), b_i) < 2^{-i}$ and $\alpha(a_i)\varphi(a_i) = \psi(b_i)$. We can easily arrange that all the $a_i$’s and $b_i$’s are distinct. We define $\hat{A} = A \cup \{a_i : i \in \mathbb{N}\}$, $\hat{B} = B \cup \{b_i : i \in \mathbb{N}\}$, $\hat{\alpha} = \alpha | A$, and the homeomorphism $\hat{h} : \hat{A} \to \hat{B}$ by $\hat{h}|A = h$ and $h(a_i) = b_i$ for $i \in \mathbb{N}$. Obviously, $\psi \circ \hat{h} = \hat{\alpha} \cdot \varphi | \hat{A}$. Note that every point $(\alpha_i, \varphi(a_i))$ is an isolated point of $G_0^{\varphi | \hat{A}}$ but not isolated in $G_0\psi$ so $G_0^{\varphi | \hat{A}}$ is just as $G_0^{\varphi | A}$ nowhere dense in $G_0^{\psi}$. Analogously, we have that also $G_0^{\psi | \hat{B}}$ is nowhere dense in $G_0^{\psi}$.

The preceding paragraph shows that we may assume without loss of generality that $\{x \in A : \varphi(x) > 0\}$ is dense in $A$. Put

$$
(6.23) \quad \delta = t - \max\{M(\log \circ \alpha), |\log(M(\psi)/M(\varphi))|\}
$$

and select a $b \in D \setminus B$ such that $\psi(b) > M(\psi)e^{-\delta}$. Choose a homeomorphism $h_1 : C \to D$ and a continuous map $\alpha_1 : C \to (0, \infty)$ such that $h_1|A = h$, $\alpha_1|A = \alpha$, and $M(\log \circ \alpha_1) = M(\log \circ \alpha)$. Define $\xi = (1/\alpha_1) \cdot (\psi \circ h_1)$ and note that $\xi$ is a Lelek function on $C$ which coincides with $\varphi$ on $A$. Using the fact that $\xi$ is USC we find a clopen neighbourhood $U$ of $A$ such that $h_1^{-1}(b) \notin U$ and $M(\xi|U) < M(\varphi)e^\delta$. We define the continuous function $\alpha_2 : C \to (0, \infty)$ by

$$
(6.24) \quad \alpha_2(x) = \begin{cases} 
\alpha_1(x), & \text{if } x \in U; \\
\frac{M(\psi)}{M(\varphi)}, & \text{if } x \in C \setminus U.
\end{cases}
$$

We have

$$
(6.25) \quad M(\log \circ \alpha_2) \leq \max\{M(\log \circ \alpha_1), |\log(M(\psi)/M(\varphi))|\} = t - \delta.
$$

Then $\chi = (1/\alpha_2) \cdot (\psi \circ h_1)$ is a Lelek function on $C$ which coincides with $\xi$ on $U$. Note that $\chi|A = \xi|A = \varphi|A$ and that $G_0^{\chi|A}$ is nowhere dense in $G_0^{\psi}$ just as $G_0^{\psi | B}$ is nowhere dense in $G_0^{\psi}$. Observe that

$$
(6.26) \quad M(\chi|U) = M(\xi|U) < M(\varphi)e^\delta,
$$

$$
(6.27) \quad M(\chi|C \setminus U) \leq \frac{M(\varphi)}{M(\psi)}M(\psi \circ h_1) = M(\varphi),
$$

$$
(6.28) \quad M(\chi) \geq \chi(h_1^{-1}(b)) = \frac{M(\varphi)}{M(\psi)}\psi(b) > M(\varphi)e^{-\delta},
$$

and hence $|\log(M(\chi)/M(\varphi))| < \delta$. According to Lemma 6.3 there exist a homeomorphism $h_2 : C \to C$ and a continuous map $\beta : C \to (0, \infty)$ such that $h_2|A = \text{id}|A$, $\beta|A = 1_A$, $\chi \circ h_2 = \beta \cdot \varphi$, and $M(\log \circ \beta) < \delta$. We define the homeomorphism $\hat{h} : C \to D$ and the continuous map $\hat{\alpha} : C \to (0, \infty)$ by $\hat{h} = h_1 \circ h_2$ and $\hat{\alpha} = (\alpha_2 \circ h_2)\cdot \beta$. We have

$$
(6.29) \quad \hat{h}|A = h_1 \circ h_2|A = h_1|A = h,
$$

$$
(6.30) \quad \hat{\alpha}|A = (\alpha_2 \circ h_2|A) \cdot (\beta|A) = (\alpha_2|A) \cdot 1_A = \alpha_1|A = \alpha,
$$

$$
(6.31) \quad \psi \circ \hat{h} = \psi \circ h_1 \circ h_2 = (\alpha_2 \cdot \chi) \circ h_2 = (\alpha_2 \circ h_2) \cdot \beta \cdot \varphi = \hat{\alpha} \cdot \varphi,
$$

$$
(6.32) \quad M(\log \circ \hat{\alpha}) \leq M(\log \circ \alpha_2) + M(\log \circ \beta) < (t - \delta) + \delta = t
$$

and the proof is complete. \qed
CHAPTER 7

Extrinsic characterizations of Erdős space

In this chapter we present two characterizations of Erdős space in terms of imbeddings of the space into graphs of Lelek functions.

DEFINITION 7.1. Let $X$ be a space. We call a system $(X_s)_{s \in T}$ a Sierpiński stratification of $X$ if $T$ is a nonempty tree over a countable alphabet and $X_s$ is a closed subset of $X$ for each $s \in T$ such that:

i. $X_\emptyset = X$ and $X_s = \bigcup\{X_t : t \in \text{succ}(s)\}$ for all $s \in T$, and

ii. if $\sigma \in [T]$ then the sequence $X_{\sigma|0}, X_{\sigma|1}, \ldots$ converges to a point $x_\sigma \in X$.

Recall that Sierpiński [40] has shown that a space is an $F_{\sigma,\delta}$-space if and only if it admits a Sierpiński stratification and that van Engelen [28] Theorem A.1.6] has shown that a zero-dimensional space $X$ is homeomorphic to $\mathbb{Q}^\omega$ if there exists a Sierpiński stratification $(X_s)_{s \in T}$ of $X$ such that $X_t$ is nowhere dense in $X_s$ whenever $t \in \text{succ}(s)$. Our characterizations of $\mathcal{E}$ were inspired by these results.

DEFINITION 7.2. SLC is the class of all pairs $(\varphi, X)$ such that $\varphi : C \to \mathbb{R}^+$ is a USC function with a zero-dimensional compact domain that contains $X$ for which there exist a nonempty tree $T$ over a countable set and closed subsets $X_s$ of $C$ for each $s \in T$ such that:

1. $X_\emptyset = C$ and $X_t \subset X_s$ whenever $s < t$ and $s, t \in T$,

2. for each $s \in T$ and we have $X_s \cap X \subset \bigcup\{X_t : t \in \text{succ}(s)\}$,

3. if $\sigma \in [T]$ then $\bigcap_{k=0}^\infty X_{\sigma|k}$ is a singleton $\{x_\sigma\} \subset X$,

4. for each $s \in T$ and $t \in \text{succ}(s)$ we have that $G_{0}^{\varphi|X_s}$ is nowhere dense in $G_{0}^{\varphi|X_s}$, and

5. for each $s \in T$, $\bigcup\{G_{0}^{\varphi|X_s} : t \in \text{succ}(s)\}$ is dense in $L_{0}^{\varphi|X_s}$.

(\text{SLC stands for Sierpiński-Lelek-compact.})

We illustrate this definition with an example. Let $K$ be a Cantor set in $\mathbb{R}$ that contains 0 and let $A$ be a countable dense subset of $K$. Put $X = A^\omega$ and $C = K^\omega$. Let $p \geq 1$ and let $\| \cdot \|$ denote the $p$-norm on $\mathbb{R}^\omega$. We define $\varphi : C \to [0, 1]$ by $\varphi(z) = 1/(1 + \|z\|)$. If we put $T = A^\omega$ and $X_{a_0 \cdots a_{k-1}} = \{a_0\} \times \cdots \times \{a_{k-1}\} \times K \times K \times \cdots$, then it is not hard to see that $(\varphi, X)$ is an element of SLC, cf. Proposition 8.12.

LEMMA 7.3. If $(\varphi, X) \in \text{SLC}$ then there are a tree $T$ and a system $(X_s)_{s \in T}$ as in Definition 7.2 with the following additional properties: every $X_s$ is nonempty, $T$ is the Baire tree $\mathbb{N}^{<\omega}$, and

6. for all $s, t \in T$ with $|s| = |t|$ we have $s = t$ or $X_s \cap X_t = \emptyset$.

PROOF. Let $\varphi, X, T,$ and $(X_s)_{s \in T}$ be given as in Definition 7.2. First note that we can delete any node $s$ from $T$ with the property $X_s = \emptyset$ without affecting the properties (1)--(5). Now if $s \in T$ then $X_s \neq \emptyset$ and hence $L_0^{\varphi|X_s} \neq \emptyset$. By condition
we have that there is an immediate successor $t$ of $s$ such that $G^a_{01}X_t \neq \emptyset$ and hence $G^a_{01}X_t \neq \emptyset$. Conditions 5 and 6 combined now show that there are infinitely many $t' \in \text{succ}(s)$. By relabelling we can arrange that $T = \mathbb{N}^{<\omega}$.

We will now verify that we can make the $X_s$ disjoint. Let $A$ be the countable set $\{i, s) \in \mathbb{N} \times \mathbb{N}^{<\omega} : |s| = i - 1\}$. Let $\pi : A \to \mathbb{N}$ be the projection $\pi(i, s) = i$ and let $\pi : A^{<\omega} \cup A^{\omega} \to \mathbb{N}^{<\omega} \cup \mathbb{N}^{\omega} = T \cup \{T\}$ also denote the induced projection. We will construct by recursion with respect to the length $l$ of strings from $(X_s)_{s \in T}$ a new system $(Y_s)_{s \in A^{<\omega}}$ that satisfies the following hypotheses for $l \in \omega$:

(a) if $s, t \in A^{<\omega}$ and $|s| = |t| = l$, then $s = t$ or $Y_s \cap Y_t = \emptyset$,
(b) if $s \in A^{<\omega}$ and $|s| = l$, then $Y_s$ is a clopen subset of $X_{\pi(s)}$.

We begin with $Y_\emptyset = X_\emptyset = C$. For every $s \in T$ we find a pairwise disjoint collection $\{C_i : i \in \mathbb{N}\}$ of clopen subsets of $C$ such that its union equals $C \setminus X_s$. Let us assume that $Y_s$ has been found for $s \in A^{<\omega}$ with $|s| = l$ and let $a = (i_n, n_1 \ldots n_{i-1}) \in A$. We define

$$Y_{s \dashv a} = X_{\pi((s)\dashv i} \cap Y_{\pi((s)\dashv i} \cap \bigcap_{j=1}^{i-1} C_{\pi((s)\dashv j}.$$ 

(7.1)

Note that hypothesis (b) is satisfied because $Y_s$ is clopen in $X_{\pi(s)}$ which contains $X_{\pi((s)\dashv i}$. For hypothesis (a) consider $s, t \in A^{<\omega}$ with $|s| = |t| = l$ and $a, b \in A$ with $s \dashv a \neq t \dashv b$. If $s \neq t$ then by hypothesis $Y_s \cap Y_t = \emptyset$ and hence $Y_{s \dashv a} \cap Y_{t \dashv b} = \emptyset$. So we may assume that $s = t$. Let $a = (i_n, n_1 \ldots n_{i-1})$ and $b = (j, k_1 \ldots k_{j-1})$. If $i < j$ then $Y_{s \dashv a} \cap Y_{s \dashv b}$ is contained in $C_{\pi((s)\dashv i}$, which set is disjoint from $X_{\pi((s)\dashv i}$ and hence from $Y_{s \dashv a}$. So we may put $i = j$ and hence there is an $m$ such that $n_m \neq k_m$. The desired conclusion now follows from the fact

$$Y_{s \dashv a} \cap Y_{s \dashv b} \subset C^{\pi((s)\dashv m} \cap C^{\pi((s)\dashv m} = \emptyset.$$ 

(7.2)

We now put $T' = \{s \in A^{<\omega} : Y_s \neq \emptyset\}$. Since by the definition $Y_s \subset Y_s$ whenever $t \in \text{succ}(s)$ we have that $T'$ is a tree and we also have condition 7 for the system $(Y_s)_{s \in T'}$. Condition 6 follows from hypothesis (a) and conditions 5 and 7 follow from hypothesis (b) and, for 3, compactness. We verify that for every $s \in A^{<\omega}$,

$$\bigcup \{Y_t : t \in \text{succ}(s)\} = Y_s \cap \bigcup \{X_{\pi(t)} : t \in \text{succ}(s)\}.$$ 

(7.3)

Since the other direction is trivial it suffices to prove that every element $x$ of the right hand side of (7.3) is contained in the left hand side. Choose the lowest index $i$ such that $x \in X_{\pi((s)\dashv i}$. So for every $j < i$, $x \notin X_{\pi((s)\dashv j}$ and hence there is an $n_j \in \mathbb{N}$ with $x \in C^{\pi((s)\dashv j}$. Putting $a = (i_n, n_1 \ldots n_{i-1})$ we find that $x \in Y_{s \dashv a}$. With hypothesis (b) we may conclude from (7.3) that condition 5 is satisfied. For condition 2 consider an $s \in T'$. Since $X_{\pi(s)}$ satisfies condition 2 we have, again by (7.3),

$$Y_s \cap X = Y_s \cap X \cap X_{\pi(s)}$$

$$\subset Y_s \cap \bigcup \{X_{\pi(t)} : t \in \text{succ}(s)\}$$

$$= \bigcup \{Y_t : t \in \text{succ}(s)\}.$$ 

Thus $Y_s$ also satisfies condition 2. Finally, as argued above we can replace $T'$ by $\mathbb{N}^{<\omega}$. \qed
Remark 7.4. Let \((\varphi, X) \in SLC\) with a system \((X_s)_{s \in T}\). It follows from conditions (1)-(3) that \((X_s \cap X)_{s \in T}\) is a Sierpiński stratification of \(X\) and that \(X = \{ x_\sigma : \sigma \in [T] \}\). Note that it follows from condition (1) that every \(\varphi[X_s]\) is a Lelek function. It is also easily seen that if \(h\) is a homeomorphism from the domain \(C\) of \(\varphi\) to another Cantor set \(D\) and \(\alpha : C \to (0, \infty)\) is continuous, then \(((\alpha \circ \varphi) \circ h^{-1}, h(X))\) is also in SLC. Finally, conditions (1) and (6) imply that if \(X_s \cap X_t \neq \emptyset\) then \(X_t \subset X_s\) and \(s < t\) or \(X_s \subset X_t\) and \(t < s\).

Theorem 7.5. Let \((\varphi, X), (\psi, Y) \in SLC\). Then there exists a homeomorphism \(f\) from the domain \(C\) of \(\varphi\) to the domain \(D\) of \(\psi\) and a continuous map \(\beta: C \to (0, \infty)\) such that \(f(X) = Y\) and \(\psi \circ f = \beta \cdot \varphi\) (and hence \(G^{\varphi|X}_0\) is homeomorphic to \(G^{\psi|Y}_0\)).

Remark 7.6. Let \((\varphi, X), (\psi, Y) \in SLC\), let \(T = \mathbb{N}^{<\omega}\), and let \((X_s)_{s \in T}\) respectively \((Y_s)_{s \in T}\) be systems of nonempty closed sets in \(C\) respectively \(D\) as in Definition 7.2 that also satisfy condition (6) of Lemma 7.3. Van Engelen’s proof [28] pp. 115–120 of the characterization of \(Q_\omega\) in terms of Sierpiński stratifications shows that there exists a homeomorphism \(h: C \to D\) with \(h(X) = Y\). This homeomorphism will in general not correspond to an \(m\)-equivalence between the functions \(\varphi\) and \(\psi\). In order to get a continuous \(\beta\) such that \(\psi \circ h = \beta \cdot \varphi\) and \(h(X) = Y\) we need to add an additional ingredient to van Engelen’s construction in the form of the Homeomorphism Extension Theorem for Lelek functions (Theorem 6.4).

Proof. Let \((\varphi, X), (\psi, Y), (X_s)_{s \in T}, (Y_s)_{s \in T}\) be as in Remark 7.6. With the Uniqueness Theorem for Lelek functions (Theorem 6.2) we may assume that \(C = D\) and \(\psi = \varphi\). Choose a metric \(d\) on \(C\) with \(\text{diam} \, C < 1\). Split \(\omega\) into two infinite sets \(E\) and \(F\). If \(n \in \omega\) then \(E(n)\) denotes the set \(\{ i \in E : i < n\}\). Similarly for \(F\). Let \(\tau_E: E \to T\) be a bijection that is monotone: if \(n, k \in E\) then \(\tau_E(n) < \tau_E(k)\) implies \(n \leq k\). Let \(\tau_F: F \to T\) be a monotone bijection and let \(\tau: \omega \to T\) be the function \(\tau_E \cup \tau_F\). Note that monotonicity implies that \(\tau(0) = \emptyset\).

By induction on \(n\) we will construct clopen partitions \(U_0, U_1, \ldots\) of \(C\), homeomorphisms \(h_0, h_1, \ldots : C \to C\), and continuous maps \(\beta_0, \beta_1, \ldots : C \to (0, \infty)\) such that, using the notation \(f_n = h_n \circ \cdots \circ h_0\), we have for each \(n \geq 0\) and \(U \in \mathcal{U}_n\),

1. \(\text{mesh} \, U_n < 2^{-n}\),
2. \(U_n\) refines \(U_{n-1}\) if \(n \geq 1\),
3. \(h_n(U) = U\),
4. if \(m \in E(n)\) then \(f_n(X_{\tau(m)}) \cap U = f_m(X_{\tau(m)}) \cap U\),
5. if \(k \in F(n)\) then \(f_n^{-1}(Y_{\tau(k)} \cap U) = f_k^{-1}(Y_{\tau(k)} \cap U)\),
6. if \(n \in E\) and \(f_n(X_{\tau(n)}) \cap U \neq \emptyset\), then there exists a \(k \in F\) such that \(|\tau(n)| = |\tau(k)|\) and \(f_n(X_{\tau(n)}) \cap U = Y_{\tau(k)} \cap U\),
7. if \(n \in F\) and \(Y_{\tau(n)} \cap U \neq \emptyset\), then there exists an \(m \in E\) such that \(|\tau(n)| = |\tau(m)|\) and \(Y_{\tau(n)} \cap U = f_n(X_{\tau(m)}) \cap U\).
8. \(|\log(\beta_n(x)/\beta_{n-1}(x))| < 2^{-n}\) for \(n \geq 1\) and each \(x \in f_n^{-1}(U)\),
9. \(\varphi(U) = (\beta_n \cdot \varphi) \circ f_n^{-1}[U]\).

Put \(\mathcal{U}_0 = \{ C\}\), let \(h_0\) be the identity map \(\text{id}_C\), and let \(\beta_0\) be the constant map \(1_C\). Note that for the case \(n = 0\) the induction hypotheses are trivially satisfied.

Observe that if \(f_n(X_{\tau(n)}) \cap U \neq \emptyset\), where \(U \in \mathcal{U}_n\), then the natural number \(k\) promised in hypothesis (6) is unique by condition (6) in Lemma 7.3. Similarly for
Suppose for a moment that we completed the construction. Hypotheses (1), (2), and (3) imply that \( f = \lim_{n \to \infty} f_n \) exists and is a homeomorphism of \( C \). We claim that \( f(X) = Y \). To this end, let \( x \in X \) be arbitrary. There is a unique \( \sigma \in [T] = \mathbb{N}^\omega \) such that \( x \in \bigcap_{k=0}^\infty X_{\sigma|k} \). For every \( i \) let \( n_i \in E \) be such that \( \tau(n_i) = \sigma|i \) and let \( U_i \) be the unique element of \( \mathcal{U}_{n_i} \) that contains \( f_n(x) \). By hypothesis (6), there is a \( k_i \in F \) such that \( k = |\tau(n_i)| = |\tau(k_i)| \) and

\[
(7.5) \quad f_{n_i}(x) \in f_{n_i}(X_{\tau(n_i)}) \cap U_i = Y_{\tau(k_i)} \cap U_i.
\]

So by (3) and (4) we have for every \( j \) that

\[
(7.6) \quad f_{n_i+j}(x) \in f_{n_i+j}(X_{\tau(n_i)}) \cap U_i = f_{n_i}(X_{\tau(n_i)}) \cap U_i = Y_{\tau(k_i)} \cap U_i,
\]

which means that \( f(x) \in Y_{\tau(k_i)} \). Since \( |\tau(k_i)| = i \) for every \( i \), this proves that \( f(x) \in \bigcap_{k=0}^\infty Y_{\tau(m_k)} \subset Y \). Hence \( f(X) \subset Y \), and, by symmetry, \( f^{-1}(Y) \subset X \).

It is obvious that hypothesis (8) implies that \( (\log \beta_n)_n \) is a uniform Cauchy sequence and hence \( \beta = \lim_{n \to \infty} \beta_n : C \to (0, \infty) \) exists and is continuous. Observe that by uniform convergence of \( (f_n)_n \) and \( (\beta_n)_n \) we have that \( \lim_{n \to \infty} f_n^{-1} = f^{-1} \) and \( \lim_{n \to \infty} \beta_n \circ f_n^{-1} = \beta \circ f^{-1} \). Let \( x \in C \) and note that we have by upper semi-continuity of \( \varphi \) and hypothesis (9):

\[
\beta(x) \varphi(x) = \lim_{n \to \infty} \beta_n(x) \varphi(x) = \lim_{n \to \infty} \varphi(f_n(x)) \\
\leq \varphi(f(x)) = \lim_{n \to \infty} \varphi(f_n(f_n^{-1}(f(x)))) \\
= \lim_{n \to \infty} \beta_n(f_n^{-1}(f(x))) \varphi(f_n^{-1}(f(x))) \\
\leq \beta(x) \varphi(x).
\]

So we have \( \varphi \circ f = \beta \circ \varphi \).

It remains to perform the induction. Suppose that for some \( n \) the partition \( \mathcal{U}_n \), the homeomorphism \( h_n \), and the map \( \beta_n \) have been found. Because of the symmetry between \( X \) and \( Y \) we may assume without loss of generality that \( n + 1 \in E \).

Select a clopen partition \( \mathcal{V} \) of \( C \) that refines \( \mathcal{U}_n \) and with the property \( \mathcal{V} < 2^{-n-1} \). Consider an arbitrary element \( V \) of \( \mathcal{V} \) such that \( A_V = f_n((X_{\tau(n+1)}) \cap \mathcal{V} \neq \emptyset \). Note that \( \varphi|A_V \) is a Lelek function and hence \( M(\varphi|A_V) > 0 \). Since \( \varphi \) is USC we have that \( \{x \in V : \varphi(x) < M(\varphi|A_V) e^{2^n-1}\} \) is an open neighbourhood of \( A_V \). We now select a clopen subset \( \mathcal{U}_V \) of \( V \) containing \( A_V \) such that

\[
(7.8) \quad U_V \subset \{x \in V : \varphi(x) < M(\varphi|A_V) e^{2^n-1}\},
\]

\[
(7.9) \quad f_n(X_{\tau(m)}) \cap U_V = \emptyset
\]

whenever \( m \in E(n+1) \) with \( f_n(X_{\tau(n+1)} \cap X_{\tau(m)}) \cap \mathcal{V} = \emptyset \), and

\[
(7.10) \quad Y_{\tau(m)} \cap U_V = \emptyset
\]

whenever \( m \in F(n+1) \) with \( f_n(X_{\tau(n+1)}) \cap Y_{\tau(m)} \cap \mathcal{V} = \emptyset \).

Define

\[
(7.11) \quad \mathcal{U}_{n+1} = (\{V : V \in \mathcal{V}, A_V = \emptyset\} \cup \{U_V, V \setminus U_V : V \in \mathcal{V}, A_V \neq \emptyset\}) \setminus \{\emptyset\}
\]

and note that this collection satisfies hypotheses (1)_{n+1} and (2)_{n+1}.

Let \( U \) be an arbitrary element of \( \mathcal{U}_{n+1} \) and put

\[
(7.12) \quad A = f_n(X_{\tau(n+1)}) \cap U.
\]
We will define \( h_{n+1} \) and \( \beta_{n+1} \) by determining \( h_{n+1}|U \) and \( \beta_{n+1}|f_n^{-1}(U) \). We consider two cases.

Case I: either \( A = \emptyset \) or there is a \( k \in F(n+1) \) with

\[
(7.13) \quad f_n(X_{\tau(n+1)}) \cap U = Y_{\tau(k)} \cap U \quad \text{and} \quad |\tau(n+1)| = |\tau(k)|.
\]

In this case we put \( h_{n+1}|U = \text{id}_U \) and \( \beta_{n+1}|x = \beta_n(x) \) for each \( x \in f_n^{-1}(U) \). This definition trivially satisfies the hypotheses (3)–(9) for \( n+1 \) and \( U \).

Case II: all situations that are not covered by Case I. Put \( l = |\tau(n+1)| \). Note that \( l > 0 \) because if \( l = 0 \) then \( X_{\tau(n+1)} = C \) and we are in Case I. Since \( \tau_E \) is a monotone bijection there are unique integers \( \nu_0 < \nu_1 < \cdots < \nu_l \) in \( E \) such that \( \tau(\nu_i) = \tau(n+1)|i \) for \( 0 \leq i \leq l \). Let \( 0 \leq i < l \) and let \( W \) be the element of \( \mathcal{U}_n \) that contains \( U \) and note that hypothesis (8) is satisfied for \( n+1 \) and \( U \).

We will define \( X_{\tau(n+1)} \cap Y \), \( \tau \), and \( h \) as \( \tau_E \) is a Lelek function. Thus with Theorem 6.2 we can find a homeomorphism \( g : X \to Y \) and a continuous map \( \nu : \alpha \to (0, \infty) \) such that \( \tau(\nu_0) = \tau(n+1) \) and \( h_{n+1}|U = \text{id}_U \) and \( \beta_{n+1}|x = \beta_n(x) \) for each \( x \in f_n^{-1}(U) \). This definition trivially satisfies the hypotheses (3)–(9) for \( n+1 \) and \( U \).

We define for each \( x \in f_n^{-1}(U) \),

\[
(7.14) \quad \beta_{n+1}|x = \tilde{\alpha}(f_n(x))\beta_n(x)
\]

and we note that hypothesis (8) is satisfied for \( n+1 \). Concerning hypothesis (9) for \( n+1 \) and \( U \) we have the following straightforward computation:

\[
(\beta_{n+1}|x \circ f_n^{-1})|U = (\beta_{n+1}|x \circ f_n^{-1} \circ \tilde{g}^{-1}) = (\beta_{n+1}|x \circ f_n^{-1} \circ \tilde{g}^{-1}) = (\beta_{n+1}|x \circ f_n^{-1}) \circ \tilde{g}^{-1} \circ \tilde{g}^{-1} = (\beta_{n+1}|x \circ f_n^{-1}) \circ \tilde{g}^{-1} = \text{var} U,
\]

where we used hypothesis (9) for \( n \).

Still for Case II we now consider hypothesis (4). Let \( m \in E(n+1) \) and note that by hypothesis \( f_m(X_{\tau(m)}) \cap W = f_m(X_{\tau(m)}) \cap Y \). We may assume that \( f_m(X_{\tau(m)}) \cap U = f_m(X_{\tau(m)}) \cap U \neq \emptyset \). Because of the way \( \mathcal{U}_{n+1} \) was constructed from \( \mathcal{V} \) we have \( f_n(X_{\tau(n+1)}) \cap X_{\tau(m)} \cap U \neq \emptyset \). In view of the Remark and the monotonicity of \( \tau_E \).
we have \( m = \nu_i \) for some \( i < l \). Consequently,

\[
(7.16) \quad f_{n+1}(X_{\tau(m)}) \cap U = h_{n+1}(f_n(X_{\tau(\nu_i)}) \cap U) = h_{n+1}(Y_{\tau(\nu_i)} \cap U) = Y_{\tau(\nu_i)} \cap U = f_n(X_{\tau(m)}) \cap U = f_n(X_{\tau(m)}) \cap U.
\]

Finally, we verify hypothesis (5) for Case II. Let \( k \in F(n+1) \) and note that by hypothesis \( f^{-1}_n(Y_{\tau(k)} \cap W) = f^{-1}_k(Y_{\tau(k)} \cap W) \). We may assume that \( Y_{\tau(k)} \cap U \neq \emptyset \). Because of the way \( U_{n+1} \) was constructed from \( \mathcal{V} \) we have \( f_n(X_{\tau(n+1)}) \cap Y_{\tau(k)} \cap U \neq \emptyset \) and hence \( Y_{\tau(k_{i-1})} \cap Y_{\tau(k)} \cap U \neq \emptyset \). We first consider the case \( |\tau(k)| \leq l - 1 = |\tau(k_{i-1})| \). In view of the Remark we have \( k = \kappa_i \) for some \( i < l \). Consequently,

\[
(7.17) \quad f^{-1}_n(Y_{\tau(k)} \cap U) = f^{-1}_n(h^{-1}_{n+1}(Y_{\tau(\nu_i)} \cap U)) = f^{-1}_n(Y_{\tau(\nu_i)} \cap U) = f^{-1}_k(Y_{\tau(k)} \cap U).
\]

Now, let \( |\tau(k)| \geq l \). There exists a \( j \in F(k+1) \subset F(n+1) \) such that \( \tau(k) \mid l = \tau(j) \). By hypothesis (7) there is an \( m \in E \) such that \( Y_{\tau(j)} \cap U = f_n(X_{\tau(m)}) \cap U \) and \( |\tau(j)| = |\tau(m)| = l \). Since

\[
\emptyset \neq f_n(X_{\tau(n+1)}) \cap Y_{\tau(k)} \cap U \subset f_n(X_{\tau(n+1)}) \cap Y_{\tau(j)} \cap U = f_n(X_{\tau(n+1)}) \cap X_{\tau(m)} \cap U
\]

and \( |\tau(n+1)| = l = |\tau(m)| \) we have by Remark 7.4 that \( \tau(n+1) = \tau(m) \) and hence this situation is covered by Case I. The proof is complete.

\[\square\]

**Remark 7.7.** Note that in Theorem 7.5 if \( t > |\log(M(\psi) / M(\varphi))| \) then we can as in Theorems 6.2 and 6.4 arrange that \( M(\log \circ \beta) < t \).

**Definition 7.8.** \( \text{SL} \) is the class of all bounded USC functions \( \varphi : X \to \mathbb{R}^+ \) such that \( X \) is a zero-dimensional space for which there exists a Sierpiński stratification \( (X_s)_{s \in T} \) with the following properties:

(a) if \( s \in T \) and \( t \in \text{succ}(s) \), then \( G_0^{\varphi|X_s} \) is nowhere dense in \( G_0^{\varphi|X_t} \) and

(b) if \( s \in T \) then \( \varphi|X_s \) is a Lelek function.

We require that the elements of \( \text{SL} \) are bounded because that condition simplifies the following result.

**Lemma 7.9.** If \( \varphi \in \text{SL} \) then there is a compactification \( C \) of the domain \( X \) of \( \varphi \) such that \( (\text{ext}_C \varphi, X) \in \text{SLC} \).

**Proof.** Let \( \varphi \in \text{SL} \) and let \( (X_s)_{s \in T} \) be a system as in Definition 7.8. Let \( C \) be a zero-dimensional compactification of \( X \) such that for every \( X_s \) we have \( (\text{ext}_C \varphi)|X_s = \text{ext}_C \varphi|X_s \) as in Lemma 4.8.c. Let \( \psi = \text{ext}_C \varphi \) and let \( Y_s = X_s \) for \( s \in T \). Since \( \varphi \) is bounded we have that \( \psi(X) \subset \mathbb{R}^+ \). Note that conditions (1)–(3) of Definition 7.2 are trivially satisfied. Let \( s \in T \). We have that \( \bigcup \{G_0^{\psi|Y_s} : t \in \text{succ}(s)\} = G_0^{\psi|X_s} \) is a subset of \( \bigcup \{G_0^{\psi|Y_t} : t \in \text{succ}(s)\} \) that is dense in \( L_0^{\psi|Y_s} \) by Lemma 4.8.b. So \( (Y_s)_{s \in T} \) satisfies condition (5). For condition (4) note that if \( t \in \text{succ}(s) \) then since \( \varphi|X_t \) is Lelek we have that \( G_0^{\psi|Y_t} \) is dense in \( G_0^{\psi|Y_s} \), again by Lemma 4.8.b. Now \( G_0^{\psi|Y_t} \) is nowhere dense in \( G_0^{\psi|Y_s} \) because \( G_0^{\varphi|X_s} \) is nowhere dense in \( G_0^{\varphi|X_t} \).

\[\square\]

Lemma 7.9 combines with Theorem 7.5 to:
Theorem 7.10. Any two elements \( \varphi \) and \( \psi \) of \( \text{SL} \) are \( m \)-equivalent (and hence \( G^\varphi_0 \) is homeomorphic to \( G^\psi_0 \)).

Proposition 7.11. The function \( \eta \) (formula (2.4)) is an element of \( \text{SL} \).

Proof. If we define \( T = \mathbb{Q}^{<\omega} \) and \( X_{q_0 \ldots q_{k-1}} = \{ q_0 \} \times \cdots \times \{ q_{k-1} \} \times \mathbb{Q} \times \mathbb{Q} \times \cdots \), then it is a straightforward exercise to show that \( \eta : \mathbb{Q}^\omega \to \mathbb{R}^+ \) is an element of \( \text{SL} \).

Noting that \( G^\eta_0 \) is homeomorphic to \( \mathcal{E} \) we find that Proposition 7.11 combines with Theorems 7.5, 7.10, and Lemma 7.9 to prove the following characterization theorem.

Theorem 7.12. The following statements about a space \( E \) are equivalent:

1. \( E \) is homeomorphic to \( \mathcal{E} \),
2. there is a pair \( (\varphi, X) \in \text{SLC} \) such that \( G^\varphi_0 \upharpoonright X \) is homeomorphic to \( E \),
3. there is a function \( \varphi \in \text{SL} \) such that \( G^\varphi_0 \) is homeomorphic to \( E \).
CHAPTER 8

Intrinsic characterizations of Erdős space

It is easily verified that it follows from condition (b) in Definition 7.8 that \{x \in X : \varphi(x) = 0\} is a dense \(G_\delta\)-set in \(X\), alternatively, consider the prototype \(\eta \in SL\). This means that in order to fit a space into the characterization theorems of Chapter 7 we have to extend the space. Moreover, to use Theorem 7.12 we have to start with a very particular imbedding of the Erdős space candidate into \(\mathcal{C} \times \mathbb{R}\) respectively \(\mathbb{Q}^\omega \times \mathbb{R}\), where \(\mathcal{C}\) is the Cantor set. These facts limit the power of the theorems in Chapter 7. We will now present a number of characterizations of Erdős space in terms of internal topological properties of the space. These intrinsic characterizations will turn out to be more powerful and easier to use than the results of the preceding chapter.

**Definition 8.1.** Let \(T\) be a tree and let \((X_s)_{s \in T}\) be a system of subsets of a space \(X\) such that \(X_t \subset X_s\) whenever \(s < t\). A subset \(A\) of \(X\) is called an anchor for \((X_s)_{s \in T}\) in \(X\) if for every \(\sigma \in [T]\) we have \(X_{\sigma|k} \cap A = \emptyset\) for some \(k \in \omega\) or the sequence \(X_{\sigma|0}, X_{\sigma|1}, \ldots\) converges to a point in \(X\).

Thus the anchor \(A\) has the property that for every sequence that is generated by an element of \([T]\) if it is attached to \(A\) then it must converge and cannot be free to drift out of the space. Note that if \((X_s)_{s \in T}\) is a Sierpiński stratification, then the whole space is an anchor.

**Remark 8.2.** Let \(Y\) be an \(F_{\sigma\delta}\)-space that is a witness to the almost zero-dimensionality of a space \(X\). Thus \(X\) is a subset but not necessarily a subspace of \(Y\) and we let \(Z\) be the set \(X\) with the topology that is inherited from \(Y\). Let \((Y_s)_{s \in T}\) be a Sierpiński stratification of \(Y\) and put \(Z_s = Y_s \cap Z\) for \(s \in T\). Let \(x \in X\) and choose a neighbourhood \(B\) of \(x\) in \(X\) such that \(B\) is closed in \(Y\). If \(\sigma \in [T]\) is such that \(Y_{\sigma|k} \cap B \neq \emptyset\) for each \(k \in \omega\) we have that \(Y_{\sigma|0}, Y_{\sigma|1}, \ldots\) converges in \(Y\) to a point that must lie in \(B\). Hence \(Z_{\sigma|0}, Z_{\sigma|1}, \ldots\) converges in \(Z\) and we have that \(B\) is an anchor for \((Z_s)_{s \in T}\) in \(Z\).

Consider now the special case that \(Y\) is an \(F_{\sigma\delta}\)-subset of \(\mathbb{R}^\omega\) with \(\dim Y = 0\). Let \(p > 0\) and let \(X = \ell^p \cap Y\) with the norm topology. Since the norm is LSC on \(\mathbb{R}^\omega\) we have that every set of the form \(\{x \in X : ||x|| \leq N\}\) is closed in \(Y\). This means that every bounded set in \(X\) is an anchor for \((Z_s)_{s \in T}\) in \(Z\).

**Definition 8.3.** \(E\) is the class of all nonempty spaces \(E\) such that there exists a topology \(\mathcal{T}\) on \(E\) that witnesses the almost zero-dimensionality of \(E\) and there exist a nonempty tree \(T\) over a countable set and subspaces \(E_s\) of \(E\) that are closed with respect to \(\mathcal{T}\) for each \(s \in T\) such that:

1. \(E_\emptyset = E\) and \(E_s = \bigcup \{E_t : t \in \text{succ}(s)\}\) whenever \(s \in T\),
2. each \(x \in E\) has a neighbourhood \(U\) that is an anchor for \((E_s)_{s \in T}\) in \((E, \mathcal{T})\),
(3) for each \( s \in T \) and \( t \in \text{succ}(s) \) we have that \( E_t \) is nowhere dense in \( E_s \), and

(4) \( E \) is \( \{E_s : s \in T\} \)-cohesive.

In view of Corollary 4.20 condition (4) is equivalent to:

(4) each \( x \in E \) has a neighbourhood \( U \) such that for every \( s \in T \) and every clopen set \( C \) in \( E \) if \( C \cap E_s \subset U \) then \( C \cap E_s = \emptyset \).

This condition may be slightly easier to verify than (4) since we only have to consider sets that are clopen in the whole space.

We will show that \( E \) is simply the class of all spaces that are homeomorphic to Erdős space.

**Remark 8.4.** The anchor concept in Definition 8.3 is essential. This is because condition (4) excludes the possibility that the whole \( E \) is an anchor for \((E_s)_{s \in T}\), that is, we cannot have a Sierpiński stratification.

Aiming for a contradiction, let \( T \) be a topology that witnesses the almost zero-dimensionality of a space \( E \) and let \((E_s)_{s \in T}\) be a Sierpiński stratification of \((E,T)\) such that \( E \) is \( \{E_s : s \in T\} \)-cohesive. We can then find a countable collection \( \mathcal{B} = \{B_i : i \in \omega\} \) such that

1. for every \( x \in X \) and every neighbourhood \( U \) of \( x \) there is a \( B \in \mathcal{B} \) such that \( x \in \text{int} B \subset B \subset U \),
2. every \( B \in \mathcal{B} \) is closed with respect to \( T \), and
3. every \( B \in \mathcal{B} \) fails to contain nonempty clopen subsets of any \( E_s \).

We may put \( B_0 = \emptyset \). We now construct inductively a sequence \( s_0 \prec s_1 \prec \cdots \) of nodes of \( T \) such that \( E_{s_n} \neq \emptyset \), \( B_n \cap E_{s_n} = \emptyset \) and \( |s_n| \geq n \) for each \( n \in \omega \).

Put \( s_0 = \emptyset \). Assume now that \( s_n \) has been found and consider \( B_{n+1} \). Property (3) obviously implies that there is an \( x \in E_{s_n} \setminus B_{n+1} \). Since we have a Sierpiński stratification there is a \( \tau \in [T] \) such that \( s_n \prec \tau \) and \( E_{\tau[0]}, E_{\tau[1]}, \ldots \) converges to \( x \) in \((E,T)\). Since \( B_{n+1} \) is closed in \((E,T)\) we have that there is \( k > |s_n| \) with \( B_{n+1} \cap E_{\tau|k} = \emptyset \). If we put \( s_{n+1} = \tau|k \) then the induction is finished. There obviously is a \( \sigma \in [T] \) such that \( s_n \prec \sigma \) for every \( n \). Consequently, there is a point \( y \in \bigcap_{k=0}^{\infty} E_{\sigma|k} = \bigcap_{n=0}^{\infty} E_{s_n} \).

Since there is an \( n \) with \( y \in B_n \) we have a contradiction with the property \( B_n \cap E_{s_n} = \emptyset \).

**Lemma 8.5.** If \( E \in \mathcal{E} \) then there is an \( \chi \in \text{SL} \) such that \( E \) is homeomorphic to \( G_0^X \).

**Proof.** Let \( E \in \mathcal{E} \) and let \( T \) and \((E_s)_{s \in T}\) be as in Definition 8.3. We first sketch the outline of the proof. We begin by taking the stratification \((E_s)_{s \in T}\) through a ‘refining’ process such that \( Z = (E,T) \) admits a zero-dimensional extension \( X \) that also witnesses the almost zero-dimensionality of \( E \) and with the property that the closures \((X_r)_{r \in T'}\) of the sets in the refined system form a Sierpiński stratification of \( X \), that is, the whole space becomes an anchor. With Lemma 4.4 we can find a USC function \( \varphi : X \rightarrow I \) such that \( G_0^X \approx E \). Condition (4) of Definition 8.3 allows us to replace \( \varphi \) by a function \( \chi \) such that \( G_0^X \approx G_0^X \) and \( \chi|X_r \) is a Lelek function for each \( r \in T' \), see Lemma 5.9. We then have that \( \chi \in \text{SL} \).

First note that since \( Z \) is zero-dimensional we can arrange as in Lemma 1.8 that the system \((E_s)_{s \in T}\) satisfies the disjointness condition

(5) for all \( s, t \in T \) if \( |s| = |t| \) then \( s = t \) or \( E_s \cap E_t = \emptyset \).
By the fact that $\mathcal{T}$ is a witness topology and condition (2) we can find a countable collection $\mathcal{B}$ of subsets of $E$ such that

(a) for every $x \in E$ and every neighbourhood $U$ of $x$ there is a $B \in \mathcal{B}$ such that $x \in \text{int} B \subset B \subset U$,
(b) every $B \in \mathcal{B}$ is closed with respect to $\mathcal{T}$,
(c) every $B \in \mathcal{B}$ is an anchor for $(E_s)_{s \in T}$ in $Z$.

We now construct by induction a sequence $\mathcal{C}_0 \subset \mathcal{C}_1 \subset \ldots$ of countable boolean algebras consisting of clopen subsets of the zero-dimensional space $Z$. Let $\mathcal{C}_0$ be a such a countable boolean algebra that is also a basis for the topology $\mathcal{T}$. Assume that $\mathcal{C}_n$ has been constructed. Let $A_1, A_2$ be two elements of the collection $\mathcal{A} = \mathcal{B} \cup \{E_s: s \in T\}$ and let $C_1, C_2 \in \mathcal{C}_n$. If $(A_1 \cap C_1) \cap (A_2 \cap C_2) = \emptyset$ select a clopen set $D = D(A_1, C_1, A_2, C_2)$ in $Z$ such that $A_1 \cap C_1 \subset D$ and $D \cap A_2 \cap C_2 = \emptyset$. Otherwise, put $D(A_1, C_1, A_2, C_2) = Z$. We define $\mathcal{C}_{n+1}$ as the boolean algebra that is generated by

\[
\mathcal{C}_n \cup \{D(A_1, C_1, A_2, C_2): A_1, A_2 \in \mathcal{A} \text{ and } C_1, C_2 \in \mathcal{C}_n\}.
\]

Note that $\mathcal{C} = \bigcup_{n=0}^{\infty} \mathcal{C}_n$ is a countable boolean algebra consisting of clopen subsets of $Z$ such that $\mathcal{C}$ is a basis for $\mathcal{T}$ and for every $A_1, A_2 \in \mathcal{A}$ and $C_1, C_2 \in \mathcal{C}$ with $(A_1 \cap C_1) \cap (A_2 \cap C_2) = \emptyset$ there is a $D \in \mathcal{C}$ such that $A_1 \cap C_1 \subset D$ and $D \cap A_2 \cap C_2 = \emptyset$.

Let $\{C_i: i \in \mathbb{N}\}$ be an enumeration of $\mathcal{C}$. We consider the tree $S = \{0, 1\}^{<\omega}$ and put

\[
D_s = \bigcap \{C_i: i \leq l, s_i = 1\} \cap \bigcap \{E \setminus C_i: i \leq l, s_i = 0\},
\]

where $s = s_1 \ldots s_l \in S$ and $\bigcap \emptyset = E$. Note that $(D_s)_{s \in S}$ satisfies conditions (1) and (5) and that every $D_s$ is an element of $\mathcal{C}$. Consider now the product tree $T * S$ and define $E^r_{s,t} = E_t \cap D_s$ for each $t * s \in T * S$. Let $T' = \{r \in T * S: E^r \neq \emptyset\}$.

Since every $E^r_{s,t}$ is the intersection of $E_t$ with a set that is clopen in the topology $\mathcal{T}$ it follows easily that the system $(E^r_{s,t})_{r \in T'}$ satisfies the conditions of Definition 8.3. In fact, $(E^r_{s,t})_{r \in T'}$ satisfies condition (c). Also the system satisfies the disjointness condition (5) because the two contributing systems do. Moreover, we have that if $A_1, A_2 \in \mathcal{B} \cup \{E_r: r \in T'\}$ with $A_1 \cap A_2 = \emptyset$, then $A_1 = A_1' \cap C_1'$ and $A_2 = A_2' \cap C_2'$ for some $A_1', A_2' \in \mathcal{A}$ and $C_1', C_2' \in \mathcal{C}$. Thus there is a $D \in \mathcal{C}$ that separates $A_1$ from $A_2$. Observe also that if $k \in \mathbb{N}$ and $r \in T'$ with $|r| \geq k$, then $E^r_{s,t} \subset C_k$ or $C_k \cap E^r_{s,t} = \emptyset$.

Let $K$ be the Stone space that corresponds to the algebra $\mathcal{C}$. Thus $K$ is a zero-dimensional compactification of $Z$. We let $\overline{A}$ denote the closure of $A$ in $K$. Let $Y_r$ be the closure of $E^r_{s,t}$ (seen as a subset of $Z$) in $K$. Note that if $\sigma \in [T']$ then $Y_{\sigma|k} \neq \emptyset$ for every $k$ and hence there is an $x_\sigma \in \bigcap_{k=0}^{\infty} Y_{\sigma|k}$. Since basic neighbourhoods of $x_\sigma$ are of the form $C_k$ where $C_k \in \mathcal{C}$ and since $Y_{\sigma|k} \subset \overline{C_k}$ we have that the sequence $Y_{\sigma|0}, Y_{\sigma|1}, \ldots$ converges to $x_\sigma$.

We put $X = \{x_\sigma: \sigma \in [T']\}$ and note that because of condition (1) we have $Z \subset X$. Let $X_r = Y_r \cap X$ for every $r \in T'$ and note that every $X_r$ is nonempty because $E^r_{s,t} \subset X_r$. We now verify that $X$ is a witness to the almost zero-dimensionality of $E$. It suffices to prove that every $B \in \mathcal{B}$ is closed in $X$. Let $x_\sigma \in X$ and $B \in \mathcal{B}$. If there is a $k \in \omega$ such that $B \cap E^r_{\sigma|k} = \emptyset$, then we can find a $D \in \mathcal{C}$ with $B \subset D$ and $D \cap E^r_{\sigma|k} = \emptyset$. Thus the clopen set $D$ separates $B$ from $Y_{\sigma|k}$ in $K$ and hence $x_\sigma \notin \overline{B}$. If $E^r_{\sigma|k} \cap B \neq \emptyset$ for every $k$ then $E^r_{\sigma|0}, E^r_{\sigma|1}, \ldots$ converges in the topology $\mathcal{T}$ to a point of $E$ which has to lie in $B$ because $\overline{B}$ is closed in the witness topology. This
Let diam point has to be equal to \( x_\sigma \) (which is the limit of the closures of \( E'_\sigma|_0, E'_\sigma|_1, \ldots \)) so we have \( x_\sigma \in B \).

Let \( s, t \in T' \) such that \(|s| = |t|\) and \( s \neq t\). Then \( E'_s \cap E'_t = \emptyset \) and hence there is a \( D \in \mathcal{C} \) that separates the two sets. Thus \( Y_s \) and \( Y_t \) must also be disjoint. So we have that \( (Y_r)_{r \in T'} \) satisfies the disjointness condition (5). We now verify that \( (X_r)_{r \in T'} \) is a Sierpiński stratification for \( X \). It is obvious that the system satisfies condition (ii), that \( X_\emptyset = X \), and that \( X_t \subset X_s \) whenever \( s \prec t \). Let \( s \in T' \) and let \( x_\sigma \in X_s \). Put \( k = |s| \) and note that \( x_\sigma \in Y_s \) and \( x_\sigma \in Y_{|s|+1} \). By disjointness we have that \( \sigma|k = s \). Put \( t = \sigma|(k+1) \) and note that \( x_\sigma \in Y_t \cap X = X_t \) with \( t \in \text{succ}(s) \). So \( (X_r)_{r \in T'} \) also satisfies condition (i) and is a Sierpiński stratification of \( X \).

By Lemma 4.11 there exists a USC function \( \varphi: X \to \mathbb{I} \) such that \( h(x) = (x, \varphi(x)) \) defines a homeomorphism from \( E \) to \( G_0^\varphi \). Note that \( h(E'_r) = G_0^\varphi|X_r \) and that \( \{x \in X_r : \varphi(x) > 0\} = E'_r \) is dense in \( X_r \) for each \( r \in T' \). With condition (4) for the system \( (E'_r)_{r \in T'} \) and Lemma 5.9 we find a USC function \( \chi: X \to \mathbb{R}^+ \) such that \( \{x \in X : \chi(x) > 0\} = Z \), such that \( g(x, \varphi(x)) = (x, \chi(x)) \) for \( x \in Z \) defines a homeomorphism from \( G_0^\varphi \) to \( G_0^\chi \), and such that every \( \chi|X_s \) is a Lelek function, which corresponds to condition (b) of Definition 7.8. Let \( s, t \in T' \) be such that \( t \in \text{succ}(s) \). Note that \( g(h(E'_s)) = G_0^{|X_s|} \) for each \( r \in T' \) and hence condition (3) of Definition 8.3 produces condition (a) of Definition 7.8. This completes the proof that \( \chi \in \text{SL} \) and we have \( G_0^\chi \approx G_0^\varphi \approx E \).

Lemma 8.5 combines with Theorem 7.10 to:

**Theorem 8.6.** Any two elements of \( E \) are homeomorphic.

**Definition 8.7.** \( E' \) is the class of all nonempty spaces \( E \) such that there exists an \( F_{\sigma\delta} \)-topology \( \mathcal{J} \) on \( E \) that witnesses the almost zero-dimensionality of \( E \) and there exist a nonempty tree \( T \) over a countable set and subspaces \( E_s \) of \( E \) that are closed with respect to \( \mathcal{J} \) for each \( s \in T \setminus \{\emptyset\} \) such that:

1. \( E_\emptyset \) is dense in \( E \) and \( E_s = \bigcup \{E_t : t \in \text{succ}(s)\} \) whenever \( s \in T \),
2. each \( x \in E \) has a neighbourhood \( U \) that is an anchor for \( (E_s)_{s \in T} \) in \( (E, \mathcal{J}) \),
3. for each \( s \in T \setminus \{\emptyset\} \) and \( t \in \text{succ}(s) \) we have that \( E_t \) is nowhere dense in \( E_s \),
4. \( E \) is \( \{E_s : s \in T\} \)-cohesive, and
5. \( E \) can be written as a countable union of nowhere dense subsets that are closed with respect to \( \mathcal{J} \).

**Theorem 8.8.** \( E = E' \).

**Proof.** Comparing Definition 8.3 with Definition 8.7 we immediately see that (1) \( \Rightarrow (1') \), (2) \( \Rightarrow (2') \), (3) \( \Rightarrow (3') \), (4) \( \Rightarrow (4') \), and (1)\&(3) \( \Rightarrow (5') \). In addition, it follows from condition (2) and the fact that \( \mathcal{J} \) is a witness topology that every point has a neighbourhood \( U \) in \( E \) that is \( \mathcal{J} \)-closed such that \( U \) seen as a subspace of \( (E, \mathcal{J}) \) has a Sierpiński stratification. Consequently, \( (E, \mathcal{J}) \) is a countable union of closed sets that are absolute \( F_{\sigma\delta} \) and hence \( (E, \mathcal{J}) \) is an absolute \( F_{\sigma\delta} \)-space. Thus \( E \subset E' \).

We now prove that \( E' \subset E \). Let \( E \in E' \) with associated topology \( \mathcal{J} \) and system \((E_s)_{s \in T} \). Let \( \rho \) and \( d \) be metrics for \( E \) respectively \( Z = (E, \mathcal{J}) \) such that \( \rho \geq d \). Let \( \text{diam}_\rho, \text{diam}_d, U_\rho^\rho, \) and \( U_d^d \) denote diameters and open \( \varepsilon \)-neighbourhoods. We choose a Sierpiński stratification \((Z_s)_{s \in S} \) of the space \( Z \) such that every \( Z_s \) is
nonempty. Assume that $S$ is a tree over a countable set $A$ such that $A \cap T = \emptyset$. With condition (5') we may also assume that $Z_a$ is nowhere dense in $E$ for every $a \in A' = \{s \in S : |s| = 1\}$. Our proof now consists in carefully ‘grafting’ the stratification $(E_t)_{t \in T}$ onto $(Z_s)_{s \in S}$ so that the combined stratification $(X_r)_{r \in \mathcal{T}}$ satisfies Definition 8.3.

Let $a \in A'$ be fixed. Select for every $s \in S$ with $a < s$ a countable dense subset of $Z_a$ (with respect to $\rho$). Let $D^a$ be the union of these dense sets so $D^a$ is a countable set with the property that $D^a \cap Z_a$ is $\rho$-dense in $Z_a$ whenever $a < s$. Let $\{p_i^n : i \in \mathbb{N}\}$ be an enumeration of $D^a$ such that $\{j : p_j^n = p_i^n\}$ is infinite for each $i \in \mathbb{N}$. With condition (1') we can select for every $x \in E_0$ a $\tau(x) \in [T]$ such that $x \in \bigcap_{k=0}^{\infty} E_{\tau(x) | k}$. Condition (2') implies that $E_{\tau(x) | n}$ converges to $x$ in $Z$. We now select recursively a sequence of points $q_1^n, q_2^n, \ldots$ from $E_0$ and numbers $k_1^n, k_2^n, \ldots$ in $\mathbb{N} \setminus \{1\}$ so that for every $n \in \mathbb{N}$ we have, using the abbreviation $\theta_n^a = \tau(q_n^a)|k_n^a$,

\begin{align*}
(\text{a}) & \quad \rho(p_n^a, q_n^a) < 1/n, \\
(\text{b}) & \quad \text{diam}_\rho E_{\theta_n^a} < 1/n, \\
(\text{c}) & \quad E_{\theta_n^a} \cap Z_a = \emptyset, \text{ and} \\
(\text{d}) & \quad E_{\theta_n^a} \cap \bigcup_{s \in S} E_s = \emptyset \text{ for each } i < n.
\end{align*}

Assume that $n \in \mathbb{N}$ and that $q_i^n$ and $k_i^n$ have been found for $1 \leq i < n$. Since $F = Z_a \cup \bigcup_{i=1}^{n-1} E_{\theta_i^n}$ is nowhere dense in $E$ and since $E_0$ is dense in $E$ we can find a $q_n^a \in E_0 \setminus F$ with $\rho(p_n^a, q_n^a) < 1/n$. Since $F$ is closed in $Z$ we can find a $k_n \in \mathbb{N}\setminus\{1\}$ such that $E_{\tau(q_n^a)|k_n} \cap F = \emptyset$ and $\text{diam}_\rho E_{\tau(q_n^a)|k_n} < 1/n$. This completes the induction. Note that since $q_n^a \in E_{\theta_n^a}$ and $d \leq \rho$ we have that $E_{\theta_n^a} \subset U_{d/n}(p_n^a)$.

We will construct a stratification $(X_r)_{r \in \mathcal{T}}$ that satisfies the conditions of Definition 8.3. $\mathcal{T}$ will be a tree over $A \cup T$ that contains $S$. Begin by putting $X_{\emptyset} = E$. Let $s \in S \setminus \{\emptyset\}$ and $a = s|1$. We define

\begin{align*}
(8.3) & \quad N_s = \{n \in \mathbb{N} : n \geq |s| \text{ and } p_n^a \in Z_s\}
\end{align*}

and

\begin{align*}
(8.4) & \quad X_s = Z_s \cup \bigcup_{n \in N_s} \{E_{\tau(q_n^a)|(k_n^a + |s|)} : n \in N_s\}.
\end{align*}

Since $Z_s$ and every $E_t$ is closed in $Z$ and since $E_{\tau(q_n^a)|(k_n^a + |s|)} \subset E_{\theta_n^a} \subset U_{d/n}(p_n^a)$ we have that $X_s$ is closed in $Z$ and that $X_s \subset U_{d/|s|}(Z_s)$. We now define the following tree over $A \cup T$:

\begin{align*}
(8.5) & \quad \mathcal{T} = S \cup \{s^{-1}t_1 \ldots t_l : s \in S \setminus \{\emptyset\}, a = s|1, l \in \mathbb{N}, n \in N_s, \\
& \quad t_0 = \tau(q_n^a)|(k_n^a + |s|), \text{ and } t_i \in \text{succ}(t_{i-1}) \text{ in } T \text{ for } 1 \leq i \leq l\}.
\end{align*}

If $r = s^{-1}t_1 \ldots t_l \in \mathcal{T} \setminus S$ then we define

\begin{align*}
(8.6) & \quad X_r = E_{t_l}.
\end{align*}

It is left to verify that $(X_r)_{r \in \mathcal{T}}$ satisfies conditions (1)–(4) of Definition 8.3.

Condition (1). $X_{\emptyset} = E$ by definition. Note that $E = \bigcup_{a \in A'} Z_a \subset \bigcup \{X_r : r \in \mathcal{T}, |r| = 1\} \subset E$. Let $r, r' \in \mathcal{T}$ with $|r| \geq 1$ and $r' \in \text{succ}(r)$. Put $a = r|1 = r'|1$. If $r' \in S$ then $r \in S$ and $Z_{r'} \subset Z_r$. If $n \in N_{r'}$ then $n \geq |r'| > |r|$ and $n \in N_r$. Thus we have that $E_{\tau(q_n^a)|(k_n^a + |s|)} \subset E_{\tau(q_n^a)|(k_n^a + |s|)}$ and hence $X_{r'} \subset X_r$. If $r' \in \mathcal{T} \setminus S$ then $r' = s^{-1}t_1 \ldots t_l$ and $X_{r'} = E_{t_l}$ with $t_i \in \text{succ}(\tau(q_n^a)|(k_n^a + |s|))$ for some $n \in N_s$ and $a = s|1$. If $l > 1$ then $r = s^{-1}t_1 \ldots t_{l-1}$ and $E_{t_l} \subset E_{t_{l-1}} = X_r$ because
\[ t_i \in \text{succ}(t_{i-1}). \text{ If } l = 1 \text{ then } r = s \text{ and } X_r = E_{t_1} \subset E_{\tau(q_n^a)}(k_n^a + |r|) \subset X_r. \text{ Thus we have } \bigcup X_r : r' \in \text{succ}(r) \subset X_r.

For the converse inclusion, let \( r \in \mathcal{T} \setminus \{\emptyset\} \) with \( a = r|1 \). First, let \( r \in S \) and \( X_r = Z_r \cup \bigcup \{ E_{\tau(q_n^a)}(k_n^a + |s|) : n \in N_r \}. \) We have \( Z_r = \bigcup \{ Z_s : s \in S \cap \text{succ}(r) \} \cup \bigcup \{ X_s : s \in S \cap \text{succ}(r) \}. \) Consider now an \( x \in E_{\tau(q_n^a)}(k_n^a + |s|) \) with \( n \in N_r \). Then there exists a \( t \in \text{succ}(r(q_n^a) |(k_n^a + |s|)) \) with \( x \in E_t \). Note that \( r' = r \cap t \in \text{succ}(r) \subset \mathcal{T} \) and that \( X_{r'} = E_t \). Secondly, let \( r \in \mathcal{T} \setminus S \) and \( x \in X_r \). Then by the same reasoning there is an \( r' = r \cap t \) with \( x \in X_{r'} \).

Condition (2). Let \( x \in E \) and let \( U \) be a neighbourhood of \( x \) that is an neighbourhood for \( (X_t)_{t \in T} \) in \( Z \). Let \( \xi \in [\mathcal{T}] \) such that \( U \cap X_{\xi[i]} \neq \emptyset \) for all \( i \in \omega \). If \( \xi \in [S] \) then \( Z_{\xi[0]} \cup Z_{\xi[1]} \cup \ldots \) converges to a point \( z \subset Z \). Since \( Z_{\xi[0]} \cup Z_{\xi[1]} \subset U_{\xi[0]}(Z_{\xi[0]}) \) for each \( i \) we have that also \( X_{\xi[0]} \cup X_{\xi[1]} \cup \ldots \) converges to \( z \) with respect to \( d \). Consider now the case \( \xi \in [\mathcal{T}] \setminus [S] \). Then \( \xi \) must have the form \( s \cap t_1 t_2 \ldots \) with \( s \in \mathcal{T} \setminus \{\emptyset\} \) and \( t_i \in \text{succ}(t_i) \subset T \) for every \( i \in \mathbb{N} \). Let \( \chi \in [T] \) be such that \( t_i < \chi \) for each \( i \in \mathbb{N} \). Put \( l = |s| \) and note that \( X_{\xi[(i+l)]} = E_t \) for each \( i \in \mathbb{N} \) which implies that \( U \cap E_{\chi[j]} \neq \emptyset \) for all \( j \in \omega \). Since \( U \) is an open we have that \( E_{\chi[0]} \cup E_{\chi[1]} \cup \ldots \) converges to a point \( y \subset Z \). Since a tail of this sequence is identical to \( X_{\xi[(i+l)]} \cup X_{\xi[(i+l+2)]} \cup \ldots \) we have that \( X_{\xi[0]} \cup X_{\xi[1]} \cup \ldots \) converges also to \( y \subset Z \).

Condition (3). Consider \( r, r' \in \mathcal{T} \) with \( r' \in \text{succ}(r) \). We first assume that \( r' \in S \) (and hence also \( r \in S \)). Let \( x \in X_r \) and let \( \varepsilon > 0 \). Since \( X_r \) is closed in \( Z \) and hence in \( E \) it suffices to prove that there is a \( z \in X_r \setminus X_{r'} \) with \( \rho(x, z) < \varepsilon \). Since \( r' \in S \) we have \( X_r = Z_r \cup \bigcup \{ E_{\tau(q_n^a)}(k_n^a + |r'|) : n \in N_r \} \) with \( a = r'|1 \). We may assume that there is an \( n \in N_r \) and a \( y \in E_{\tau(q_n^a)}(k_n^a + |r'|) \) such that \( \rho(x, y) < \varepsilon/2 \) and \( y \in F \). If \( x \in Z_{r'} \) then we select an \( n \geq \max\{|r'|, 4/\varepsilon\} \) such that \( p_n^a \in Z_{r'} \setminus U_{\varepsilon/4}(x) \). Putting \( y = q_n^a \) we find that \( y \in E_{\tau(q_n^a)}(k_n^a + |r'|) \) and \( \rho(x, y) < \varepsilon/2 \) using property (a). The same argument that showed that \( X_{r'} \) is closed also proves that

\[ F = Z_{r'} \cup \bigcup \{ E_{\tau(q_n^a)}(k_n^a + |r'|) : i \in N_{r'} \setminus \{n\} \} \]

is a closed subset of \( Z \) that does not contain \( y \) by properties (c) and (d). Since \( E_{\tau(q_n^a)}(k_n^a + |r'|) \) is by condition (3') nowhere dense in \( E_{\tau(q_n^a)}(k_n^a + |r'|-1) \) we have that there exists a \( z \in E_{\tau(q_n^a)}(k_n^a + |r'|-1) \setminus E_{\tau(q_n^a)}(k_n^a + |r'|) \) with \( z \notin F \) and \( \rho(y, z) < \varepsilon/2 \) and \( z \notin F \). So \( z \notin X_{r'} \) and \( \rho(x, z) < \varepsilon \). If \( r = 0 \) then \( z \in E = X_r \) and we are finished. Let \( r \neq 0 \) and hence \( a = r|1 \). We have \( |r| < |r'| \leq n \) and \( Z_{r'} \subset Z_r \) thus \( n \in N_r \).

Consequently,

\[ z \in E_{\tau(q_n^a)}(k_n^a + |r'|-1) = E_{\tau(q_n^a)}(k_n^a + |r|) \subset X_r. \]

If \( r' \in \mathcal{T} \setminus S \) then \( r' = s \cap t_1 \ldots t_l \) and \( X_{r'} = E_{t_1} \) with \( t_1 \) an immediate successor of \( t_0 = \tau(q_n^a)(k_n^a + |s|) \) for some \( n \in N_r \) and \( a = s|1 \). Note that \( X_{r'} = E_{t_1} \) is nowhere dense in \( E_{t_1-1} \) because \( t_l \in \text{succ}(t_{l-1}) \) and \( t_l \neq 0 \). If \( l > 1 \) then \( r = s \cap t_1 \ldots t_{l-1} \) and \( X_{r'} = E_{t_1-1} \). If \( l = 1 \) then \( r = s \) and \( E_{t_0} \subset X_r \).

Condition (4). Let \( x \in E \) and let \( U \) be a neighbourhood of \( x \) such that \( U \) contains no nonempty clopen subsets of any \( E_t \) with the \( \rho \)-topology. Let \( C \) be a nonempty clopen subset of some \( X_r \) with the \( \rho \)-topology that is contained in \( U \). If \( r \in \mathcal{T} \setminus S \) then \( X_r = E_t \) for some \( t \in T \) so we have that \( r \in S \). Since \( X_\emptyset = \bigcup \{ X_s : |s| = 1 \} \) we may assume that \( r \neq 0 \) and we may put \( a = r|1 \). If \( C \subset Z_r \) then \( C \) meets some \( E_{\tau(q_n^a)}(k_n^a + |r|) \) that is contained in \( X_r \) so we may conclude that \( C \subset Z_r \). Since \( D^a \cap Z_r \) is dense in \( Z_r \) and \( C \) is clopen in \( X_r \), both with respect to the \( \rho \)-topology, we may select a \( p_n^a \in C \cap Z_r \). Because of the way \( D^a \) was
for enumerated we may choose a $j \in \mathbb{N}$ with $p^a_j = p^a_j$, $j \geq |r|$, and $X_r \cap U^a_{1/j}(p^a_j) \subset C$. Then $j \in N_r$ and $q^a_j \in U^a_{1/j}(p^a_j)$. Since $q^a_j \in E_r(q^a_j)(|k^a_j + |r|) \subset X_r$ we have that $q^a_j \in C \cap E_r(q^a_j)(|k^a_j + |r|)$, a contradiction. \hfill $\square$

**Definition 8.9.** For the next three results consider a fixed sequence $E_0, E_1, E_2, \ldots$ of subsets of $\mathbb{R}$ and let

$$E = \{ z \in \ell^p : z_n \in E_n \text{ for every } n \in \omega \}$$

be a corresponding subspace of some fixed $\ell^p$.

The following two results were proved in Dijkstra [16].

**Theorem 8.10.** If $E$ is not empty and every $E_n$ is zero-dimensional, then the following statements are equivalent:

1. there exists an $x \in \prod_{n=0}^{\infty} E_n$ with $\|x\| = \infty$ and $\lim_{n \to \infty} x_n = 0$,
2. every nonempty clopen subset of $E$ is unbounded,
3. $E$ is cohesive, and
4. $\dim E > 0$.

Recall that if $A_0, A_1, \ldots$ is a sequence of subsets of a space $X$, then

$$\limsup_{n \to \infty} A_n = \bigcap_{n=0}^{\infty} \bigcup_{k=n}^{\infty} A_k.$$ 

**Corollary 8.11.** If 0 is a cluster point of $\limsup_{n \to \infty} E_n$, then every nonempty clopen subset of $E$ is unbounded (and hence $\dim E \neq 0$).

We now show that Theorems 8.10 and 8.11 are not void.

**Proposition 8.12.** Let $\dim E > 0$ and let every $E_n$ be an $F_{\sigma\delta}$-subset of $\mathbb{R}$ that is zero-dimensional. If infinitely many of the $E_n$’s are of the first category in themselves, then $E \in \mathcal{E}$ and $E$ is homeomorphic to $\mathcal{E}$.

**Proof.** We begin by re-ordering the $E_n$’s such that $E_n$ is of the first category in itself for every even $n$. Recall that the $p$-norm $\| \cdot \|$ is an LSC function from $\mathbb{R}^\omega$ to $[0, \infty]$. We let $X$ be the (zero-dimensional) product space $\prod_{n=0}^{\infty} E_n \subset \mathbb{R}^\omega$ and we note that since the norm is LSC on $X$ we have that $X$ witnesses the almost zero-dimensionality of $E$. Let $\mathcal{T}$ be the witness topology on $E$ that is inherited from $X$. Since $E_n$ is an $F_{\sigma\delta}$-space we may choose a Sierpiński stratification $(Z^a_n)_{s \in \mathcal{T}^n}$ for $E_n$ such that every $Z^a_n \neq \emptyset$. Since $E_{2n}$ is of the first category in itself we may assume that for every $t \in T_{2n}$ with $|t| = 1$ we have that $Z^a_{2n}$ is nowhere dense in $Z^a_0 = E_{2n}$. We now construct a tree $\mathfrak{T}$ as follows:

$$\mathfrak{T} = \{(s_0, \ldots, s_k, s'_0, \ldots, s'_k) : s_i \in T_{2i}, s'_i \in T_{2i+1},$$

$$\quad \text{and } |s_i| = |s'_i| = k-i \text{ for } 0 \leq i \leq k \text{ where } k \in \omega\},$$

where if $s = (s_0, \ldots, s_k, s'_0, \ldots, s'_k) \in \mathfrak{T}$ and $t = (t_0, \ldots, t_l, t'_0, \ldots, t'_l) \in \mathfrak{T}$, then $s < t$ means that $k \leq l$, $s_i < t_i$ and $s'_i < t'_i$ for every $i \leq k$. Observe that although $\mathfrak{T}$ does not formally satisfy Definition 3.14, it is obviously isomorphic to a countable tree. Note also that in this interpretation we have $|(s_0, \ldots, s_k, s'_0, \ldots, s'_k)| = k$. Let $s = (s_0, \ldots, s_k, s'_0, \ldots, s'_k) \in \mathfrak{T}$ and define the following closed subset of $X$:

$$X_s = \{ x \in X : x_{2i} \in Z^a_{s_i} \text{ and } x_{2i+1} \in Z^a_{s'_i} \text{ for } i \leq k \}.$$ 

Let $\mathcal{E}_s$ stand for $\ell^p \cap X_s$ with the norm topology. Since $\dim E > 0$ we have that statement (1) of Theorem 8.10 is valid for $E$. Note that (1) remains valid if we
replace a finite number of the $E_n$’s by other nonempty sets thus it follows that
every nonempty, clopen subset of $E_s$ is unbounded which means that we find that
$E$ is $\{E_s : s \in S\}$-cohesive just by choosing bounded neighbourhoods for the points
of $E$.

It is easily verified that $(X_s)_{s \in S}$ is a Sierpiński stratification of $X$ because it is
a product of Sierpiński stratifications. This means that also $(E_s)_{s \in S}$ satisfies condi-
tion (1) of Definition 8.3 and that since $X$ is a witness condition (2) is easily seen to
be satisfied as well, see Remark 8.2. We now verify condition (3) of Definition 8.3.
Let $s = (s_0, \ldots, s_k, s'_0, \ldots, s'_k) \in S$ and let $t = (t_0, \ldots, t_{k+1}, t'_0, \ldots, t'_{k+1}) \in \text{succ}(s)$. Let $\varepsilon > 0$ and let $x \in E_t$. Then $x_{2k} \in Z^s_{tk}$. Since $|t_k| = (k+1) - k = 1$ we have
that $Z^s_{tk}$ is nowhere dense in $E_{2k}$. Select a $q \in E_{2k} \setminus Z^s_{tk}$ with $|q - x_{2k}| < \varepsilon$ and define $y \in \ell^p \setminus E_t$ by

\[(8.11)\]

\[y_i = \begin{cases} 
q_i, & \text{if } i = 2k; \\
x_i, & \text{if } i \neq 2k.
\end{cases} \]

We have $\|y - x\| = |q - x_{2k}| < \varepsilon$. Since $x_{2i} \in Z^s_{ti} \subset Z^{2i}_{s_i}$ for $i < k$, $q \in E_{2k} = Z^s_{s_k} = Z^s_{tk}$, and $x_{2i+1} \in Z^s_{ti+1} \subset Z^{2i+1}_{s_i}$ for $i \leq k$ we have that $y \in E_s$. This completes the
proof that $E \in \mathcal{E}$. Note that if we define $\varphi(x) = 1/(1 + \|x\|)$ on $X$ then it is easily
seen that $\varphi \in \text{SL}$. In particular, $\eta$ (formula (2.4)) is in $\text{SL}$.

It is obvious that $\mathcal{E}$ is one of the spaces that satisfies the conditions so the
homeomorphy of $E$ and $\mathcal{E}$ follows from Theorem 8.6

Proposition 8.12 combines with Theorems 8.6 and 8.8 to prove the following
characterization theorem.

**Theorem 8.13.** The following statements about a space $E$ are equivalent:

1. $E$ is homeomorphic to $\mathcal{E}$;
2. $E \in \mathcal{E}$, and
3. $E \in \mathcal{E}'$.

**Remark 8.14.** At first glance there does not appear to be much difference
between Definitions 8.3 and 8.7. This, however, is a false impression. To use Defi-
nition 8.3 to prove that a given space $E$ is homeomorphic to $\mathcal{E}$ we have to construct
a stratification of the entire space whereas condition (1') of Definition 8.7 requires
only a stratification of a dense subset of $E$. Let us examine the consequences if
the Erdős space candidate $E$ is for instance a topological group. Then we need
only three things to satisfy Definition 8.7: an $F_{\sigma\delta}$ witness topology that has the
property that group translations are homeomorphisms, the first category property
(5'), and a suitable closed imbedding of Erdős space in $E$. Because if we have a
copy $\mathcal{E}$ of $\mathcal{E}$ in $E$ of the right type which means in particular that it is also a closed
imbedding on the level of the respective witness topologies, then we can obtain the
dense stratified set $E_\emptyset$ by simply multiplying $\mathcal{E}$ with a countable dense subset of
the group $E$. In effect, the condition $E \in \mathcal{E}'$ can be proved by using universality
type argument similar to those used in zero-dimensional and infinite-dimensional topology.

This is the method that we will use to classify homeomorphism groups in Chapter 10. The particular imbeddings of Erdős space that we will use come from Dijk-
stra and van Mill 21 and Dijkstra 15 where we constructed them for the purpose
of showing that the homeomorphism groups in question are one-dimensional.
Corollary 8.15. If $O \subset \mathcal{E}$ is nonempty and open, then $O$ is homeomorphic to $\mathcal{E}$.

Proof. Let $\mathcal{T}$ and $(E_s)_{s \in T}$ be a witness topology respectively a stratification for $\mathcal{E}$ as in Definition 8.3. If $O$ is a nonempty open subset of $\mathcal{E}$, then we define $\mathcal{T}' = \{A \cap O : A \in \mathcal{T}\}$, $E'_s = E_s \cap O$ for $s \in T$, and $T' = \{s \in T : E'_s \neq \emptyset\}$. Clearly, $\mathcal{T}'$ is a witness topology for $O$, every $E'_s$ is closed in $(O, \mathcal{T}')$, and $T'$ is tree. It is obvious that $(E'_s)_{s \in T'}$ satisfies conditions (1) and (3) of Definition 8.3, and that condition (4) follows from Remark 5.2. For condition (2) choose for each point in $O$ a neighbourhood $U \subset O$ that is closed with respect to $\mathcal{T}$ and that satisfies condition (2) for the system $(E_s)_{s \in T}$. On the other hand, if $E$ contains no non-empty clopen subsets of any $T$-for the system $(E_s)_{s \in T}$, we have proved property (4) also valid for complete Erdős space.

Lemma 8.16. We may replace condition (4) in Definition 8.3 and condition (4') in Definition 8.7 by the following weaker condition:

(4*) If $x$ is a point and $U$ is a neighbourhood of $x$ in $E$, then there is a neighbourhood $V$ of $x$ in $E$ such that whenever an $E_s$ meets $V$ then it also meets $U \setminus V$.

Proof. (4) $\Rightarrow$ (4*). Assume that $E$ satisfies (4) and let $U$ be an open neighbourhood of some point $x$ in $E$. Select a neighbourhood $W$ of $x$ in $E$ such that $U \subset W \cup W$ and $V$ is closed in $(E, \mathcal{T})$. Suppose that $E_s \cap V \neq \emptyset$ and $E_s \cap U \setminus V = \emptyset$. Note that $C = V \cap E_s$ is $\mathcal{T}$-closed and therefore also closed in $E_s$. On the other hand, $C = U \cap E_s$ is $\mathcal{T}$-open in $E_s$. Thus we have that $V$ and hence $W$ contain a nonempty clopen subset $C$ of $E_s$. Since this contradicts the cohesion assumption we have proved property (4*).

(1) & (2) & (4*) $\Rightarrow$ (4). Assume (1), (2), and (4*) and let $x$ be a point in $E$. Let $U$ be a neighbourhood of $x$ in $E$ that is an anchor for $(E_s)_{s \in T}$ in $(E, \mathcal{T})$. Suppose that $C$ is a nonempty clopen subset of some $E_s$ that is contained in $U$. With property (4*) choose for each $x \in C$ a neighbourhood $V(x)$ of $x$ in $E$ such that $V(x) \subset C \cup (E \setminus E_s)$, $V(x)$ is closed in $(E, \mathcal{T})$, and $E_t \cap (C \cup (E \setminus E_s)) \setminus V(x) \neq \emptyset$ whenever $E_t \cap V(x) \neq \emptyset$. In particular, we have that $E_t \cap V(x) \neq \emptyset$ implies $E_t \cap C \setminus V(x) \neq \emptyset$ whenever $s < t$. Since $E$ is separable metric we can find a countable set $\{a_i : i \in \mathbb{N}\} \subset C$ with $C = E_s \cap \bigcup\{V(a_i) : i \in \mathbb{N}\}$. Since $E_s \setminus C$ is open in $E_s$ we can use Remark 2.3 to write $E_s \setminus C = \bigcup_{i=1}^{\infty} F_i$ where every $F_i$ is closed in $(E, \mathcal{T})$. We now construct recursively a sequence $t_0 \prec t_1 \prec \cdots$ in $T$ such that for every $i \in \omega$,

(a) $E_{t_i} \cap C \neq \emptyset$ and
(b) $E_{t_i} \cap \bigcup_{j=1}^{i} (V(a_j) \cup F_j) = \emptyset$.

We put $t_0 = s$ and note that the induction hypotheses are trivially satisfied. Assume that $t_i$ has been found. If $E_{t_i} \cap V(a_{i+1}) \neq \emptyset$ then we have $E_{t_i} \cap C \setminus V(a_{i+1}) \neq \emptyset$ and if $E_{t_i} \cap V(a_{i+1}) = \emptyset$ then we also have $E_{t_i} \cap C \setminus V(a_{i+1}) \neq \emptyset$ because $E_{t_i} \cap C \neq \emptyset$. Let $x \in E_{t_i} \cap C \setminus V(a_{i+1})$ and select a $\sigma \in [T]$ such that $t_i < \sigma$ and $x \in \bigcap_{k=1}^{\infty} E_{\sigma|k}$. Note that $x$ is outside of the $\mathcal{T}$-closed set $V(a_{i+1}) \cup F_{i+1}$. Since $x$ is an element
of the anchor $U$ the sequence $E_{\sigma|0}, E_{\sigma|1}, \ldots$ converges to $x$ in $(E, \mathcal{T})$ and we may select a $k > |t_i|$ such that $E_{\sigma|k} \cap (V(a_{i+1}) \cup F_{i+1}) = \emptyset$. Put $t_{i+1} = \sigma|k$ and note that $x \in E_{t_{i+1}} \cap C$. Also observe that $t_i \not\leq t_{i+1}$ and $E_{t_{i+1}} \subset E_{t_i}$, thus hypothesis (b) is satisfied for $i + 1$. The induction is complete.

Since $t_0 \not\leq t_1 \not\leq \cdots$ we can find a $\tau \in [T]$ with $\tau||t_i| = t_i$ for every $i \in \omega$. By property (a) and the fact that $C$ is contained in the anchor $U$ there is a $y \in E$ such that $y \in \bigcap_{k=0}^{\infty} E_{\tau|k} = \bigcap_{k=0}^{\infty} E_{t_k}$. By property (b) we have that $y$ is no element of $\bigcup_{j=1}^{\infty} (V(a_j) \cup F_j)$, which is a set that contains $E_s$. Since $y \in E_{t_0} = E_s$ we have the contradiction that proves condition (4).

Note that condition $(4^*)$ is strictly weaker than (4); it is easily seen that for instance the space $\mathbb{Q}$ admits a $\mathcal{T}$ and $(E_s)_{s \in T}$ that satisfy (1), (3), and $(4^*)$, but obviously not (4).

Using condition $(4^*)$ we can now formulate the following characterization theorems that correspond to $\mathcal{E}$ respectively $\mathcal{E}'$.

**Theorem 8.17.** A nonempty space $E$ is homeomorphic to $\mathcal{E}$ if and only if there exists a zero-dimensional topology $\mathcal{T}$ on $E$ that is coarser than the given topology on $E$ and there exist a nonempty tree $T$ over a countable set and subspaces $E_s$ of $E$ that are closed with respect to $\mathcal{T}$ for each $s \in T$ such that:

1. \( E_\emptyset = E \) and \( E_s = \bigcup\{E_t : t \in \text{succ}(s)\} \) whenever \( s \in T \),
2. for each \( s \in T \) and \( t \in \text{succ}(s) \) we have that \( E_t \) is nowhere dense in \( E_s \), and
3. if \( x \) is a point and \( U \) is a neighbourhood of \( x \) in \( E \), then there is a neighbourhood \( V \subset U \) of \( x \) in \( E \) that is a closed anchor for \( (E_s)_{s \in T} \) in \( (E, \mathcal{T}) \) with the property that whenever an \( E_s \) meets \( V \) then it also meets \( U \setminus V \).

**Theorem 8.18.** A nonempty space $E$ is homeomorphic to $\mathcal{E}$ if and only if there exists a zero-dimensional $F_{\sigma\delta}$-topology $\mathcal{T}$ on $E$ that is coarser than the given topology on $E$ and there exist a nonempty tree $T$ over a countable set and subspaces $E_s$ of $E$ that are closed with respect to $\mathcal{T}$ for each $s \in T \setminus \{\emptyset\}$ such that:

1. \( E_\emptyset \) is dense in $E$ and $E_s = \bigcup\{E_t : t \in \text{succ}(s)\}$ whenever \( s \in T \setminus \{\emptyset\} \),
2. for each \( s \in T \setminus \{\emptyset\} \) and \( t \in \text{succ}(s) \) we have that \( E_t \) is nowhere dense in \( E_s \),
3. $E$ can be written as a countable union of nowhere dense subsets that are closed with respect to $\mathcal{T}$, and
4. if \( x \) is a point and \( U \) is a neighbourhood of \( x \) in \( E \), then there is a neighbourhood \( V \subset U \) of \( x \) in \( E \) that is a closed anchor for \( (E_s)_{s \in T} \) in \( (E, \mathcal{T}) \) with the property that whenever an \( E_s \) meets \( V \) then it also meets \( U \setminus V \).

Proposition 8.26 and Theorem 8.27 of the preprint version are now Proposition 8.12 and Theorem 8.13.
CHAPTER 9

Factoring Erdős space

We begin by noting an interesting connection between Erdős space and complete Erdős space.

**Proposition 9.1.** $E_c \times \mathbb{Q}^\omega$ is homeomorphic to $E$.

**Proof.** Consider the sequence $E_0, E_1, \ldots$ of subsets of $\mathbb{R}$ that is defined by $E_{2n} = \mathbb{Q} \cap (-2^{-n}, 2^{-n})$ and $E_{2n+1} = \{0\} \cup \{1/m : m \in \mathbb{N}\}$ for $n \in \omega$. Let $\mathcal{E}$ be defined as in Definition 8.9 with $p = 2$. It is easily seen that Corollary 8.11 and Proposition 8.12 apply so $\mathcal{E}$ is homeomorphic to $E$. We obviously have that $\mathcal{E}$ is homeomorphic to the product of $E_c$ and $\mathbb{Q}^\omega$.

This proposition implies that the product of every zero-dimensional $F_{\sigma \delta}$-space with $E$ is homeomorphic to $E$, see van Engelen [28, Theorem 4.5.2]. We improve on this result as follows. We call a space $X$ an Erdős space factor if there is a space $Y$ such that $X \times Y$ is homeomorphic to $E$.

**Theorem 9.2 (Stability).** For a nonempty space $E$ the following statements are equivalent:

1. $E \times \mathcal{E}$ is homeomorphic to $E$,
2. $E$ is an Erdős space factor,
3. $E$ is homeomorphic to a retract of $\mathcal{E}$,
4. $E$ admits an imbedding as a $C$-set in $\mathcal{E}$,
5. $E$ admits a closed imbedding into $\mathcal{E}$,
6. $E$ is homeomorphic to a $G_\delta$-subset of $\mathcal{E}$, and
7. $E$ is almost zero-dimensional as witnessed by an $F_{\sigma \delta}$-topology.

**Proof.** (1) $\Rightarrow$ (2), (2) $\Rightarrow$ (3), (4) $\Rightarrow$ (5), and (5) $\Rightarrow$ (6) are trivial and (3) $\Rightarrow$ (4) by (the easy half of) Theorem 4.19.

(6) $\Rightarrow$ (7). Assume that $E$ is a $G_\delta$-subset of $\mathcal{E}$. Consider the product topology on $\mathcal{E}$ that is inherited from $\mathbb{Q}^\omega$ and recall that this topology witnesses the almost zero-dimensionality of $\mathcal{E}$. Since the Hilbert norm is LSC with respect to the product topology we have that $\mathcal{E}$ is an $F_\sigma$-subset of the $F_{\sigma \delta}$-space $\mathbb{Q}^\omega$. So the product topology on $\mathcal{E}$ is an $F_{\sigma \delta}$-topology. Since this topology is a witness to almost zero-dimensionality and $E$ is $G_\delta$ in $\mathcal{E}$ we have that $E$ is an $F_{\sigma \delta}$-set with respect to the product topology, see Remark 2.3. So the product topology is a witness to the almost zero-dimensionality of $E$ and it is absolute $F_{\sigma \delta}$.

(7) $\Rightarrow$ (1). Assume now that (7) is valid. Let $Z$ be the space $E$ equipped with the $F_{\sigma \delta}$-topology. Choose a Sierpiński stratification $(Z_t)_{t \in T}$ for $Z$. Choose a
witness topology and a system \((Y_s)_{s \in S}\) for the space \(\mathcal{E}\) that satisfies the conditions in Definition 8.3. Let \(Y\) be \(\mathcal{E}\) equipped with that witness topology. Consider the product tree \(S \ast T\) and put \(X = Y \times Z\) and \(X_{s \ast t} = Y_s \times Z_t\) for \(s \ast t \in S \ast T\). Clearly, \(X\) witnesses the almost zero-dimensionality of \(\mathcal{E} \times E\). By Remark 5.2 we have that the system \((X_r)_{r \in S \ast T}\) satisfies condition (4) of Definition 8.3. The other conditions are trivially satisfied so \(\mathcal{E} \times E \in E.\) Thus \(\mathcal{E} \times E \approx \mathcal{E}\) by Theorem 8.13.

Since \(\mathcal{E}\) is a universal space for the class of almost zero-dimensional spaces, Theorem 4.15, we have:

**Corollary 9.3.** Every complete, almost zero-dimensional, nonempty space \(X\) is an Erdős space factor.

If \(p\) is a point in a space \(X\) then the weak product \(W(X, p)\) is defined by

\[
W(X, p) = \{ x \in X^\omega : x_i = p \text{ for all but finitely many } i \in \omega \}.
\]

**Corollary 9.4.** \(\mathcal{E}^\omega\) and \(W(\mathcal{E}, 0)\) are homeomorphic to \(\mathcal{E}\).

**Proof.** Let \(Z\) stand for the set \(\mathcal{E}\) equipped with an \(F_{\sigma \delta}\)-topology that witnesses the almost zero-dimensionality of \(\mathcal{E}\). Then the topologies on \(Z^\omega\) and \(W(Z, 0)\) are witnesses to the almost zero-dimensionality of \(\mathcal{E}^\omega\) respectively \(W(\mathcal{E}, 0)\). The product \(Z^\omega\) is trivially an \(F_{\sigma \delta}\)-space and \(W(Z, 0)\) is a countable union of closed \(F_{\sigma \delta}\)-spaces so also absolutely \(F_{\sigma \delta}\). Thus we have by Theorem 9.2 that \(\mathcal{E} \approx \mathcal{E} \times \mathcal{E}^\omega \approx \mathcal{E}^\omega\) and \(\mathcal{E} \approx \mathcal{E} \times W(\mathcal{E}, 0) \approx W(\mathcal{E}, 0)\).

**Corollary 9.5.** \((\mathcal{E}_c \times Q)^\omega\) is homeomorphic to \(\mathcal{E}\).

**Proof.** By Proposition 9.1 and Corollary 9.4 we have \((\mathcal{E}_c \times \mathcal{E}^\omega)^\omega \approx (\mathcal{E}_c \times Q^\omega)^\omega \approx \mathcal{E}^\omega \approx \mathcal{E}\).

**Remark 9.6.** Interestingly, we now have that \(\mathcal{E}_c\) and \(\mathcal{E}^\omega\), which are nonhomeomorphic according to Dijkstra, van Mill, and Steprans [23], stabilize to the same space \(\mathcal{E}\) when multiplied by the zero-dimensional space \(Q^\omega\). Stability theorems (and characterizations) for the spaces \(\mathcal{E}_c\) and \(\mathcal{E}^\omega\) can be found in Dijkstra and van Mill [22] and Dijkstra [19], respectively.

Let \(T\) be a witness topology on an almost zero-dimensional space \(X\). According to Remark 4.12 \(X\) is an \(F_{\sigma \delta}\)-space whenever \((X, T)\) is an \(F_{\sigma \delta}\)-space and \((X, T)\) is a \(G_{\delta \sigma \delta}\)-space whenever \(X\) is an \(F_{\sigma \delta}\)-space. In view of Theorem 9.2 the following question is a natural one.

**Question 9.7.** Are the Erdős space factors precisely the nonempty almost zero-dimensional \(F_{\sigma \delta}\)-spaces or, equivalently, does every almost zero-dimensional \(F_{\sigma \delta}\)-space admit an \(F_{\sigma \delta}\) witness topology?
CHAPTER 10

Groups of homeomorphisms

If \( X \) is a topological space then \( \mathcal{H}(X) \) denotes the group of autohomeomorphisms of \( X \) and if \( A \subset X \) then \( \mathcal{H}(X,A) \) stands for the subgroup \( \{ h \in \mathcal{H}(X) : h(A) = A \} \). We denote the identity element of \( \mathcal{H}(X) \) by \( e_X \). If \( O \) is an open subset of \( X \) then \( \mathcal{H}_O(X) = \{ h \in \mathcal{H}(X) : h|_{{X \setminus O}} = e_{{X \setminus O}} \} \) and \( \mathcal{H}_O(X,A) = \mathcal{H}_O(X) \cap \mathcal{H}(X,A) \).

If \( X \) is compact then the choice of a topology for \( \mathcal{H}(X) \) is straightforward: the compact-open topology coincides with the topology of uniform convergence with respect to any compatible metric for \( X \) and makes \( \mathcal{H}(X) \) into a topological group that is a Polish space. If \( A,B \subset X \) then we define \( [A,B] = \{ h \in \mathcal{H}(X) : h(A) \subset B \} \). Thus a subbasis for the topology on \( \mathcal{H}(X) \) consists of the sets \([K,O]\), where \( K \) is compact and \( O \) is open in \( X \). Note that the topology of point-wise convergence is in general neither metrizable nor compatible with the group structure.

For noncompact spaces the situation is more complex. In that case, the topology of uniform convergence depends on the metric that one chooses for \( X \) and it is usually much stronger than the compact-open topology. However, for locally compact \( X \) a natural choice for a separable metric topology is available: the topology that \( \mathcal{H}(X) \) inherits from \( \mathcal{H}(\alpha X) \), where \( \alpha X \) is the one-point compactification. Since \( \mathcal{H}(X) = \mathcal{H}(\alpha X) \) it is also a topological group and a Polish space. Note that the compact-open topology may, even for locally compact spaces, not be compatible with the group structure, in particular with the inverse operation. However, if every point in \( X \) has a neighbourhood that is a continuum, then the topology that is inherited from \( \mathcal{H}(\alpha X) \) coincides with the compact-open topology, see Dijkstra [17] and Arens [6]. The case that \( \mathcal{H}(X) \) is equipped with the compact-open topology for noncompact \( X \) is discussed separately in Remark 10.7.

If \( X \) is locally compact and \( A \subset X \), then we think of \( \mathcal{H}(X,A) \) as a subspace of \( \mathcal{H}(X) \). So \( \mathcal{H}(X,A) \) is a topological group and hence a homogeneous space. If \( D \) is a zero-dimensional dense subset of \( X \), then according to Dijkstra and van Mill [21] the space \( \mathcal{H}(X,D) \) is almost zero-dimensional. We are here interested in the case that \( D \) is a countable dense subset of \( X \). Then the topology on \( \mathcal{H}(X,D) \) that is generated by the subbasis \( \{ [\{ d \}, O] : d \in D \text{ and } O \text{ open in } X \} \) is called the topology of pointwise convergence on \( D \). This topology \( \mathcal{T} \) coincides with the topology that \( \mathcal{H}(X,D) \) inherits from the zero-dimensional product space \( D^D \) via the injection \( h \mapsto h|_D \) of \( \mathcal{H}(X,D) \) into \( D^D \). The topology \( \mathcal{T} \) is in general not compatible with the group structure but if \( f \in \mathcal{H}(X,D) \), then the map \( h \mapsto h \circ f \) is a homeomorphism of \( (\mathcal{H}(X,D),\mathcal{T}) \).

**Theorem 10.1.** Let \( M \) be a compact space, let \( O \) an open subset of \( M \), and let \( D_1 \) be a countable dense subset of \( O \). If \( D_2 \) is a countable dense subset of \( M \setminus O \), then the topology of pointwise convergence on \( D_1 \cup D_2 \) is an \( F_{\sigma\delta} \)-topology that witnesses
the almost zero-dimensionality of $\mathcal{H}_O(M,D_1)$ and hence $\mathcal{H}_O(M,D_1)$ is an Erdős space factor.

**Proof.** Put $D = D_1 \cup D_2$ and let $\mathcal{T}$ be the (zero-dimensional) topology that $\mathcal{H}_O(M,D_1) = \mathcal{H}_O(M,D)$ inherits from $D^D$. Note that in order to prove that $\mathcal{T}$ witnesses the almost zero-dimensionality of $\mathcal{H}_O(M,D)$ it suffices to construct a neighbourhood subbasis for the identity $e = e_M$ consisting of sets that are closed with respect to $\mathcal{T}$ because multiplication with an $f \in \mathcal{H}_O(M,D)$ is a homeomorphism with respect to $\mathcal{T}$. Let $\mathfrak{S}$ consist of all sets $[K,F] \cap \mathcal{H}_O(M,D)$ where $K$ and $F$ are closed subsets of $M$ such that $K = \text{int} K$ and $K \subset \text{int} F$. It is easily verified that $\mathfrak{S}$ is a neighbourhood subbasis at $e$ in $\mathcal{H}_O(M,D)$. Let $[K,F] \cap \mathcal{H}_O(M,D)$ be an arbitrary element of $\mathfrak{S}$ and let $h \in \mathcal{H}_O(M,D) \setminus [K,F]$. Then $\{x \in K : h(x) \notin F\}$ is an open nonempty subset of $K$. Since $K = \text{int} K$ and $D$ is dense we have that $D \cap K$ is dense in $K$ and hence there is an $a \in D \cap K$ such that $h(a) \notin F$. Observe that $\{\{a\}, M \setminus F\} \cap \mathcal{H}_O(M,D)$ is an element of $\mathcal{T}$ that is disjoint from $[K,F]$.

We now verify that $\mathcal{T}$ is an absolute $F_{\sigma\delta}$-topology and hence that $\mathcal{H}_O(M,D)$ is an Erdős space factor by the Stability Theorem 9.2. Let $\{\{A_i, B_i\} : i \in \mathbb{N}\}$ be a countable collection of pairs of open subsets of $M$ with disjoint closures such that for every pair $(A, B)$ of disjoint closed subsets of $M$ there exists an $i \in \mathbb{N}$ with $A \subset A_i$ and $B \subset B_i$. Let $\rho$ be a metric on $M$. Since $D$ is countable the product $D^D$ is an $F_{\sigma\delta}$-space. We define the following $F_{\sigma\delta}$-subsets of $D^D$:

\begin{align*}
S &= \bigcap_{a \in D_1} \bigcup_{b \in D_2} \{h \in D^D : h(b) = a\} \cap \bigcap_{c \in D_2} \{h \in D^D : h(c) = c\}, \\
F &= \bigcap_{i=1}^{\infty} \bigcap_{n=1}^{\infty} \bigcap_{a \in A_i \cap D} \bigcap_{b \in B_i \cap D} \{h \in D^D : \rho(h(a), h(b)) \geq 1/n\}, \\
C &= \bigcap_{i=1}^{\infty} \bigcap_{n=1}^{\infty} \bigcap_{\rho(a,b) < 1/n} \{h \in D^D : h(a) \notin A_i \text{ or } h(b) \notin B_i\}.
\end{align*}

Note that $S$ consists of all surjective elements of $D^D$ that restrict to the identity on $D_2$. It suffices to show that the set $H = \{h|D : h \in \mathcal{H}_O(M,D)\}$ coincides with $S \cap F \cap C$. It is easily verified that $H \subset S \cap F \cap C$.

Let $h \in S \cap F \cap C$. Let $A$ and $B$ be disjoint closed subsets of $M$ and select an $i \in \mathbb{N}$ such that $A \subset A_i$ and $B \subset B_i$. Since $h \in C$ there is an $n \in \mathbb{N}$ such that $\rho(h^{-1}(A_i), h^{-1}(B_i)) \geq 1/n$. Consequently, we have $\rho(h^{-1}(A), h^{-1}(B)) \geq 1/n$ and hence $h^{-1}(A) \cap h^{-1}(B) = \emptyset$. According to [37] Lemma A.8.3 this means that $h$ can be extended to a continuous $\overline{h} : M \to M$. Since $h \in S$ we have $h(D) = \overline{h}(D) = D$ and $h|D_2 = \text{id}_{D_2}$. Since $D$ and $D_2$ are dense in $M$ respectively $M \setminus O$ we have that $\overline{h}$ is a surjection that is supported on $O$. Let $x$ and $y$ be distinct points of $M$. Select an $i$ such that $x \in A_i$ and $y \in B_i$. Since $h \in F$ there is an $n$ such that $\rho(h(A_i \cap D), h(B_i \cap D)) \geq 1/n$ and hence $\rho(h(A_i \cap D), h(B_i \cap D)) \geq 1/n$. Since $A_i$ and $B_i$ are open, $D$ is dense, and $\overline{h}$ is continuous we have $\rho(\overline{h}(x), \overline{h}(y)) \geq 1/n$. So we may conclude that $\overline{h}$ is injective and hence $\overline{h} \in \mathcal{H}_O(M,D)$ and $h \in H$. 

A space $X$ is called **strongly locally homogeneous** if the space has a basis $\mathcal{B}$ such that for every $B \in \mathcal{B}$ and $x, y \in B$ there is an autohomeomorphism $h$ of $X$ that is supported on $B$ and that maps $x$ to $y$. The spaces $\mathbb{R}^n$ and the Hilbert cube are well-known examples of such spaces. If a complete space $X$ is strongly locally
homogeneous, then for every open \( O \) in \( X \) and countable dense subsets \( D_1 \) and \( D_2 \) of \( O \) there is an autohomeomorphism \( h \) of \( X \) that is supported on \( O \) and that maps \( D_1 \) precisely onto \( D_2 \), see Bennett \[7\].

**Theorem 10.2.** Let \( M \) be a locally compact space, let \( O \) be an open subset of \( M \), and let \( D \) be a countable dense subset of \( O \). If \( O \) contains an open set that is a topological \( n \)-manifold with \( n \geq 2 \) or a Hilbert cube manifold, then \( \mathcal{H}(M, D) \) is homeomorphic to Erdős space.

**Proof.** We use the method outlined in Remark \[8.11\]. If \( M \) is not compact then \( \mathcal{H}(M, D) = \mathcal{H}(\alpha M, D) \) so we may assume that \( M \) is compact. Let \( \rho \) be a metric on \( M \) and let \( \hat{\rho} \) be the induced metric on \( \mathcal{H}(M) : \hat{\rho}(f, g) = \max_{x \in M} \rho(f(x), g(x)) \) for \( f, g \in \mathcal{H}(M) \). Note that \( \hat{\rho} \) is right invariant: \( \hat{\rho}(f \circ h, g \circ h) = \hat{\rho}(f, g) \). We prove the theorem by showing that \( \mathcal{H}(M, D) \in \mathcal{E}' \). Let \( D' \) be the union of \( D \) with a countable dense subset of \( M \setminus O \) and let \( \mathcal{T} \) be the topology that \( \mathcal{H}(M, D) = \mathcal{H}(M, D') \) inherits from \( D' \). Thus according to Theorem \[10.11\] \( \mathcal{T} \) is an \( F_\sigma \delta \)-topology that witnesses the almost zero-dimensionality of \( \mathcal{H}(M, D) \). We let \( \hat{\mathbb{R}} \) stand for the compactification \([-\infty, \infty]\) of \( \mathbb{R} \). We shall use the convention \( t + t = |t| \) when \( t \in \mathbb{R} \), thereby extending addition to a continuous operation from \( \hat{\mathbb{R}} \times \hat{\mathbb{R}} \) to \( \hat{\mathbb{R}} \).

Consider first the case that \( O \) contains an open copy of \( \mathbb{R}^n \) for some \( n \geq 2 \). We may then assume that \( O \) contains the \( n \)-cell \( \mathbb{R} \times J^{n-1} \) such that \( \mathbb{R} \times (-1, 1)^{n-1} \) is the interior of \( \hat{\mathbb{R}} \times J^{n-1} \) in \( M \). By strong local homogeneity we may also assume that \( D \cap (\mathbb{R} \times (-1, 1)^{n-1}) \) equals the set \( \mathbb{Q} \times \mathbb{Q} \), where \( \mathbb{Q} = (\mathbb{Q} \cap (-1, 1))^{n-1} \setminus \{0\} \) and \( \theta = (0, \ldots, 0) \in (-1, 1)^{n-1} \).

We define the Erdős space
\[(10.4) \quad \mathcal{E} = \{z \in \ell^1 : z_i \in \mathbb{Q}^+ \text{ for every } i \in \omega \},\]
where \( \mathbb{Q}^+ = \mathbb{Q} \cap [0, \infty) \). Note that for \( z = (z_0, z_1, \ldots) \in \mathcal{E} \) we have \( \|z\| = \sum_{i=0}^{\infty} z_i \).

We will imbed \( \mathcal{E} \) in \( \mathcal{H}(M, D) \). For every \( z \in \mathcal{E} \) we define the function \( \alpha_z : \mathbb{I} \to \hat{\mathbb{R}} \) by
\[(10.5) \quad \alpha_z(r) = \begin{cases} z_i 2^{i+1}(2^{-i} - r) + \sum_{k=0}^{i-1} z_k, & \text{if } 2^{-i-1} \leq r < 2^{-i} \text{ for } i \in \omega; \\ \|z\|, & \text{if } r = 0. \end{cases}\]
Note that \( \alpha_z(2^{-i}) = \sum_{k=0}^{i-1} z_k \) for \( z \in \mathcal{E} \) and \( i \in \omega \) and that \( \alpha_z \) simply connects these points with linear segments. It is clear that \( \alpha_z \) is well-defined and continuous and that
\[(10.6) \quad |\alpha_z(r) - \alpha_{z'}(r)| \leq \|z - z'\| \]
for every \( z, z' \in \mathcal{E} \) and \( r \in \mathbb{I} \). Furthermore, we have that \( \alpha_z(r) \in \mathbb{Q} \) whenever \( r \in \mathbb{Q} \cap (0, 1] \).

If \( y = (y_1, \ldots, y_{n-1}) \in J^{n-1} \) then we put \( |y| = \max\{|y_1|, \ldots, |y_{n-1}|\} \). Note that if \( y \in \mathbb{Q} \) then \( |y| \in \mathbb{Q} \cap (0, 1] \) and \( \alpha_z(|y|) \in \mathbb{Q} \) for any \( z \in \mathcal{E} \). For each \( z \in \mathcal{E} \) we define the map \( H_z : \hat{\mathbb{R}} \times J^{n-1} \to \hat{\mathbb{R}} \times J^{n-1} \) by
\[(10.7) \quad H_z(x, y) = (x + \alpha_z(|y|), y).\]
Since \( \alpha_z \) is continuous and bounded (by \( \|z\| \)) it is clear that \( H_z \) is well-defined and an element of \( \mathcal{H}(\hat{\mathbb{R}} \times J^{n-1}) \). Since \( \alpha_z(1) = 0 \) and \( \pm \infty + \alpha_z(r) = \pm \infty \) we have that every \( H_z \) is supported on \( \hat{\mathbb{R}} \times (-1, 1)^{n-1} \) and hence we may assume that every \( H_z \)
has been extended with the identity to an element of \( \mathcal{H}_O(M) \). Observe that for \((x, y) \in \mathbb{R} \times J^{n-1}\),

\[
d(H_z(x, y), H_{z'}(x, y)) = |\alpha_z(y) - \alpha_{z'}(y)| \leq \|z - z'\|,
\]

where \( d \) is the standard euclidean metric that \( \mathbb{R} \times J^{n-1} \) inherits from \( \mathbb{R}^n \). This means that \( H_z([\mathbb{R} \times J^{n-1}]) \) depends continuously on \( z \) if we use the topology of uniform convergence on \( \mathcal{H}(\mathbb{R} \times J^{n-1}) \) with respect to \( d \). So we certainly have that \( H: \mathcal{E} \rightarrow \mathcal{H}_O(M) \) is continuous. For \( i \in \omega \) let \( p_i = (2^{-i}, 0, \ldots, 0) \). Observe that for each \( z \in \mathcal{E} \), \( i \in \omega \), and \( r \in \mathbb{R} \),

\[
(10.9) \quad H_z(r, \theta) = (r + \|z\|, \theta) \quad \text{and} \quad H_z(r, p_i) = \left( r + \sum_{k=0}^{i-1} z_k, p_i \right)
\]

and hence \( \pi(H_z(0, \theta)) = \|z\| \) and \( \pi(H_z(0, p_{i+1})) - \pi(H_z(0, p_i)) = z_i \), where \( \pi: \mathbb{R} \times J^{n-1} \rightarrow \mathbb{R} \) is the projection. This means that \( H \) is a one-to-one map. Since the norm topology is the weakest topology on \( \ell^1 \) that makes the coordinate projections and the norm function continuous it follows that if we use \( H \) to pull the topology of point-wise convergence on \( \mathcal{H}(M) \) back to \( \mathcal{E} \), then we get a topology that is at least as strong as the norm topology. Since we already know that \( H \) is continuous and since the topology of uniform convergence is stronger than the topology of point-wise convergence we have that \( H \) is an imbedding. If \( (x, y) \in \mathbb{Q} \times Q \) and \( z \in \mathcal{E} \), then \( \alpha_z(|y|) \in \mathbb{Q} \) so \( H_z(x, y) = (x + \alpha_z(|y|), y) \in \mathbb{Q} \times Q \). If, on the other hand, \( H_z(x, y) \in \mathbb{Q} \times Q \) then \( y \in \mathbb{Q} \) and thus \( x \in \mathbb{Q} - \alpha_z(|y|) = \mathbb{Q} \). So \( H \) is an imbedding of \( \mathcal{E} \) in \( \mathcal{H}_O(M, D) \).

Consider the point \((0, p_1) \in \mathbb{Q} \times Q \subset D \). For every \( a \in D \) we define \( Y_a = \{ h \in \mathcal{H}_O(M, D) : h(0, p_1) = a \} \) and we note that every \( Y_a \) is closed with respect to \( \mathcal{I} \) and that \( \bigcup_{a \in D} Y_a = \mathcal{H}_O(M, D) \). Let for \( i \in \mathbb{N} \), \( z^i = (1/i, 0, 0, \ldots) \in \mathcal{E} \) and note that \( \lim_{i \rightarrow \infty} z^i = 0 \) thus \( \lim_{i \rightarrow \infty} H_{z^i} = H_0 = e_M \) in \( \mathcal{H}_O(M, D) \). If \( h \in Y_a \) then \( \lim_{i \rightarrow \infty} h \circ H_{z^i} = h \) but \( h \circ H_{z^i} \notin Y_a \) because \( h(H_{z^i}(0, p_1)) = h(1/i, p_1) \neq h(0, p_1) = a \). Thus \( Y_a \) is nowhere dense in \( \mathcal{H}_O(M, D) \) and condition (5') of Definition 8.7 is satisfied.

Let \( Z \) denote \( \mathcal{E} \) equipped with the witness topology that is inherited from \( (\mathbb{Q}^+ \omega)^\omega \). We now verify that \( H: Z \rightarrow (\mathcal{H}_O(M, D), \mathcal{I}) \) is a closed imbedding. First we investigate continuity: if \((x, y)\) is a fixed element of \( \mathbb{Q} \times Q \) then there is an \( i \in \omega \) such that \( 2^{-i-1} \leq |y| \leq 2^{-i} \). Note that \( \alpha_z(|y|) \) is a linear function of \( z_0, \ldots, z_i \) so also \( H_z(x, y) \) depends continuously on only finitely many coordinates \( z_j \). If \( a \in D' \setminus (\mathbb{Q} \times Q) \) then \( H_z(a) = a \) for all \( z \in \mathcal{E} \). Thus \( H_z(a) \) depends continuously on \( z \) for each \( a \in D' \) which means that \( H: Z \rightarrow (\mathcal{H}_O(M, D), \mathcal{I}) \) is continuous. Now let \( h \in \mathcal{H}_O(M, D) \) be such that there is a sequence \( z^1, z^2, \ldots \in Z \) with \( \lim_{j \rightarrow \infty} H_{z^j}(a) = h(a) \) for every \( a \in D' \). Since \( \mathbb{R} \times (-1, 1)^{n-1} \) is the interior of \( \hat{\mathbb{R}} \times J^{n-1} \) in \( M \) the set \( A = D' \setminus (\mathbb{R} \times (-1, 1)^{n-1}) \) is dense in \( M \setminus (\mathbb{R} \times (-1, 1)^{n-1}) \). Since every \( H_z \) is supported on \( \mathbb{R} \times (-1, 1)^{n-1} \) the same is true for \( h \). Thus \( h(\mathbb{Q} \times Q) = \mathbb{Q} \times Q \), \( h(0, p_0) = (0, p_0) \), and

\[
(10.10) \quad z_i = \pi(h(0, p_{i+1})) - \pi(h(0, p_i)) = \lim_{j \rightarrow \infty} (\pi(H_{z^j}(0, p_{i+1})) - \pi(H_{z^j}(0, p_i))) = \lim_{j \rightarrow \infty} z_i^j
\]
is well-defined and an element of $Q^+$ for each $i \in \omega$. By the definition of the $z_k$'s we have $\pi(h(0, p_i)) = \sum_{k=0}^{i-1} z_k$. Since $h$ is supported on $\mathbb{R} \times (-1, 1)^{n-1}$ we have $\pi(h(0, \theta)) < \infty$ and hence
\[
\|z\| = \lim_{i \to \infty} \pi(h(0, p_i)) = \pi(h(\lim_{i \to \infty} (0, p_i))) = \pi(h(0, \theta)) < \infty.
\]
So $z = (z_0, z_1, \ldots) \in Z$ and $\lim_{j \to \infty} z^j = z$ in $Z$. Thus $h = H_z$ and we have that $H: Z \to (\mathcal{H}_O(M, D), \mathcal{T})$ is a closed imbedding.

Let $\pm \Omega = (\pm \infty, \theta) \in \mathbb{R} \times J^{n-1}$. We now make an observation which will be the key to satisfying conditions (2') and (4') of the definition of $E'$: if $A$ is an unbounded subset of $E$ then
\[
\text{diam}_{\hat{\rho}}\{H_z: z \in A\} \geq \rho(-\Omega, \Omega).
\]
Let $z \in A$ and let $n \in \mathbb{N}$ be arbitrary. Select a $z^n$ in $A$ such that $\|z^n\| > \|z\| + 2n$ and let $r = -\|z\| - n$. We have $H_z(r, \theta) = (-n, \theta)$ and $H_z^n(r, \theta) = (\|z^n\| - \|z\| - n, \theta)$. Hence,
\[
\text{diam}_{\hat{\rho}}\{H_z: z \in A\} \geq \limsup_{n \to \infty} \hat{\rho}(H_z, H_z^n)
\]  
\[
\geq \lim_{n \to \infty} \rho((\|z^n\| - \|z\| - n, \theta)) = \rho(-\Omega, \Omega).
\]

We now consider the natural stratification of $E$ that satisfies Definition 8.3, cf. Proposition 8.12. Let $T = (Q^+)^{\omega}$ and for each $s = q_1 \ldots q_k \in T$ we put
\[
E_s = \{z \in E: z_{i-1} = q_i \text{ for } 1 \leq i \leq k\}.
\]
Note that according to Remark 8.2 every bounded subset of $E$ is an anchor for $(E_s)_{s \in T}$ in $Z$ and that according to Corollary 8.11 every nonempty clopen subset of any $E_s$ is unbounded. Let $F = \{f_q: q \in Q^+\}$ be a countable dense subset of $\mathcal{H}_O(M, D)$. Since $H: Z \to (\mathcal{H}_O(M, D), \mathcal{T})$ is a closed map we have that $X_s = \{H_z: z \in E_s\}$ is closed with respect to $\mathcal{T}$ for each $s \in T$. We define $(E_s)_{s \in T}$ as follows:
\[
E_{\emptyset} = X_{\emptyset} \circ F
\]
and if $s = q_0 \ldots q_k \in T \setminus \{\emptyset\}$ then
\[
E_s = X_{q_1 \ldots q_k} \circ f_{q_0}.
\]
Note that if $f \in \mathcal{H}_O(M, D)$ then the map $h \mapsto h \circ f$ is a homeomorphism of $(\mathcal{H}_O(M, D), \mathcal{T})$ as well as of $\mathcal{H}_O(M, D)$. So every $E_s$ is closed with respect to $\mathcal{T}$ provided $s \neq \emptyset$.

All that remains is to show that $(E_s)_{s \in T}$ satisfies conditions (1')–(4') of Definition 8.7. Since $H_0 = e_M$ we have that $E_{\emptyset}$ contains $F$ and is dense. The other part of condition (1') is equally trivial. Since $H: E \to \mathcal{H}_O(M, D)$ is an imbedding we have that condition (3') is satisfied. Now let $U$ be an arbitrary set in $\mathcal{H}_O(M, D)$ such that $\text{diam}_{\hat{\rho}} U < \rho(-\Omega, \Omega)$. We shall see that $U$ works for condition (2') as well as (4'). Let $\sigma = q_0 q_1 \ldots \in [T]$ be such that $E_{\tau \upharpoonright k} \cap U \neq \emptyset$ for each $k \in \omega$. Putting $\tau = q_1 q_2 \ldots \in [T]$ we have that $X_{\tau \upharpoonright k} \cap (U \circ f_{q_0}^{-1}) \neq \emptyset$ for each $k \in \omega$. Since $\hat{\rho}$ is right invariant we have $\text{diam}_{\hat{\rho}}(U \circ f_{q_0}^{-1}) < \rho(-\Omega, \Omega)$ and hence $\mathcal{V} = \{z \in E: H_z \in U \circ f_{q_0}^{-1}\}$ is bounded. Thus $\mathcal{V}$ is an anchor for $(E_s)_{s \in T}$ in $Z$ and obviously $E_{\tau \upharpoonright k} \cap \mathcal{V} \neq \emptyset$ for each $k \in \omega$. Thus $E_{\tau \upharpoonight 0}, E_{\tau \upharpoonright 1}, \ldots$ converges to an element $z$ in $Z$. Then $X_{\tau \upharpoonight 0}, X_{\tau \upharpoonright 1}, \ldots$ converges to $H_z$ and $E_{\sigma \upharpoonright 0}, E_{\sigma \upharpoonright 1}, \ldots$ converges to $H_z \circ f_{q_0}$,
both with respect to $\mathcal{I}$. Thus condition (2') is satisfied. Now let $C$ be a nonempty clopen subset of some $E_\varepsilon$ such that $C \subset U$. We may assume that $|s| \geq 1$ and we put $q = s|1$ and $q \cap t = s$. So $\text{diam}_p(C \circ f_q^{-1}) < \rho(-\Omega, \Omega)$ and $C \circ f_q^{-1}$ is a nonempty clopen subset of $X_t$. This means that $\{z \in \mathcal{E}: H_z \in C \circ f_q^{-1}\}$ is a nonempty, clopen, bounded subset of $\mathcal{E}_t$. As mentioned above, this contradicts Corollary 8.11 so we may conclude that condition (4') is satisfied and $\mathcal{H}_O(M, D) \in \mathcal{E}'$.

Consider now the case that $O$ contains an open subset that is a $\Omega$-manifold, where $\Omega = \mathbb{I}^\omega$. Then we may assume that $O$ contains the Hilbert cube $\mathbb{R} \times J^{n-1} \times \Omega$ such that $\mathbb{R} \times (-1, 1)^{n-1} \times \Omega$ is an open subset of $\mathbb{R} \times J^{n-1} \times \Omega$ in $M$, where $n \geq 2$. We may also assume that $D \cap (\mathbb{R} \times (-1, 1)^{n-1} \times \Omega)$ equals the set $\mathbb{Q} \times \mathbb{Q} \times C$, where $C$ is some countable dense subset of $\Omega$. If we then replace $H_z$ as defined above by $H_z \times \text{id}_\Omega$, then the proof for the Hilbert cube case is completely analogous the proof given above.

For $n \in \mathbb{N}$ let $\mu^n$ denote the universal Menger continuum of dimension $n$, see Engelking [27, §1.11] or Bestvina [9]. A nonempty space $M$ is called a Menger manifold if there is an $n \in \mathbb{N}$ such that $M$ has an open cover consisting of sets that are homeomorphic to open subsets of $\mu^n$. According to [9, Theorem 3.2.2] every Menger manifold is strongly locally homogeneous.

**Lemma 10.3.** Let $f: X \to Y$ and $g: Y \to Z$ be continuous. If $g \circ f$ is a closed imbedding then so is $f$.

**Proof.** Since $g \circ f$ is one-to-one so is $f$. Let $F$ be a closed subset of $X$. Since $g \circ f$ is closed and $g$ is continuous we have that $A = g^{-1}((g \circ f)(F))$ is closed in $Y$. Note that $f \circ (g \circ f)^{-1} \circ g|A$ is a retraction from $A$ onto $f(F)$. Thus $f(F)$ is closed in $A$ and $Y$.

**Theorem 10.4.** Let $M$ be a locally compact space, let $O$ be an open subset of $M$, and let $D$ be a countable dense subset of $O$. If $O$ contains an open set that is a Menger manifold, then $\mathcal{H}_O(M, D)$ is homeomorphic to Erdős space.

**Proof.** The beginning is identical to the first paragraph of the proof of Theorem 10.2. Let $n \in \mathbb{N}$ be such that $O$ contains an nonempty open subset $U$ that is homeomorphic to an open subset of $\mu^n$. Select a null sequence $V_0, V_1, \ldots$ of nonempty, open sets such that their closures in $M$ are disjoint subsets of $U$. Put $V = \bigcup_{k=0}^\infty V_k$. Consider the following complete Erdős space:

$$E_3 = \{z \in \ell^1: 3^iz_i \in \omega \text{ for } i \in \omega\}$$

and let $Z_3$ stand for $E_3$ equipped with the witness topology that is inherited from the product $\mathbb{R}^\omega$. (The fact that $E_3$ is homeomorphic to $\mathbb{C}$ follows from Dijkstra [16, Theorem 3] but is not used here.) If $i \in \omega$ then we let $\xi_i: E_3 \to E_3$ denote the projection that is given by the rule $\xi_i(z) = (z_0, z_1, \ldots, z_i, 0, 0, \ldots)$. We let $P$ be the countable dense subset $\bigcup_{i=0}^\infty \xi_i(E_3)$ of $E_3$. Let $k \in \omega$. According to Dijkstra [15, Remarks 7 and 8] there exist a closed imbedding $G^k: E_3 \ni z \mapsto G^k_z \in \mathcal{H}_{V_k}(M)$, a copy $\mathbb{R}_k$ of $\mathbb{R}$ in $V_k$, and a sequence $p^1_k, p^2_k, \ldots \in V_k \setminus \mathbb{R}_k$ such that

(a) $\lim_{i \to \infty} p^i_k = 0_k \in \mathbb{R}_k$, where $\mathbb{R}_k = \overline{\mathbb{R}_k} \setminus \{\pm \infty_k\}$,

(b) for each $r \in \mathbb{R}_k$ and $z \in E_3$ we have $G^k_z(r) = r + \|z\| \in \overline{\mathbb{R}_k}$,

(c) for each $x \in M \setminus \mathbb{R}_k$ there is an $i \in \omega$ such that $G^k_z(x) = G^k_{\xi_i(z)}(x)$ for each $z \in E_3$, and
(d) $\beta_k \circ G^k : Z_3 \to \beta_k(\mathcal{H}(M))$ is a closed imbedding, where $A_k = \{\infty_k, p_1^k, p_2^k, \ldots\}$ and $\beta_k : \mathcal{H}(M) \to M^{A_k}$ is given by the rule $\beta_k(h) = h|A_k$.

Consider the Cantor set

\begin{equation}
(10.18) \quad C' = \{z \in E_3 : z_i \in \{0, 3^{-i}\} \text{ for } i \in \omega\}
\end{equation}

and note that since $\sum_{i=0}^{\infty} 3^{-i} < \infty$ we have that on $C'$ the norm topology coincides with the product topology. Let $\delta : C' \to \mathbb{R}^+$ be the imbedding that is given by the rule $\delta(z) = \|z\|$. We define $C = \delta(C')$, $\gamma = \delta^{-1}|C$, and $Q = \delta(C' \cap P)$. Thus $C$ is a Cantor set with $Q$ as a countable dense subset and $\|\gamma(r)\| = r$ for each $r \in C$. We define a complete Erdős space

\begin{equation}
(10.19) \quad \mathcal{E}_c = \{z \in \ell^1 : z_i \in C \text{ for } i \in \omega\}
\end{equation}

and an Erdős space

\begin{equation}
(10.20) \quad \mathcal{E} = \{z \in \ell^1 : z_i \in Q \text{ for } i \in \omega\}
\end{equation}

We let $z_c$ and $z$ stand for $\mathcal{E}_c$ respectively $\mathcal{E}$ with the witness topologies that these spaces inherit from $\mathbb{R}^\omega$. Let $\nu : \omega \times \omega \to \omega$ be a bijection such that $\nu(i, j) \geq j$ for all $i, j \in \omega$. We define an imbedding $\zeta : \mathcal{E}_c \to E_3$ by the rule $(\zeta(z))_{\nu(i,j)} = (\gamma(z_i))_j$ for $z \in \mathcal{E}_c$ and $i, j \in \omega$. It is clear from the definition and the fact that the norm and product topology coincide on the compactum $C'$ that $\zeta : Z_c \to Z_3$ is a closed imbedding. Note that $\|\zeta(z)\| = \|z\|$ for each $z \in \mathcal{E}_c$ and hence $\zeta$ is also a closed imbedding with respect to the norm topologies (recall that the norm topology is generated by the product topology together with the norm function). We now define an $H : \mathcal{E}_c \to \mathcal{H}_V(M)$ by

\begin{equation}
(10.21) \quad H_z(x) = \begin{cases} 
G^0_{\zeta(z)}(x), & \text{if } x \in V_0; \\
G^k_{\gamma(z_k-1)}(x), & \text{if } x \in V_k \text{ for some } k \in \mathbb{N}; \\
x, & \text{if } x \in M \setminus V.
\end{cases}
\end{equation}

for $z \in \mathcal{E}_c$. Since the $V_k$’s form a null sequence it is clear that every $H_z$ is a homeomorphism of $M$ and that $H_z$ depends continuously on $z \in \mathcal{E}_c$. Let $\Pi : \mathcal{H}_V(M) \to \mathcal{H}_{V_0}(M)$ be the continuous map that is defined by $\Pi(h) = (h|V_0) \cup \text{id}_{M \setminus V_0}$. Since $\zeta$ and $G^0$ are closed imbeddings and $\Pi \circ H = G^0 \circ \zeta$ we have by Lemma 10.3 that $H : \mathcal{E}_c \to \mathcal{H}_O(M)$ is also a closed imbedding.

Let $k \in \omega$ and let $D_k$ be a countable dense subset of $V_k$ with $D_k \cap \mathbb{R}^k = \emptyset$ and $A_k \subset D_k$. Since $P$ is countable we may assume that $G^k_z(D_k) = D_k$ for each $z \in P$. Let $Q_3$ be the additive group $\{i3^j : i, j \in \mathbb{Z}\}$ and note that $C \cap Q_3 = Q$. Let $Q^k_3$ be the copy of $Q_3$ that lies in $\mathbb{R}^k$. With strong local homogeneity of $\mu^n$ we may assume that the set $D$ has the properties

\begin{equation}
(10.22) \quad D \cap V_0 = D_0, \\
D \cap V_k = D_k \cup Q^k_3 \quad \text{for } k \in \mathbb{N}.
\end{equation}

We verify that

\begin{equation}
(10.23) \quad \mathcal{E} = \{z \in \mathcal{E}_c : H_z(D) = D\}
\end{equation}

and hence that $H|\mathcal{E}$ is a closed imbedding of $\mathcal{E}$ into $\mathcal{H}_O(M, D)$. If $H_z \in \mathcal{H}(M, D)$ and $k \in \mathbb{N}$, then $H_z(0_k) = \|\gamma(z_{k-1})\| = z_{k-1} \in Q_3$. Since $z \in \mathcal{E}_c$ we also have $z_{k-1} \in C$ and hence $z_{k-1} \in Q$. Thus $z \in \mathcal{E}$. Consider now a $z \in \mathcal{E}$. If $x \in V_k \setminus \mathbb{R}^k$ for some $k \in \omega$, then by property (c) there is a $z' \in P$ such that $H_z(x) = G_{z'}^k(x)$. Since $G_{z'}^k(D_k) = D_k$ we have that $x \in D_k = D \cap V_k \setminus \mathbb{R}^k$ if and only if $H_z(x) \in D_k$.\]
Note that \( H_z(\mathbb{R}_0) = \mathbb{R}_0 \) and that this set is disjoint from \( D \). Consider finally the case \( x \in \mathbb{R}_k \) for \( k \in \mathbb{N} \). Then \( z_{k-1} \in Q \subset \mathbb{Q}_3 \) and \( H_z(x) = G^k_{\gamma(\zeta_k)(z_{k-1})}(x) = x + \| \gamma(\zeta_k) \| = x + z_{k-1} \) which is in \( \mathbb{Q}_3 \) if and only if \( x \in \mathbb{Q}_3 \).

Consider now the topology \( T \) that \( \mathcal{H}(M, D) \) inherits from \( D^D \). Let \( T' \) be the topology that \( \mathcal{H}(M) \) inherits from the product space \( M^D \) and note that \( T' \) restricts to \( T \) on \( \mathcal{H}(M, D) \). We first verify that \( H : Z_c \to (\mathcal{H}(M), T') \) is continuous. Let \( x \in D' \). If \( x \notin V \) or if \( x \in V_k \) for some \( k \in \mathbb{N} \), then \( H_z(x) \) depends on at most a single coordinate of \( z \) so continuity with respect to the product topology is obvious. Let \( x \in V_0 \) and thus \( x \in D_0 \subset V_0 \setminus \mathbb{R}_0 \). Then by property \( (c) \), \( G^0_\zeta(x) \) depends on only finitely many coordinates of \( \zeta \in \mathbb{Q}_3 \) and hence \( H_z(x) = G^0_{\gamma(\zeta)(x)} \) depends also on only finitely many coordinates of \( z \in Z_c \). This shows that \( H \) is continuous with respect to the product topology. With property \( (d) \) we find that \( \beta_0 \circ H = \beta_0 \circ G^0 \circ \zeta \) is a closed imbedding of \( Z_c \) into \( \beta_0(\mathcal{H}(M)) \). Since \( A_0 \subset D' \) we have that \( \beta_0 : (\mathcal{H}(M), T') \to M^{A_0} \) is continuous. Thus with Lemma \( 10.3 \) we may conclude that \( H : Z_c \to (\mathcal{H}(M), T') \) is a closed imbedding. Since \( Z = H^{-1}(\mathcal{H}(M, D)) \) we also have that \( H | Z \) is a closed imbedding of \( Z \) in \( \mathcal{H}(M, D), T \).

Consider the point \( 0_1 \in \mathbb{Q}_3 \). For every \( a \in D \) we define \( Y_a = \{ h \in \mathcal{H}(M, D) : h(0_1) = a \} \) and we note that every \( Y_a \) is closed with respect to \( T \) and that \( \bigcup_{a \in D} Y_a = \mathcal{H}(M, D) \). Let for \( i \in \mathbb{N} \), \( z^i = (3^{-i}, 0, 0, \ldots) \in \mathcal{E} \) and let \( h \in Y_a \). Note that \( \lim_{i \to \infty} h \circ H_0^{-1} \circ H_{z^i} = h \in \mathcal{H}(M, D) \) but \( h \circ H_0^{-1} \circ H_{z^i} \notin Y_a \) because \( h(H_0^{-1}(H_s(z^i(0_1)))) = h((3^{-i})_1) \neq h(0_1) = a \). Thus \( Y_a \) is nowhere dense in \( \mathcal{H}(M, D) \) and condition \( (5') \) of Theorem \( 10.2 \) is satisfied.

Let \( \pm \Omega = \pm \infty \in \mathbb{R}_0 \). By the same argument as we used in the proof of Theorem \( 10.2 \) we have for every unbounded \( A \in \mathcal{E} \) that

\[
\text{diam}_\rho \{ H_z : z \in A \} \geq \rho(-\Omega, \Omega).
\]

Finally, we consider the natural stratification of \( \mathcal{E} \) that satisfies Definition \( 8.3 \). Let \( T = Q^{<\omega} \) and for each \( s = q_1 \ldots q_k \in T \) we put

\[
\mathcal{E}_s = \{ z \in \mathcal{E} : z_{i-1} = q_i \text{ for } 1 \leq i \leq k \}.
\]

The remainder of the proof is analogous to latter part of the proof of Theorem \( 10.2 \) \( \square \)

**Remark 10.5.** The ‘zero-dimensional Menger space’ is of course the Cantor set \( \mathcal{C} \) and we showed in \( [21] \) that if \( D \) is a countable dense subset of \( \mathcal{C} \), then \( \mathcal{H}(\mathcal{C}, D) \) is homeomorphic to \( \mathbb{Q}^\omega \).

Let \( n \in \mathbb{N} \). A nowhere dense compact subset \( X \) of the \((n + 1)\)-sphere \( S^{n+1} \) is called an \( n \)-dimensional Sierpiński carpet if the collection of components \( \{ U_i : i \in \mathbb{N} \} \) of \( S^{n+1} \setminus X \) forms a null sequence such that the closures of the \( U_i \)’s are pairwise disjoint collection and every \( S^{n+1} \setminus U_i \) is an \((n+1)\)-cell. According to Whyburn \( [45] \) (for \( n = 1 \)) and Cannon \( [13] \) (for \( n \geq 2 \)) this space is topologically unique if \( n \neq 3 \) and we will denote this space by \( M^{n+1}_n \).

It is shown in Dijkstra \( [15] \) (Remarks 3 and 4) that there exist imbeddings of complete Erdős space in \( \mathcal{H}(M^{n+1}) \) that are similar to the ones used in the proof of Theorem \( 10.4 \) and one can construct for \( M^{n+1}_n \) an argument that is analogous to that proof. A difference is that we have to be careful with the selection of the countable dense set \( D \). This is because \( M^{n+1}_n \) is not homogeneous. The result is the following theorem, the proof of which will appear in Dijkstra and Visser \( [24] \).
Theorem 10.6. Let \( n \in \mathbb{N} \setminus \{3\} \), let \( \{U_i : i \in \mathbb{N}\} \) be the collection of components of \( S^{n+1}_- \setminus M_{n+1}^+ \), and let \( D \) be a countable dense subset of \( M_{n+1}^+ \). If \( O \) is a nonempty open subset of \( M_{n+1}^+ \) such that either \( D \cap \partial U_i = \emptyset \) for every \( i \) with \( \partial U_i \subset O \) or \( D \cap \partial U_i \) is dense in \( \partial U_i \) for every \( i \) with \( \partial U_i \subset O \), then \( \mathcal{H}(M_{n+1}^+, D) \) is homeomorphic to Erdős space.

Remark 10.7. If \( X \) is locally compact but not compact, then we gave \( \mathcal{H}(X) \) the topology that is inherited from \( \mathcal{H}(\alpha X) \) because the compact-open topology on \( \mathcal{H}(X) \) is in general not a group topology. We will now verify that the theorems in this section remain valid if we equip \( \mathcal{H}(X) \) with the compact-open topology. Let us denote this space by \( \mathcal{H}(X)_{co} \). Note that multiplication is a continuous operation on \( \mathcal{H}(X)_{co} \), see Arens [6], and that in the proofs in this section we did not use the continuity of the inverse.

Let us first consider Theorem 10.1. This theorem remains valid if \( M \) is locally compact and we replace \( \mathcal{H}_{co}(M, D_1) \) by \( \mathcal{H}_{co}(M, D_1)_{co} \) (seen as a subspace of \( \mathcal{H}(M)_{co} \)). In the first part of the proof where \( T \) is shown to be a witness topology it is enough to add the condition that \( K \) is compact when defining the subbasis \( S \). To adapt the proof that \( T = F_{\sigma\delta} \) it suffices to let \( \{(A_i, B_i) : i \in \mathbb{N}\} \) be a collection of pairs of open subsets of \( M \) with disjoint closures such that \( M \setminus B_i \) is compact for every \( i \in \mathbb{N} \) and for every pair \( (A, B) \) of disjoint closed subsets of \( M \) such that \( A \) is compact there exists an \( i \in \mathbb{N} \) with \( A \subset A_i \) and \( B \subset B_i \).

We now discuss the adaptation of the proofs of Theorems 10.2 and 10.3. We concentrate on the \( \mathbb{R}^n \) case – the cases for \( \mathcal{O} \) and \( \mu^n \) are completely analogous. We define the open set

\[
Y = \bigcup \{U : U \text{ is a locally connected open subset of } M\}.
\]

Since \( Y \) is locally compact and locally connected we have according to Arens [6] that \( \mathcal{H}(Y)_{co} = \mathcal{H}(Y) \). Let \( \rho \) be a compatible metric on \( \alpha Y \) and define the pseudo-metric \( \hat{\rho} \) on \( \mathcal{H}(M)_{co} \) by

\[
\hat{\rho}(f, g) = \sup_{x \in Y} \rho(f(x), g(x)),
\]

where we noted that \( \mathcal{H}(M) = \mathcal{H}(M, Y) \). Since \( h \mapsto h|Y \) defines a clearly continuous map from \( \mathcal{H}(M)_{co} \) to \( \mathcal{H}(Y)_{co} \) we have that \( \hat{\rho} \) generates a topology on \( \mathcal{H}(M) \) that is coarser than the compact-open topology. We may assume that the compactum \( \mathbb{R} \times J^{n-1} \) is contained in \( Y \). Consequently, \( \hat{\rho} \) is a compatible metric on \( \mathcal{H}_W(M)_{co} \), where \( W = \mathbb{R} \times (-1,1)^{n-1} \). As a consequence we have that in order to establish the properties of \( H : E \rightarrow \mathcal{H}_W(M)_{co} \) we may use \( \hat{\rho} \) as a metric on the codomain. Note that formula (10.12) remains valid. In verifying that the system \( (E_s)_{s \in T} \) satisfies Definition 8.7 we note that \( \hat{\rho} \) is right invariant which means that conditions (2') and (4') still follow from (10.12) by precisely the same argument.
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