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· We prove a new result about tensor parameters that are

amortized or regularized over large tensor powers,

often called "asymptotic" tensor parameters

·
These are of the form ECT) = lim F( + on) /

n-C

· Play central role in algebraic complexity theory (fast matrix
multiplication) , quantum information Centanglement cost and

distillation) and combinatorics (cap sets , sunflower-free sets) .











1. Asymptotic ranks and applications

Warm-up : Matrix rank

M = Il









Tensor ranks (1) decomposition into rank-1 tensors : tensor rank

↓
minimize

r

T = &, u; V; Wi
i= 1
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Tensor ranks (1) decomposition into rank-1 tensors : tensor rank

↓
minimize

r

T = Zuvwi
(2) "Gaussian elimination" into diagonal : subrant-

--El L
linear combinations

imize of slices in all

manyF three directions

(3) Slicerant

#minimize
b I
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Asymptotic ranks

"Rank" und "Asymptotic rank"

F ECT) = lim #(+*
m

,
/m

n -> co

Tensor rank R Asymptotic tensor rank R
~

Subrank Q Asymptotic subrant Q
N

Slice rank SR Asymptotic slice rance SR
-





































2. Discreteness theorem (simple to explain version)

Theorem over any finite set of coefficients S &#F, the set

& (T) : TESSS"
,
n
,
na

,neN]
is discrete

.

&S (t) :Tec n
,
na
, ngEN]

Remarks : is discrete

· discrete = has no accumulation points M

= any converging sequence must become constant
= values are "gapped" . S

· gap between nth and (n+ 17th value at most O( Ym)

·
similar result for other parameters and regimes (slice rank , tensor rank)



















Open problems

1. Is Q(T) > n optimal for concise nxnxn tensors ?

"2
For symmetric T, we have a better lower bound n

-

2. Values of Q(T)

3. Higher order tensors

4. Arbitrary fields




