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Abstract

In this thesis, we explore the connection between Galois representations and
the Sato-Tate group. We give an explicit formulation of the Sato-Tate con-
jecture for smooth and projective varieties over Q and we see what it con-
cretely implies. We present an approach to this subject following Serre’s
notes Lectures on NX(p).

We then discuss an example to give the reader a taste of how the proof
of the Sato-Tate conjecture works in the case of elliptic curve with complex
multiplication.
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Introduction

Equidistribution questions arise naturally in number theory, and the Sato-
Tate conjecture is one of them. Our goal in this thesis is to present a general
framework of the conjecture and its generalizations.

We will introduce the quantity NX(p) which has a fundamental role in
our work. Roughly speaking, one can think about NX(p) in this way: let X
be a family of polynomial equations in finitely many unknowns with integer
coefficients, so that it makes sense to reduce them modulo a prime integer p.
The function NX(p) counts the number of solutions modulo p of the given
family of equations. For a fixed X, we want to investigate how NX(p) varies
with p; what is its size? Can it be computed by closed formulae? What can
we say about its distribution?

To (partially) answer these questions we will review some techniques
both in algebraic and analytic number theory, étale cohomology and group
representations. After reviewing this background we will be able to state the
Sato-Tate conjecture in general.

The Sato-Tate conjecture, in its first formulation, concerns elliptic curves.
Let E be an elliptic curve over Q. In this setting NE(p) denotes the number
of Fp-points of the reduction of E at p. Define

ap =
1 + p−NE(p)√

p
.

Recall that the Hasse-Weil theorem asserts that ap ∈ [−2, 2] when E has
a good reduction at p. Thus it is natural to investigate their distribution.
Furthermore, according to some numerical data this distribution does not
seem to be random. The following figures give us examples of this fact.

Figure 1: Distribution of ap for the elliptic curve defined by Y 2 = X3 − X for

prime p ≤ 106
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Figure 2: Distribution of ap for the elliptic curve defined by Y 2 = X3 +X +1 for

prime p ≤ 106

We will deduce the analogous of the Hasse-Weil theorem for a generic
family of equations X. In particular we will find a formula

NX(p) =

N
∑

i=0

(−1)iai,p

where ai,p are integers and |ai,p| ≤ nip
i/2 for all prime integers except finitely

many.
Assuming the Sato-Tate conjecture, we will prove the existence of a mea-

sure on the interval [−ni, ni] such that the values ai,p
pi/2

are equidistributed in
the interval with respect to that measure.

The thesis is organized as follows.
Chapter 1 introduces in a formal way the function NX(p) where X is a

scheme of finite type over Z.
Chapter 2 gives us a background in the study of `-adic chomology that

will be used later. In particular our main interest is the study of Galois
representations induced by the cohomology.

In Chapter 3 we will see the connection between the representations of
the absolute Galois group Gal(Q|Q) defined in the previous chapters and the
function NX(p). Indeed NX(p) can be expressed as a virtual character of
the Galois group.

Chapter 4 continues the investigation of `-adic representations of the
Galois group. This chapter is focused on the size of the eigenvalues of these
representations: in particular we will find the formula

NX(p) =
N
∑

i=0

(−1)iai,p
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we present above as the generalization of the Hasse-Weil theorem for elliptic
curves.

Chapter 5 describes the Sato-Tate conjecture. In particular we show
(in a conjectural way) how the values ai,p that can be defined by `-adic
cohomology are related to the distribution of their normalized values in the
real interval

ai,p

pi/2
∈ [−ni, ni] for every i.

This connection is given by the Sato-Tate group.
In chapter 6 we compute the Sato-Tate group for the elliptic curve Y 2 =

X3 −X. Moreover we find a density function describing the distribution in
Figure 1.
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Chapter 1

What is NX(p)

In this chapter we introduce NX(p) in a scheme setting. This quantity will
be studied in the whole thesis.

1.1 Preliminary definitions

Let R be a commutative ring with unit, we denote with SchR the category
of R-scheme with R-morphisms.

Definition 1.1 (K-variety). Let K be a field. A K-variety or variety over
K is a K-scheme which is separated and of finite type. Denote with VarK
the full subcategory of SchK whose objects are K-varieties.

Definition 1.2 (Base change). Let α : R→ S be a morphism of commuta-
tive rings with unit. Then α induces the base-change functor:

α∗ : SchR −→ SchS .

Recall that if α : R → S is a ring homomorphism and X a R-scheme,
then the base changed S-scheme α∗(X) is isomorphic to the fiber product
X ×R SpecS. When the morphism α we are considering is clear, we denote
the base changed scheme with XS instead of α∗(X).

Proposition 1.1. Let α : R → S and β : S → T be ring homomorphisms.
Then the base change is transitive i.e. if X is a R-scheme then there is a
canonical isomorphism XT

∼= (XS)T .

Proposition 1.2. Let P denote one of the properties between being sepa-
rated, of finite type, proper and smooth. Let α : R → S be a morphisms of
commutative rings with unit and X a R-scheme. If X has the property P
then XS has the property P too.

Definition 1.3 (K-points). Let X be a variety over K. Define the set of
K-points X(K) as the set of K-scheme morphism from SpecK → X.
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Theorem 1.1 (Spreading out). Let X be a scheme over Q and let P denote
the properties of being separated, smooth, or proper.

(i) Suppose X is of finite type over Q. There exist N ∈ Z>0 and Y a
scheme of finite type over Z[1/N ] such that X ∼= YQ.

(ii) Let Y be a scheme of finite type over Z such that YQ has the property
P as a Q-scheme. Then there exist N ∈ Z>0 such that YZ[1/N ] has the
same property P as a Z[1/N ]-scheme.

Example 1.1. Consider P to be the property of being smooth.
Let E be a smooth curve over Q defined by the equation Y n = f(X)

where f(X) ∈ Z[X]. Let ∆ be the discriminant of the polynomial f . The
smoothness of E is equivalent to the fact that f(X) has no multiple roots
and thus ∆ 6= 0. If we consider the reduction modulo a prime p ∈ Z the curve
is still smooth when ∆ 6= 0 in Fp and p does not divide n. Hence we have
smooth reduction for every prime in SpecZ[1/n∆]. So we have a smooth
Z[1/n∆]-scheme E defined by the above equation Y n = f(X). Moreover
EQ ∼= E.

1.2 Definition of NX(p)

Consider a scheme X of finite type over Z. For every prime integer p we
have the canonical projection π : Z � Fp. Denote with XFp the Fp-variety
obtained by base change along the map π as in Definition 1.2.

Definition 1.4 (NX(p)). Let X be a scheme of finite type over Z. For every
prime p, we define NX(p) as the cardinality of XFp(Fp).

The definition of NX(p) makes sense because XFp is of finite type over
Fp. Indeed, the following proposition assures that XFp(Fp) is finite.

Proposition 1.3. Let Y be a scheme of finite type over a finite field K.
Then Y (K) is a finite set.

Proof. Since Y is a finite type scheme over K then it can be covered by a
finite number of open affine sub-schemes U = SpecA where A is a finitely
generated K-algebra. Consider f a K-point. Since SpecK topologically is
a point there exists a open affine U such that the image of f is in U . So it
suffices to prove the proposition in the case Y is affine.

Assume Y = SpecA. In this case Y (K) is in bijection with the set of ring
morphisms Hom(A,K) and it is clearly finite since A is a finitely generated
K-algebra and K is a finite field.
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1.2.1 An example: the affine case

In order to have a better understanding of what NX(p) means, we study the
affine case.

ConsiderX to be an affine scheme of finite type over Z. ThusX = SpecA
with A a finitely generated Z-algebra: namely A = Z[T1, . . . , Tn]/I where I
is the ideal generated by a family of polynomials fα ∈ Z[T1, . . . , Tn].

Via base change we get XFp = Spec(A⊗Z Fp). Since we are dealing with
the affine case we have:

XFp(Fp) = HomSch(SpecFp, Spec(A⊗Z Fp)) ∼= HomRing(A⊗Z Fp,Fp).

There is a correspondence between HomRing(A⊗Z Fp,Fp) and the maxi-
mal ideals of A⊗Z Fp with residue field Fp, hence the solutions in Fp of the
polynomials fα. We conclude that:

NX(p) = #{ (x1, . . . , xn) ∈ Fp
n | ∀α fα(x1, . . . , xn) = 0 in Fp}.
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Chapter 2

Some cohomological facts

In this chapter we recall some facts and data about étale cohomology which
will be the background for the next chapters. This facts will be presented
as in [Se 12] without proving the results. The proofs can be find in [SGA 4],
[SGA 41

2 ] and [De 80].

2.1 Étale cohomology and Galois action

Étale cohomology

Fix ` a prime integer. There is a functor from the category of schemes to
the one of Q`-Mod for every non-negative integer i:

H i(−ét,Q`) : Sch
op −→ Q`-Mod .

The functor associates to a scheme X the Q`-module H i(Xét,Q`) called the
i-th étale cohomology group of X.

Proposition 2.1. Let K be an algebraically closed field. If X is a variety
over K as in Definition 1.1 and ` distinct from charK then H i(Xét,Q`) is
a finite dimensional Q`-module. Moreover H i(Xét,Q`) is the zero module
when i > 2 dimX.

In Proposition 2.1 we consider X as a scheme forgetting about the mor-
phism that gives X the structure of a K-variety.

Base-change

Consider K and L algebraically closed fields and α : K → L a field homo-
morphism. As in Definition 1.2 the morphism α define a functor:

α∗ : VarK −→ VarL .

We are interested in the relation between the cohomology of a K-variety
and the one induced by base change.
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Proposition 2.2. Let α : K → L a morphism of algebraically closed fields
and let ` be a prime distinct from the characteristic of the fields. There is a
natural isomorphism between the functors H i(−ét,Q`) and H i(−ét,Q`) ◦ α∗

i.e. for every X variety over K there is an isomorphism

H i(Xét,Q`) ∼= H i(XL,ét,Q`)

and it is functorial in X.

Galois action

Let F : C → D be a functor and let X be an object of the category C. Then
F induces a group homomorphism AutC(X) → AutD(FX).

Definition 2.1. Let K a field. Define FieldK the category whose objects
are field extension of K, and the morphisms are field homomorphisms that
induce the identity map on K. In particular if E is a Galois extension of K,
then AutFieldK (E) ∼= Gal(E|K).

Definition 2.2 (Galois action). Assume K is a perfect field. For every
scheme X over K, and for every prime ` 6= charK, we have the following
functor:

FieldK −→ Q`-Mod

L 7−→ H i(XL,ét,Q`)

Let us consider K an algebraic closure of K; the functor above induces
a group homomorphism:

Gal(K|K) ∼= AutFieldK (K) −→ AutQ`-Mod(H
i(XK,ét,Q`)).

Hence the functor defines an action of Gal(K|K) on the cohomology module
H i(XK,ét,Q`) for every non-negative i.

Proposition 2.3. Let K be a perfect field and let X be a K-variety. Then
for every prime ` 6= charK the action

Gal(K|K) −→ AutQ`
(H i(XK,ét,Q`))

defined in Definition 2.2 is continuous.

2.2 Finite field

Let Fq be a finite field with q elements and let X be a Fq-variety. We
will denote with Fq an algebraic closure of Fq, and with XFq

the Fq-variety
obtained via base change.
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Arithmetic Frobenius

Definition 2.3 (Arithmetic Frobenius). We call arithmetic Frobenius the
element σq ∈ Gal(Fq|Fq) that sends an element x ∈ Fq in its q-th power.
Notice that σq generates the group Gal(Fq|Fq) as a topological group.

We are interested in the action of the element σq−1 on the cohomology
group H i(XFq ,ét

,Q`) for every non-negative i.

Definition 2.4 (Lefschetz number). Let X be a Fq-variety. We define the
Lefschetz number of the arithmetic Frobenius to be:

Tr(σq
−1|H•(XFq ,ét

,Q`) =
∑

i

(−1)iTr(σq
−1|H i(XFq ,ét

,Q`)

By Proposition 2.1, the Lefschetz number is well defined.
The following theorem describes completely the Lefschetz number of the

arithmetic Frobenius.

Theorem 2.1 (Grothendieck). Let X be a proper Fq-variety. Then the
Lefschetz number of the arithmetic Frobenius is equal to the number of Fq-
points of X.

Tr(σq
−1|H•(XFq ,ét

,Q`) = #X(Fq)

The full proof can be found in [SGA 41
2 ].

In particular the Lefschetz number, that a priori is in Q`, lies in Z, and
moreover it does not depends on `.

Corollary 2.1. Let X be a proper Fq-variety, and let σq be the arithmetic
Frobenius. Then for each positive integer r

Tr(σq
−r|H•(XFq ,ét

,Q`) = #X(Fqr).

Deligne’s theorem

Definition 2.5 (p-Weil integer of weight w). Let p, w ∈ N. We say that an
algebraic integer α is a p-Weil integer of weight w if for every embedding
ι : Q(α) → C the absolute value |ι(α)| is equal to pw/2.

Theorem 2.2 (Deligne). Let X be a proper and smooth Fq-variety. Then
the characteristic polynomial of the inverse of the arithmetic Frobenius σq−1

acting on H i(XFq ,ét
,Q`) lies in Z[T ]. Moreover it is independent of ` and

its roots are q-Weil integers of weight i.

The proof is given in [De 80].

Corollary 2.2. Tr(σq
−1|H i(XFq ,ét

,Q`) lies in Z for every non-negative i.
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2.3 Comparison theorems

Specialization map

Proposition 2.4. Let OK be a discrete valuation ring with fraction field K
and residue field k. Denote an algebraic closure of K with K. The valuation
extends uniquely to K, let OK be the valuation ring and k the residue field.
Note that k is an algebraic closure of k. We have the following maps:

k ∼= OK/m � OK ↪→ K.

Let X be a separated and of finite type OK-scheme and ` be a prime
distinct from charK. There exists a linear morphism which is functorial in
X:

riX : H i(Xk,ét,Q`) −→ H i(XK,ét,Q`)

such that if X is proper and smooth the map riX is an isomorphism for every
non-negative integer i.

Schemes over Z

We consider now X a separated scheme of finite type over Z. We denote with
Z(p) the localization of Z at the prime p. Notice that Z(p) is a valuation ring
with fraction field Q and residue field Fp. Using the inclusion of Z → Z(p),
we base change X to a separated and finite type scheme Y = XZ(p)

over
the localization. Since the base change is transitive we have the following
isomorphisms: YQ

∼= XQ and YFp

∼= XFp
.

Applying Proposition 2.4 to the scheme Y over Z(p) we get a family of
linear morphisms rip : H

i(XFp,ét
,Q`) → H i(XQ,ét,Q`).

Proposition 2.5. Let X be a separated scheme of finite type over Z and rip
the maps described above. Let ` be a prime integer. Then there exists a finite
set of primes S such that for every primes p /∈ S the maps rip are isomor-
phisms. Hence for almost all the primes H i(XFp,ét

,Q`) and H i(XQ,ét,Q`)
are isomorphic.

The set S can depend on `.

2.4 Galois compatibility

Let X be a separated scheme of finite type over Z, denote with XQ and

with XFp
the variety respectively over Q and Fp obtained via base change;

by Proposition 2.5 for all but finitely many primes we have an isomorphism
H i(XFp,ét

,Q`) ∼= H i(XQ,ét,Q`). Deligne’s Theorem describes the action of

the group Gal(Fp|Fp).
What can we say about the action of Gal(Q|Q)?
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Unramified action

Let p be a prime integer and consider the p-adic integer Zp ⊂ Qp. We extend
the valuation to an algebraic closure Qp and we denote with Zp the valuation
ring and with k the residue field. Hence we have the following diagram:

Fp

⊂

Zp

⊂

oooo �

�

//Qp

⊂
k Zp
oooo �

�

//Qp

Definition 2.6 (Unramified action). Let Q an algebraic closure of Q. Choose
ι : Q → Qp an embedding of algebraically closed field, and choose k, the
residue field with respect to the p-adic valuation on Qp, as an algebraic
closure of Fp. These choices induce the following homomorphisms:

Gal(k|Fp) � Gal(Qp|Qp) ↪→ Gal(Q|Q).

We have also the exact sequence

1 → Ip → Gal(Qp|Qp) → Gal(k|Fp) → 1

where Ip is the inertia subgroup at p.
If Gal(Q|Q) acts on some space Y , we say that the action is unramified

at the prime p if the subgroup Ip ⊂ Gal(Qp|Qp) ↪→ Gal(Q|Q) acts trivially.

Compatibility of the Galois action

Proposition 2.6 (Compatibility of the Galois action). Let X be a separated
scheme of finite type over Z and let ` be a prime. There exists a finite set of
primes S such that for every prime p /∈ S:

(i) the specialization map rip : H i(XFp,ét
,Q`) → H i(XQ,ét,Q`) as in Defi-

nition 2.4 is an isomorphism,

(ii) the action of Gal(Q|Q) on H i(XQ,ét,Q`) is unramified at p (i.e. the
inertia group Ip acts trivially).

Moreover for such p the following actions of group are equivariant:

H i(XQ,ét,Q`)

	

H i(XQp,ét
,Q`)

	

∼=
oo

∼=
// H i(XFp,ét

,Q`)

	

Gal(Q|Q) Gal(Qp|Qp)oo // Gal(Fp|Fp)

Notice that the set S depends on `.
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Chapter 3

NX(p) as an `-adic character

From now on we will use the following notations: ΓQ = Gal(Q|Q) and
ΓFq = Gal(Fq|Fq) for every finite field. Moreover if S is a finite set of
primes we will denote QS the maximal extension Q ⊂ QS ⊂ Q such that it
is unramified outside S, and with ΓS the Galois group Gal(QS |Q).

The purpose of this chapter is the introduction of a virtual character
hX,` : ΓQ → Q` through the `-adic cohomology. This character will contain
all the information about NX(p) for all the prime but a finite number of
exceptions.

For further details about representations of compact group we suggest to
see [Vi 89].

3.1 Some facts from representation theory

Definition 3.1 (K-representation). Let G be a topological group and K
a topological field such that char(K) = 0. We call K-representation of G
a continuous group homomorphism ρ : G → GL(V ) where V is a finite
dimensional K-vector space.

Definition 3.2 (Reducible representation). Let ρ : G → GL(V ) be a K-
representation. We say that ρ is a reducible representation if there exists a
non trivial linear subspace W ⊂ V invariant under the action of G. Hence ρ
induces a map ρ : G→ GL(W ). Otherwise we say that ρ is irreducible.

Definition 3.3 (K-character). A map f : G → K is called a K-character
if there exists ρ : G → GL(V ) a K-representation of G such that for every
g ∈ G, we have f(g) = Tr(ρ(g)).

We say that f is irreducible if ρ can be chosen to be irreducible. Moreover
in this case ρ is unique.

Proposition 3.1 (Decomposition of character). Let f : G → K be a K-
character, then f can be written in a unique way as a finite sum of irreducible

15



characters of G:
f =

∑

χ

nχχ

where the χ’s are irreducible K-characters of G and each nχ is a strictly
positive integer.

Proof (Sketch). Let ρ : G → GL(V ) be a representation whose character is
f . We see V as a K[G]-module and hence we find a composition series

{0} = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V

such that Vi is a K[G]-submodule (and in particular a K vector subspace)
and the quotient Si = Vi+1/Vi is simple. The Si are unique up to isomor-
phism by the Jordan-Holder’s theorem. Hence we have irreducible represen-
tations ρi : G→ GL(Si) for i = 0, . . . , n and the relative characters χi. Since
V ∼=

⊕

i Si as vector spaces we can prove the claim by the following fact. If
λ ∈ GL(V ) is a map such that W ⊂ V is invariant under the action of λ we
can find a subspace W1

∼= V/W such that

{0} //W //

λ|W

��

V //

λ
��

W1
//

λ̄
��

{0}

{0} //W // V //W1
// {0}

is a commutative diagram and Tr(λ) = Tr(λ|W )+Tr(λ̄). So we can write the
character f as a sum of the χi’s, and the summands are uniquely determined
by the Si hence they are unique.

Definition 3.4 (Virtual character). We say that a map f : G → K is
a K-virtual character if f can be written as a finite linear combination of
irreducible K-characters with coefficient in Z.

In the case that the base field K = Q` we use the expression `-adic
representation or character.

3.2 The cohomology `-adic characters

3.2.1 Definition of hX,`

The Galois action on the cohomology group gives us a first example of a
`-adic character.

Definition 3.5. LetX be a scheme of finite type over Z. As in Definition 2.2
we have a map ΓQ → Aut(H i(XQ,ét,Q`)) and it is continuous. Denote with

hiX,` the character associated to this representation.
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Recall that if X is of finite type, then H i(XQ,ét,Q`) is finite dimensional.

Definition 3.6. Let X be a scheme separated and of finite type over Z.
Define the virtual character

hX,` =
∑

i

(−1)ihiX,`

where hiX,` are the characters in Definition 3.5.

The fact that X is separated and of finite type over Z implies that XQ

is a variety over an algebraically closed field and by Proposition 2.1 assures
us that hX,` is well defined.

3.2.2 Main property of hX,`

Definition 3.7 (Geometric Frobenius). Let S be a finite set of primes and
QS the maximal algebraic extension of Q unramified outside S. Denote
with ΓS its Galois group. for every prime p /∈ S choose an embedding
QS ⊂ Q ↪→ Qp and take k the residue field of the p-adic valuation on Qp.
We get the following homomorphism:

ι : ΓQp ↪→ ΓQ � ΓS

and the exact sequence

1 → Ip → ΓQp → Gal(k,Fp) → 1.

Consider σp ∈ Gal(k,Fp) the arithmetic Frobenius; we can lift it to an
element σ̂p ∈ ΓQp and define the geometric Frobenius as gp = ι(σ̂p

−1).

Note that the definition of gp does not depend on the choice of the lifting
σ̂p: since QS is unramified at p the map ι : ΓQp → ΓS factors modulo Ip.
Then gp is well define up to conjugation in ΓS .

Proposition 3.2. Let X be a separated scheme of finite type over Z. For
every prime ` there exists a finite set of primes S such that the action of ΓQ

on H i(XQ,ét,Q`)) factors to an action ΓS → Aut(H i(XQ,ét,Q`)).

Proof. By Proposition 2.6 there exists a finite set of primes S such that the
action of ΓQ is unramified outside S. Hence the action ΓQ → Aut(H i(XQ,ét,Q`))
factors through Ip for every prime p /∈ S. Hence it factors to a group homo-
morphism ΓS → Aut(H i(XQ,ét,Q`)).

Theorem 3.1. Let X be a separated scheme of finite type over Z such that
XQ is proper. For a fixed prime ` there exists a finite set of primes S such
that

NX(p) = hX,`(gp).
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Proof. Choose S such that satisfies both Proposition 2.6 and Proposition 3.2.
Hence for every non-negative i the action of ΓQ factors to an action ΓS →
Aut(H i(XQ,ét,Q`)). Moreover H i(XQ,ét,Q`)) ∼= H i(XFp,ét

,Q`)) and the ac-
tions of respectively ΓS and ΓFp are compatible. In particular, if p /∈ S, the
geometric Frobenius gp acts onH i(XQ,ét,Q`)) as the inverse of the arithmetic

Frobenius σp−1 acts on H i(XFp,ét
,Q`)). Hence

hiX,`(gp) = Tr(gp|H i(XQ,ét,Q`))) = Tr(σp
−1|H i(XFp,ét

,Q`))).

Recall that XQ is proper, thus we can find a N ∈ N such that XZ[ 1
N
] is

proper. Hence if p does not divide N , then XFp
is a proper Fp-variety since

the property of being proper is stable under base change. So we can apply
Theorem 2.1 to deduce that:

Tr(σp
−1|H•(XFp,ét

,Q`) = #XFp(Fp)

Now combining the two relations we get:

NX(p) = #XFp(Fp) = Tr(σq
−1|H•(XFp,ét

,Q`) =

=
∑

i

(−1)iTr(σp
−1|H i(XFp,ét

,Q`))) =

=
∑

i

(−1)ihiX,`(gp) = hX,`(gp) .

Notice that gp ∈ ΓS is defined up to conjugation, hence hiX,`(gp) is
uniquely determined for every non-negative i.

Moreover we have that the value of hX,`(gp) does not depend on the
choice of `.
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Chapter 4

Weight decomposition

In this chapter we are mostly interested in how “big” the value hiX,`(gp) can
be. For this reason we introduce the notion of weight of a character.

We know that for an elliptic curve E and for all the prime of good re-
duction we can write NE(p) = p+1− ap, where |ap| ≤ 2

√
p; introducing the

notion of weight we will be able to “generalize” the idea of weight decompo-
sition for NX(p).

4.1 The weight of a `-adic character

4.1.1 Weight of effective characters

Definition 4.1. Let ρ be an `-adic representation of ΓQ. We say that ρ is
unramified outside a finite set of primes S if ρ factors through the group ΓS .
Hence there exists an `-adic representation ρ̄ of ΓS such that:

ΓQ
ρ

//

����

GLn(Q`)

ΓS

ρ̄
::

Definition 4.2 (Representation of weight w). Let ρ be an `-adic represen-
tation of ΓQ and let w ∈ N≥0. We say that ρ has weight w if:

(i) ρ is unramified outside a finite set of primes S,

(ii) for every p /∈ S, the eigenvalues of ρ(gp) are p-Weil integers of weight
w as in Definition 2.5.

Definition 4.3. Let f : ΓQ → Q` the character of an `-adic representation
of ΓQ and let w be a non-negative integer. Then f has weight w if the
associated `-adic representation ρ has weight w.
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Remark 4.1. The definition above does not depend on the choice of the
representation whose character is f . Indeed proceeding as in the proof of
Proposition 3.1, we notice that it depends only on the eigenvalues of the
irreducible summands and they are uniquely determined.

4.1.2 Weight of virtual characters

We have a definition of weight for an `-adic character; we want to extend
this property to virtual characters in order to study the weight of hX,`.

Definition 4.4 (Character of weight w). Let f : ΓQ → Q` be a virtual
character. Hence f can be written as a sum of finitely many irreducible
characters:

f =
∑

χ

nχχ

where all the nχ are non-zero integers. We say that f has weight w if each
irreducible summand has weight w in the sense of Definition 4.3.

Remark 4.2. Let f : ΓQ → Q` be a `-adic character, then by the unicity
of the decomposition of f as sum of irreducible characters it follows that f
has weight w if and only if every irreducible summand has weight w. In this
sense Definition 4.4 extends Definition 4.3 to virtual characters.

4.2 The character hX,` has a weight decomposition

Let X be a separated scheme of finite type over Z; we want to show that if
XQ is smooth and proper, then hX,` has a weight decomposition in the sense
that it can be written as a sum of distinct characters each with a weight w.

Definition 4.5 (Weight decomposition). Let f : ΓQ → Q` be a `-adic virtual
character. If there exists a finite number of distinct weights wi ∈ Z≥0 and
`-adic characters fi such that:

(i) every fi has weight wi,

(ii) f =
∑

i fi,

then we say that f has a weight decomposition.

Lemma 4.1. Let f : ΓQ → Q` be a `-adic virtual character. A weight
decomposition of f , if it exists, is unique.

Proof. Let f =
∑

i fi with fi characters of distinct weight wi. By Propo-
sition 3.1 every fi can be written uniquely as a Z-linear combination of
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irreducible characters, and since fi has weight wi all these irreducible char-
acters have weight wi. Hence f =

∑

χ nχχ where χ is irreducible with weight
wi for some i, and they are uniquely determined by f . Define

Wi = {χ |χ irreducible character with weight wi and nχ 6= 0}.

Then it follows that fi =
∑

χ∈Wi
nχχ and it is uniquely determined by the

decomposition in irreducible characters of f .

Theorem 4.1 (Weight decomposition of hX,`). Let X be a separated scheme
of finite type over Z. Suppose that XQ is proper and smooth over Q. Then
hiX,` has weight i, in particular hX,` =

∑

i(−1)ihiX,` is the weight decompo-
sition of hX,`.

Proof. The character hiX,` arises from the Galois action on the cohomology
group. Denote with ρ : ΓQ → Aut(H i(XQ,ét,Q`)) the `-adic representa-
tion that describes this action. Take S1 as in Proposition 2.6. It follows
that for every prime p /∈ S1 the group action is unramified hence as in
Proposition 3.2 ρ is unramified outside S1. Moreover if p /∈ S1 we have an
isomorphism H i(XQ,ét,Q`) ∼= H i(XFp,ét

,Q`) and the action of the inverse of

the arithmetic Frobenius σp−1 ∈ ΓFp is compatible with the action of the
geometric Frobenius gp ∈ ΓS1 .

Since XQ is smooth and proper, by Theorem 1.1 we have N ∈ Z>0 such
that XZ[1/N ] is smooth and proper. Consider S2 the set of primes that divide
N , if p /∈ S2 we have the canonical projection π : Z[1/N ] � Fp. Since being
smooth and proper is stable under base change, then XFp

∼= (XZ[1/N ])Fp is
smooth and proper. Hence we can apply Deligne’s theorem (Theorem 2.2)
to deduce that the eigenvalues of σp−1 are p-Weil integer of weight i.

Finally considering S = S1 ∪ S2 we get that hiX,` has weight i outside
S.

Remark 4.3. In [Se 12] a more general result is shown. Using the étale
cohomology with proper support, the existence of a weight decomposition is
proved in the case X is only a scheme of finite over Z. Anyway, through this
decomposition, we can reduce to the case that the variety XQ is smooth and
projective.

Example 4.1. Let E be an elliptic curve over Q and p a prime of good
reduction i.e. the curve obtained by base change EFp is an elliptic curve too.

Consider ` 6= p be a prime. We have an action of End(EFp) on the
Tate-module T`EFp . Define F to be the element of End(EFp) such that

F ((x : y : z)) = (xp : yp : zp) .

Then F is a root of its characteristic polynomial which, as shown in [Si 86], is
in the form T 2−apT+bp where bp = det(F ) = deg(F ) = p and ap = Tr(F ) =
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1+ deg(F )− deg(1−F ). In particular we get that NE(p) = #Ker(1−F ) =
deg(1−F ) = 1+ p− ap where ap = Tr(F ) = F + F̄ and in the same way we
have NE(p

n) = 1− Tr(Fn) + pn = 1 + pn − (Fn + F̄n).
We have found a weight decomposition for NE(p) which is not the one

arising from Galois representation.

Proposition 4.1. The weight decomposition NE(p) = 1+p−ap is the same
as the one given by `-adic representations.

This fact is trivial if someone is familiar with the étale cohomology oth-
erwise it can be shown in the following way.

First of all we need a numerical Lemma.

Lemma 4.2. Let {ai}ti=0 and {bi}si=0 be two finite sequences of complex
numbers of norm 1 such that

lim
n→+∞

(

t
∑

i=0

ani −
s
∑

i=0

bni

)

= 0

then t = s and ai = bi for every i up to re-ordering.

Proof (Sketch). Without loss of generality we can assume a0 = 1. If we show
that there exists an element bj such that bj = 1 we can conclude by inductive
arguments. From the hypothesis we can deduce that if we fix N ∈ N we have
that

lim
n→+∞

∑n+N
j=n (

∑t
i=0 a

j
i −

∑s
i=0 b

j
i )

N
= 0

lim
n→+∞

(

t
∑

i=0

∑n+N
j=n aji
N

−
s
∑

i=0

∑n+N
j=n bji
N

)

= 0

Now we recall that if z ∈ C is such that |z| = 1 and z 6= 1 then
∑N

j=1 z
j

N → 0
when N is large enough. Hence if a0 = 1 and all the bj are different from 1
we get an absurd in the computation of the last limit.

Proof (Proposition). We prove a more general statement from which this
proposition follows: if we have two different weight decompositions

NE(p) =
k
∑

i=0

ni
∑

j=0

aijp
i/2 |aij | = 1

NE(p) =
k
∑

i=0

mi
∑

j=0

bijp
i/2 |bij | = 1
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such that for every n ∈ N>0

NE(p
n) =

k
∑

i=0

ni
∑

j=0

anijp
ni/2 |aij | = 1

NE(p
n) =

k
∑

i=0

mi
∑

j=0

bnijp
ni/2 |bij | = 1

then ni = mi, and aij = bij . Indeed by the last equality we deduce that

lim
n→+∞





nk
∑

j=0

ankj −
mk
∑

j=0

bnkj



 = 0.

Now we can apply Lemma 4.2 inductively and conclude the proof of the
proposition.
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Chapter 5

Sato-Tate conjecture

In this chapter we want to state the Sato-Tate conjecture and see what it
concretely implies for the function NX(p).

In this chapter X will be a separated scheme of finite type over Z such
that XQ is a projective and smooth variety. In this case the `-adic character
hX,` has a weight decomposition

hX,` =
∑

i

(−1)ihiX,`.

Fix a weight i: we denote with S the finite set of prime such that hiX,` has
weight i outside S. Namely:

(i) the character hiX,` is afforded by a `-adic representation ρ : ΓS →
Aut(H i(XQ,ét,Q`)) unramified outside S.

(ii) If p /∈ S the eigenvalues of ρ(gp) are p-Weil integers of weight i.

Let ni = dimQ`
H i(XQ,ét,Q`), for every prime p /∈ S we have:

|hiX,`(gp)| = |Tr(ρ(gp))| ≤ nip
i
2 .

We normalize these values by defining f iX,`(p) ∈ R as:

f iX,`(p) = hiX,`(gp)/p
i
2

so that f iX,`(p) lies in the intervall I = [−ni, ni] when p /∈ S varies.
A question that naturally rises is: what is the distribution of the f iX,`(p)

in the interval I? The Sato-Tate conjecture gives a (conjectural) answer to
this question.

5.1 Equidistribution statements

Before precisely stating the Sato-Tate conjecture, we start by giving an
overview of the consequences of it. The propositions in this section will
be proved in Theorem 5.1 assuming that the conjecture holds.
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5.1.1 Equidistribution

Definition 5.1. A positive measure µ on a closed interval I ⊂ R is a linear
form on the space of continuous complex valued functions on I with the
following property: if ϕ is a real non-negative valued function then µ(ϕ) is
real and µ(ϕ) ≥ 0.

It is customary to denote µ(ϕ) as
∫

I ϕdµ.

Definition 5.2. The mass of a measure µ on a real closed interval I is the
integral of the constant function 1: µ(1) =

∫

I dµ (i.e. the measure of the
interval I).

Conjecture 5.1. Let X be a separated scheme of finite type over Z such
that XQ is a projective and smooth variety. Fix a weight i ∈ Z≥0, and let
I = [−ni, ni], S and f iX,` be as above. There exists a unique measure µ

of mass 1 on the interval I, such that the sequence f iX,`(p) with p a prime
outside the finite set S is equidistributed.

Proof. refer to Theorem 5.1.

The equidistribution statement means that for every continuous function
ϕ : I → C we have:

µ(ϕ) = lim
x→+∞

1

π(x)

∑

p≤x,
p/∈S

ϕ(f iX,`(p))

where π(x) is the function that counts the number of primes p ≤ x.
This means that picking a random prime p and computing f iX,`(p) is the

same thing that picking a number in I which is random according to µ. Hence
the probability that f iX,`(p) lies in an open interval J ⊂ I is proportional to
the measure of the interval µ(J).

5.1.2 Structure of µ

Definition 5.3. A measure µ on a real closed interval I is said to have
a density function with respect to the Lebesgue measure, if there exists a
continuous function

F : I → R≥0

such that:

(i) F is integrable and C∞ except for a finite number of point in I,

(ii) For every continuous ϕ : I → C we have that µ(ϕ) =
∫

I ϕ(z)F (z)dz.

Definition 5.4. Let µ be a measure on a closed real interval I. The measure
µ is discrete if it is a linear combination of Dirac measures δn associated to
points n ∈ D, with D a finite subset of I.
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If the measure µ is both positive and discrete, it has to be a linear
combination of finite δn with positive coefficients.

Definition 5.5. Let µ be a measure on a closed real interval I. Let k ∈ Z≥0,
a k-th moment for µ is the value µ(ϕk), where ϕk : I → R is defined by
z 7→ zk.

The k-th moments characterize uniquely the measure µ since the poly-
nomials are dense in the space of continuous functions.

Conjecture 5.2. Let X be a proper and separated scheme of finite type over
Z such that XQ is a projective and smooth variety. Fix a weight i ∈ Z≥0, and
let µ be the measure on I = [−ni, ni] defined in Conjecture 5.1. Then µ can be
uniquely decomposed in a continuous and in a discrete part; µ = µcont+µdisc

such that:

(i) µcont has a density function with respect to the Lebesgue measure,

(ii) µdisc has a finite support contained in Z ∩ I. If i is odd the support of
µdisc is {0} or ∅.

Moreover the moments of µ lie in Z

Proof. refer to Theorem 5.1.

Let us recall that in this case the moment can be expressed as:

µ(ϕk) =

∫

I
zkdµ = lim

x→+∞

1

π(x)

∑

p≤x,
p/∈S

f iX,`(p)
k
.

5.1.3 Density properties

Definition 5.6. Let Q be a set of primes. Consider the functions

π, πQ : R −→ Z≥0

defined by π(x) is the number of primes p ≤ x and πQ(x) is the number of
prime p ∈ Q and p ≤ x. We define:

(i) the lower density of Q as lower-dens(Q) = lim inf
x→+∞

πQ(x)

π(x)
,

(ii) the upper density of Q as upper-dens(Q) = lim sup
x→+∞

πQ(x)

π(x)
,

(iii) the density of Q, if the limit exists, as dens(Q) = lim
x→+∞

πQ(x)

π(x)
.
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Conjecture 5.3. Let X be a proper and separated scheme of finite type over
Z such that XQ is a projective and smooth variety. Fix a weight i ∈ Z≥0, and
let µ be the measure on I = [−ni, ni] defined in Conjecture 5.1. Let z ∈ I
and J ⊂ I an open interval. Consider the set of primes

Pz = {p | p /∈ S f iX,`(p) = z}

PJ = {p | p /∈ S f iX,`(p) ∈ J}.
The densities of the sets Pz and PJ in the sense of Definition 5.6 are respec-
tively µ({z}) and µ(J).

Proof. refer to Theorem 5.1.

The statement of this conjecture is compatible with the measure structure
described in Conjecture 5.2. The measure µ({z}) 6= 0 if and only if z lies in
the support of µdisc which is contained in Z. As far as Pz is concerned, the
facts that f iX,`(p) = hiX,`(gp)/p

i
2 and hiX,`(gp) ∈ Z imply that Pz contains at

most one point if z /∈ Z. Hence when z is not an integer both µ({z}) and Pz

are zero.

5.2 The Sato-Tate conjecture

Let X be a separated proper scheme of finite type over Z such that XQ is
smooth and projective. The Sato-Tate conjecture claims the equidistribution
of the NX(p) when p varies outside a finite set S in term of real measure
and real interval. The values of the NX(p)’s are determined by the `-adic
cohomology. The crux of the conjecture is to construct a real measure out
of `-adic data. The "missing link" between `-adic and real is Lie theory.

5.2.1 Cohomological data

The cohomological data have to contain all the information about NX(p).

Definition 5.7 (Good reduction). Let Y be a smooth variety over Q and
let S = {p1, p2, . . . pr} a finite set of primes. We say that Y has a good
reduction if exists a projective and smooth scheme Y over Z[ 1p1 , . . . ,

1
pr
] such

that the base change YQ is isomorphic as a Q-scheme to Y .

Definition 5.8 (Cohomological data). A set of cohomological data is:

(D1) a smooth and projective variety Y over Q,

(D2) a weight i ∈ Z≥0.
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Remark 5.1. In this setting, using the spreading out theorem we can find
a smooth and projective scheme Y over Z[1/N ] for some N ∈ N such that
YQ = Y . Then proceeding as in the proof of Theorem 4.1, we can find a
set of prime S (including the prime divisor of N) such that the character
hiY,` has weight i outside S and such that for every prime p /∈ S we have
H i(YQ,ét,Q`) ∼= H i(YFp,ét

,Q`) and the actions of ΓQ and ΓFp are compatible.

Remark 5.2. Let S be the set described in the Remark above. Let gp and
σp be respectively the geometric and the arithmetic Frobenius. If p /∈ S,
then gp acts on H i(YQ,ét,Q`) as σp−1 acts on H i(YFp,ét

,Q`). By Deligne’s
theorem the characteristic polynomial of gp lies in Z[T ], and its roots are
p-Weil integers of weight i. Denote this polynomial with

Pi(p, T ) = Tni − a1T
ni−1 + a2T

ni−2 − . . . ,

where ni = dimQ`
H i(YQ,ét,Q`) and a1 = Tr(gp|H i(YQ,ét,Q`)). Since gp is

defined up to conjugation the polynomial Pi(p, T ) is well defined.

We know that all the roots of Pi(p, T ) have absolute value p
i
2 ; so we

define

P norm
i (p, T ) = pni

i
2Pi(p, p

i
2T ) = Tni − a1

pi/2
Tni−1 +

a2
pi
Tni−2 − . . . .

Denote with fi(p) the normalized trace:

fi(p) =
a1

pi/2
=

Tr(gp|H i(YQ,ét,Q`))

pi/2
.

Since the roots of P norm
i (p, T ) have absolute value 1, we get that fi(p) lies

in the real interval [−ni, ni] for all the p /∈ S.

In particular if we start with X a separated scheme of finite type over
Z such that XQ is projective and smooth, then for every non-negative i we
have the set of cohomological data (XQ, i). As the Remark 5.1 and 5.2 show,
we can recover the set S and the value of fi(p) = f iX,`(p).

5.2.2 The conjecture

First of all we introduce the counterpart of cohomological data:

Definition 5.9 (Lie group data). A set of Lie group data is:

(ST1) a compact real Lie group K, the Sato-Tate group,

(ST2) a smooth linear representation ρ : K → GLn(C) of degree n,

(ST3) a conjugacy class sp ∈ Cl(K) for every prime outside a finite set S.

Then we have to see how the cohomological and lie group data are related.
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Definition 5.10 (Sato-Tate conjecture). We say that a set of cohomological
data (Y, i) satisfies the Sato-Tate conjecture if there exists a set of Lie group
data (K, ρ, {sp}p/∈S) such that the following axioms hold.

(A1) The set S in the Lie group data has the following properties. Out-
side S, the Q-variety Y has a good reduction, the Galois action on
H i(YQ,ét,Q`) is unramified and for every p /∈ S the action of gp is com-
patible with the action of σp−1 (i.e. S has the properties stated in
Remark 5.1),

(A2) For every p /∈ S the characteristic polynomial of ρ(sp) is equal to the
normalized polynomial P norm

i (p, T ) defined in Remark 5.2. In partic-
ular the degree of ρ is ni and Tr(ρ(sp)) = fi(p).

(A3) ρ : K → GLni(C) is injective.

(A4) The sp are equidistributed in Cl(K) with respect to the Haar measure.

Notice that in (A2) the element ρ(sp) lies in Cl(GLni(C)) hence its char-
acteristic polynomial is well defined. By the “Haar measure” on Cl(K) we
mean the pushforward of the the Haar measure µK on the compact group
K. If we consider the natural projection π : K → Cl(K), then

µCl(K)(ϕ) = π∗µK(ϕ) = µK(ϕ ◦ π)

for every continuous complex function ϕ on Cl(K).

5.3 The main theorem

We have introduced the Sato-Tate conjecture, now we want to see what it
implies.

Theorem 5.1 (Main Theorem). Let Y be a projective and smooth variety
over Q. Fix a prime ` and a weight i. Consider the set of cohomological
data (Y, i) and assume that it satisfies the Sato-Tate conjecture i.e. there
exists a set of Lie group data (K, ρ, {sp}p/∈S) as in Definition 5.10. Hence
for every p /∈ S the value fi(p) = f iY,`(p) lies in the interval I = [−ni, ni]
where ni = dimQ`

H i(YQ,ét,Q`).
Then the following statements hold.

(i) There exists a unique measure µ of mass 1 on the interval I, such that
the sequence of the fi(p)’s is equidistributed,

(ii) µ can be uniquely decomposed in a continuous and in a discrete part;
µ = µcont + µdisc such that: µcont has a density function with respect
to the Lebesgue measure, and µdisc has support contained in I ∩ Z, the
support is contained in {0} when the weight i is odd. Moreover the
moments of µ lie in Z,
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(iii) The densities of the set Pz = fi
−1({z}) and PJ = fi

−1(J) are respec-
tively equals to µ({z}) and µ(J) when z ∈ I and J ⊂ I is an open
interval,

Remark 5.3. Let X be a separated scheme of finite type over Z such that
XQ is a projective and smooth variety. If we assume that the Sato-Tate con-
jecture holds for the set of cohomological data (XQ, i) then Conjecture 5.1,
Conjecture 5.2 and Conjecture 5.3 hold.

5.3.1 Proof of the main theorem

Definition of µ and equidistribution

Let ψ = Tr(ρ) be the character of the representation ρ ofK. Since ψ : K → C
is a smooth character it factors to a smooth map ψ̄ : Cl(K) → C. Applying
the axiom (A2) we get that for every p /∈ S

ψ̄(sp) = Tr(ρ(sp)) = fi(p) ∈ I .

Since the sp are equidistributed in Cl(K) with respect to the Haar measure,
they form a dense subset of Cl(K). We conclude that ψ̄ : Cl(K) → I. So we
can lift the Haar measure of Cl(K) to the interval I or equivalently lift the
Haar measure of K via ψ : K → I. Define

µ = µI = ψ̄∗µCl(K) = ψ∗µK .

By the equality ψ̄(sp) = fi(p) and the equidistribution of sp in Cl(K) we get
that fi(p) are equidistributed in I according to µ.

Compute the mass of this measure µ:

µ(I) =

∫

I
1dµ =

∫

K
1 ◦ ψdµK =

∫

K
1dµK = 1.

Hence we have a measure µ on I of mass 1 and such that the sequence of
fi(p) is equidistributed. The uniqueness follows from the fact that by the
equidistribution we can write

µ(ϕ) = lim
x→+∞

1

π(x)

∑

p≤x,
p/∈S

ϕ(fi(p))

for every ϕ : I → C continuous function.

k-th moments

Proposition 5.1. Let K be a topological compact group with µ its Haar
measure. Consider a complex character θ : K → C; it can be decompose as
a sum of irreducible complex characters χ’s

θ =
∑

χ

nχχ
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such that all the nχ are positive integer. Consider χ an irreducible character
and denote with χ the complex conjugate character then

nχ =

∫

K
θχdµ.

Proof. The proof can be found in [Vi 89] in the case of finite groups. To
deduce the compact case, the integration replaces the average summation
over the elements of the group. A crucial feature of the Haar measure is the
invariance by left multiplication.

The k-th moment µ(ϕk) is defined as
∫

I z
kdµ =

∫

I ψ
kdµK . Consider

the complex irreducible character χ0 given by the trivial representation
K → C∗ ∼= GL1(C) that send all the elements of K to 1. Recall that
since ψ is a complex character of K also ψk is a character. Let nχ0 be
the coefficient of χ0 in the expansion of the character ψk as a Z≥0-linear
combination of irreducible characters. Then by Proposition 5.1

nχ0 =

∫

K
ψkχ0dµK =

∫

K
ψkdµK = µ(ϕk)

in particular the k-th moment is an integer.

Structure of µ

Consider K0 the identity connected component of K. It is a normal open
and closed subgroup. Moreover since K is compact the quotient group K/K0

is finite; let N be its cardinality. For every σ in the quotient group we have
Kσ = σK0 the corresponding K0-coset. The subspace Kσ is a connected
compact submanifold of K. Let µKσ be the restriction of the Haar measure
of K on Kσ. Since the Haar measure is invariant by left multiplication
by elements of the group K, we get that µKσ has total mass 1

N . Denote
µσ = ψ∗µKσ ; we have the following relation:

µ = ψ∗µK = ψ∗

∑

σ

µKσ =
∑

σ

ψ∗µKσ =
∑

σ

µσ

Let D be the subset of K/K0 defined by:

D = {σ ∈ K/K0 | ψ is constant on Kσ}

Define µdisc and µcont as follow:

µdisc =
∑

σ∈D

µσ µcont =
∑

σ/∈D

µσ

and clearly µ = µdisc + µcont.
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Properties of µdisc

If σ ∈ D, let nσ be the constant value of ψ on Kσ; then the measure µσ is
clearly a Dirac measure of the form 1

N δnσ . This suffices to show that µdisc is
a discrete measure.

Lemma 5.1. If σ ∈ D, and let nσ be the constant value of ψ on Kσ then
nσ lies in Z. Moreover if the weight i is odd, nσ = 0.

Proof. Let π : K � Cl(K) the canonical projection, and let Cσ = π(Kσ).
Note that Cσ is open and closed in Cl(K) since the same properties hold for
Kσ ⊂ K. The classes sp are equidistributed in Cl(K) and in particular they
are dense in Cl(K). Hence there exists two distinct prime q1 and q2 outside
S such that the respective classes sq1 and sq2 lie in Cσ, so we have

nσ = ψ̄(sq1) =
hiX,`(q1)

q1i/2
= ψ̄(sq2) =

hiX,`(q2)

q2i/2
.

In particular we get the equation

hiX,`(q1)q2
i/2 = hiX,`(q2)q1

i/2.

Assume that i is even: since hiX,` and hiX,` lie in Z the equation above

implies that q1i/2 divides hiX,`(q1) hence nσ ∈ Z.
Otherwise if i is odd and nσ 6= 0, by the equation above we get that

(pq )
1/2 ∈ Q which leads to an absurd. Hence if i is odd the only possibility

is nσ = 0.

Properties of µcont

First of all we recall an important result of Lie groups. For further informa-
tion about the following fact we suggest to see the proof in [Kn 02].

Proposition 5.2. Each Lie group admits the structure of a real analytic
manifold in one and only one way such that both multiplication and inverse
are analytic maps.

Lemma 5.2. Let g : Y → R be a C∞-function on a compact differential
oriented real manifold of dimension N . Let C be the set of critical points of
g i.e. the y ∈ Y such that dg = 0, and let V = g(C) be the set of critical
value of g. Let α be a C∞-differential form of degree N over Y . Assume that
α induces a positive measure such that the measure of C is zero and assume
that the set V is finite. Then the measure on R induced by α through g has
a density.

The hypotheses of the Lemma are fulfilled by ψ : Kσ → I when σ /∈ D.
Indeed, the Lie group K has a natural real analytic structure. Since ψ is not
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constant on Kσ then the set of critical point C has empty interior; since C is
closed, analytic (i.e. it can be defined as the zeros of an analytic function),
with empty interior, then its Haar measure is zero. Moreover since ψ is
constant on every connected component of C, and C is compact with empty
interior then the image ψ(C) consists of a finite number of points.

Proof (Sketch). For the proof we outline the main steps done in [De 09].
Let Y0 = Y \ g−1(V ) and let g0 : Y0 → R \ V the restriction of g

to Y0. g0 is a C∞-function. We can apply the “integration over the fiber
process”. Let z be a point of R \ V , denote with Yz the preimage g0−1(z).
If y ∈ Yz we can choose a local system of coordinates (t1, . . . , tN ) such that
the last coordinate is given by g − z. In a neighborhood of y, we write α as
a(t1, . . . , tN )dt1 ∧ · · · ∧ dtN where a is a a smooth function. Consider on Yz
the (N − 1)-differential form αz = a(t1, . . . , tN−1, 0)dt1 ∧ · · · ∧ dtN−1. The
orientation of Y induces a orientation on Yz hence αz define a measure on
Yz such that for every ϕ continuous function with compact support on Y0
we have:

∫

y∈Y0

ϕ(y)α(y) =

∫

z∈R\V

(∫

y∈Yz

ϕ(y)αz(y)

)

dz.

(The proof of this fact is based on local computation, based on the Lebesgue-
Fubini theorem). Define the function F (z) =

∫

Yz
αz. It is C∞ function on

R \ V and if we denote with α0 the measure induced by α on Y0 we get that
for every continuous real valued map ϕ on R \ V

g∗α0(ϕ) = α0(ϕ ◦ g) =
∫

y∈Y0

ϕ(g(y))α(y) =

=

∫

z∈R\V

(∫

y∈Yz

ϕ(g(y))αz(y)

)

dz =

∫

z∈R\V
ϕ(z)F (z)dz =

∫

z∈R
ϕ(z)F (z)dz .

The function F is C∞ on R outside a finite set of points, is positive and
integrable since its integral is equal to the mass of α0. In conclusion the
measure g∗α0 on R has a density.

Consider β = g∗α − g∗α0. It is a measure on a compact subset of R.
We know that β is the null measure on R \ V , moreover V has measure 0
with respect to g∗α by hypothesis and it is clearly 0 for g∗α0. Hence β is the
null measure. We conclude that g∗α and g∗α0 coincide as measures and in
particular g∗α has a density.

Density properties

Lemma 5.3. If A is any subset of I, let PA be the set of primes p /∈ S such
that fi(p) ∈ A. Then
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(i) if A is open then lower-dens(PA) ≥ µ(A),

(ii) if A is closed then upper-dens(PA) ≤ µ(A).

Proof. Let A be an open subset of I. By definition µ(A) is the upper bound
of µ(ϕ) for every positive continuous function ϕ ≤ 1 that vanish outside A.
Consider one of this ϕ, since supp(ϕ) ⊂ A we get that for every positive real
number x:

∑

p≤x

ϕ(fi(p)) ≤
∑

p≤x,
p∈A

1 = πA(x)

Applyng the fact that the fi(p) are equidistributed, we conclude that for
every ϕ with the properties above

µ(ϕ) = lim
x→+∞

1

π(x)

∑

p≤x

ϕ(fi(p)) ≤ lower-dens(PA) .

Since µ(A) is the upper bound of µ(ϕ) we get the thesis.
When A is closed the proof is similar.

Lemma 5.4. Let A be a finite subset of I and let PA be the set of primes
p /∈ S such that fi(p) ∈ A. Then dens(PA) = µ(A).

Applying the Lemma to A = {z} it follows that dens(Pz) = µ({z}).

Proof. We define D and Kσ as in the previous paragraphs.
Let KA ⊂ K be the inverse image via ψ of the finite set A; we have that

p ∈ PA if and only if sp ⊂ KA.
We split K as K = K ′ tK ′′; where K ′ =

⊔

σ∈DKσ and K ′′ =
⊔

σ/∈DKσ.
Then intersecting with KA we have the decomposition KA = K ′

A tK ′′
A and

similarly PA = P ′
A t P ′′

A.
The set K ′

A is the union of K0-coset on which ψ is constant and this
constant value lies in A. Notice thatK ′

A is open and closed hence measurable.
By Lemma 5.3 it follows that dens(P ′

A) = µK(K ′
A) = µdisc(A). On the other

hand K ′′
A is closed, analytic with empty interior since K has a real analytic

structure. So it follows that dens(P ′′
A) = µK(K ′′

A) = 0. Thus we have
dens(PA) = dens(P ′

A) = µdisc(A) = µ(A).

Lemma 5.5. Let A ⊂ I be an open interval. Then PA has density equal to
µ(A).

Proof. Denote with A the topological closure of A in I and with ∂A the
boundary of A. From the previous lemmas we know that

lower-dens(PA) ≥ µ(A) ,
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upper-dens(PA) ≤ µ(A) ,

dens(P∂A) = µ(∂A) .

Since upper-dens(PA) = upper-dens(PA)− dens(P∂A) we can conclude that

upper-dens(PA) ≤ µ(A)− µ(∂A) = µ(A) .

Using the following relation

µ(A) ≤ lower-dens(PA) ≤ upper-dens(PA) ≤ µ(A) ;

we get that PA has a density and dens(PA) = µ(A).
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Chapter 6

Example of a chosen elliptic

curve with CM

The Sato-Tate conjecture holds in the case we are considering elliptic curves
with complex multiplication. In order to understand how this has been
proved, we investigate an example.

In this chapter we will consider the elliptic curve E defined by the poly-
nomial Y 2 = X3 − X and we want to find the Sato-Tate group for this
curve.

The general proof proceed in two main steps.

(i) Construction of a Hecke character ψ defined on the ideals of the CM -
field such that for every prime p ∈ Z we have that

ap = ψ(p) + ψ(p)

where p is a prime ideal in the CM -field over p. Hence we can write
the L-function of the elliptic curve as an L-function of a number field.

(ii) Deduce the equidistribution of the values ap
p1/2

studying the analytic
properties of the L-function.

6.1 Multiplicative characters

In this section we want to give a framework of multiplicative characters of a
finite field, and see some applications of them in order to count solutions of
equations modulo prime integers. We will mainly follow [IR 82] as reference.

Finally we introduce the quartic residue character for a prime ideal p ⊂
Z[i].
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6.1.1 Basic properties of multiplicative characters

Definition 6.1. A multiplicative character on Fp is a group homomorphism
χ : F∗

p → C∗. We denote with F̂p the group of multiplicative characters on
Fp.

Clearly F̂p is a group by means of the following definitions:

(i) if χ and λ are two characters, then χλ is the map that takes a ∈ F∗
p to

χ(a)λ(a),

(ii) if χ is a character, then χ−1 is the map that takes a ∈ F∗
p to χ(a)−1,

(iii) let ε the unitary character defined by ε(a) = 1 for every a ∈ F∗
p.

Proposition 6.1. The group F̂p is cyclic of order p− 1.

Proof. We know that F∗
p is a cyclic group, let denote with g a generator. A

character χ is uniquely determined by the value χ(g); since this value is a
(p− 1)-th root of unity, there are at most p− 1 multiplicative characters.

Define the character λ by λ(g) = e
2πi
p−1 . We conclude the proof noticing

that ε, λ, λ2, . . . , λp−2 are all distinct since they differ on the element g.

Characters are useful in counting solutions of equations as explained in
the following propositions. For our purpose we extend the character over Fp

setting χ(0) = 0 if χ 6= ε and ε(0) = 1.

Lemma 6.1. Let a be an element of F∗
p and n be a divisor of p− 1. Assume

Xn = a is not solvable in Fp, then there exists a character χ ∈ F̂p such that:

(i) χn = ε,

(ii) χ(a) 6= 1.

Proof. Let g be a generator of F∗
p. Define χ setting χ(g) = e

2πi
n . Then it is

clear that χn = ε and χ(a) 6= 1. Indeed if we write a = gm then χ(a) = e
2πim

n ;
this value is equal to 1 if and only if n|m but this is not possible, otherwise
gm/n would be a solution of Xn = a.

Proposition 6.2. Let N(Xn = a) be the number of solutions in Fp of the
equation Xn = a. If n|p− 1 then

N(Xn = a) =
∑

χ∈F̂p

χn=ε

χ(a).
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Proof. First of all we study the case a = 0. The equation Xn = 0 has only
one solution for X = 0. It is clear that

∑

χn=ε χ(0) = 1 since ε(0) = 1 and
χ(0) = 0 for χ 6= ε.

If Xn = a is solvable and a 6= 0, then Xn = a has exactly n solution.
Indeed, if b is a solution and g is a generator of F∗

p then all the elements

bg
k(p−1)

n for k = 0, 1, . . . , n−1 are distinct solutions. Moreover the characters,
whose order divides n, are exactly n; they are generated as a cyclic group by
the character ρ such that ρ(g) = e

2πi
n . Notice that for all the χ appearing in

the sum χ(a) = χ(bn) = ε(b) = 1 and so
∑

χn=ε χ(a) = n.
If Xn = a is not solvable, we denote T =

∑

χn=ε χ(a) and denote with ρ
the character described in Lemma 6.1. Then

ρ(a)T =
∑

χn=ε

ρ(a)χ(a) =
∑

χn=ε

ρχ(a) = T

since the group of characters of order dividing n form a group. Since ρ(a) 6= 1
we get T = 0.

6.1.2 Gauss and Jacobi sums

Definition 6.2 (Gauss sum). Let χ be a character on Fp and let a be an
element of F∗

p. A Gauss sum belonging to χ is

Ga(χ) =

p−1
∑

t=0

χ(t)ζat

where ζ = e
2πi
p .

Lemma 6.2. If χ 6= ε, then |G1(χ)| = √
p.

Proof. First we notice that

χ(a)Ga(χ) = χ(a)
∑

t

χ(t)ζat =
∑

t

χ(at)ζat = G1(χ).

It follows that

Ga(χ)Ga(χ) = χ(a−1)χ(a−1)G1(χ)G1(χ) = |G1(χ)|2.
On the other hand,

Ga(χ)Ga(χ) =
∑

t

∑

s

χ(t)χ(s)ζat−as.

We recall that
∑p−1

t=0 ζ
at, by simple computation, is equal to p if a ≡ 0 and

0 otherwise. Thus we get

(p− 1)|G1(χ)|2 =
∑

a∈F∗
p

Ga(χ)Ga(χ) =
∑

t

∑

s

∑

a

χ(t)χ(s)ζat−as = p(p− 1).
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Definition 6.3 (Jacobi sum). Let χ and λ be characters of Fp define the
Jacobi sum as

J(χ, λ) =
∑

a,b∈Fp

a+b≡1

χ(a)λ(b).

Proposition 6.3. Let χ and λ be non trivial characters of Fp then:

(i) J(ε, ε) = p,

(ii) J(ε, χ) = 0,

(iii) J(χ, χ−1) = −χ(−1),

(iv) if χλ 6= ε, then J(χ, λ) = G1(χ)G1(λ)
G1(χλ)

.

Proof. Part (i) is trivial.
To prove (ii) we notice that

∑

a∈Fp
χ(a) = 0. Indeed, if T =

∑

a∈Fp
χ(a)

and b ∈ Fp such that χ(b) 6= 1, then

χ(b)T =
∑

a∈Fp

χ(ba) = T

and hence T = 0. By this fact it follows immediately (ii).
Part (iii) follows by a simple computation:

J(χ, χ−1) =
∑

a+b≡1

χ(a)χ−1(b) =
∑

a+b≡1
b 6=0

χ(ab−1) =
∑

a

χ(a(1− a)−1)

The map a 7→ a(1− a)−1 gives a bijection between Fp \ {1} and Fp \ {−1}.
Thus

J(χ, χ−1) =
∑

a 6=−1

χ(a) = −χ(−1)

due to the fact used in part (ii).
To prove part (iv) notice that

G1(χ)G1(λ) =
∑

a,b

χ(a)λ(b)ζa+b =
∑

t

(

∑

a+b≡t

χ(a)χ(b)

)

ζt.

If t = 0 , since χλ 6= ε we have
∑

a+b≡0

χ(a)λ(b) =
∑

a

χ(a)λ(−a) = λ(−1)
∑

a

χλ(a) = 0 = χλ(0)J(χ, λ).

If t 6= 0, we get
∑

a+b≡t

χ(a)λ(b) =
∑

a+b≡1

χ(ta)λ(tb) = χλ(t)J(χ, λ).
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In the end by a simple substitution we get

G1(χ)G1(λ) =
∑

t

χλ(t)J(χ, λ)ζt = G1(χλ)J(χ, λ).

Corollary 6.1. If χ, λ and their product χλ are non trivial characters, then
|J(χ, λ)| = √

p.

Proof. Combine part (iv) of Proposition 6.3 and Lemma 6.2.

6.1.3 The quartic residue symbol

In this section we will denote with K the field Q(i), where i is a solution of
the equation X2 + 1 = 0 and with OK the ring of integer Z[i]. We recall
that Z[i] is a principal ideal domain.

Remark 6.1. Let p ∈ Z be a prime integer: according to how the polynomial
X2 + 1 decomposes in Fp we deduce that:

(i) if p ≡ 1 (mod 4) the the ideal pOK = pp where p = (π) and p = (π)
and the residue fields have cardinality p,

(ii) if p ≡ 3 (mod 4) the ideal pOK is still a prime ideal and the residue
field has cardinality p2,

(iii) if p = 2 the ideal 2OK decomposes as p2 where p = (i+ 1)OK .

Moreover we will denote with N the norm function: where the norm of
an ideal is the cardinality of the residue field. It is a well known fact that the
norm is a multiplicative function (as a consequence of the Chinese remainder
theorem). Furthermore N (aOK) = aa.

Irreducible and primary elements

Definition 6.4 (Irreducible element). An element π ∈ OK is irreducible if
the ideal πOK is prime.

We already know the irreducible elements by Remark 6.1.

Definition 6.5 (Primary element). A non-unit α ∈ OK is primary if α ≡ 1
(mod q3), where q = (i+ 1)OK .

Lemma 6.3. Let α ∈ OK be a non unit and let q = (i + 1)OK . If α /∈ q,
then there exists a unique unit u such that uα is primary.
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First of all we recall that the units in OK are in {1,−1, i,−i}.
Since α /∈ q it follows that if α = a + ib, then a and b have different

parity.
Notice that q = (2 + 2i)OK . The condition α primary is equivalent to

α− 1

2 + 2i
=
a+ b− 1

4
+ i

b− a+ 1

4
∈ Z[i]

and hence equivalent to a + b ≡ 1 (mod 4) and a − b ≡ 1 (mod 4). This
happens when a ≡ 1 (mod 4) and b ≡ 0 (mod 4) or a ≡ 3 (mod 4) and b ≡ 2
(mod 4). Since a and b have different parity we can find a unit u such that
uα is primary. The uniqueness of this unit follows from the fact that all the
units in OK are still distinct modulo q3.

The quartic symbol

Definition 6.6. Let p be a prime ideal in OK such that N (p) 6= 2 we define
the quartic residue character χp : OK/p

∗ → C∗ as follow: χp(α) = ij such
that α(N (p)−1)/4 ≡ ij (mod p).

This character is well defined since α(N (p)−1)/4 is a solution of the equa-
tion X4 − 1 = 0 modulo p. Since N (p) 6= 2 and hence p 6= (i + 1)OK it
implies that 1, i,−1,−i are distinct in the residue field and so they are the
only solutions of the equation X4 − 1 = 0.

Proposition 6.4. Let p be a prime p ≡ 1 (mod 4). Let p a prime ideal
in OK such that N (p) = p. Consider the quartic residue character χp :
OK/p

∗ ∼= F∗
p → C∗, then the value −χp(−1)J(χp, χp) is the only primary

generator of p.

Proof. First we notice that −χp(−1)J(χp, χp) is primary. Indeed,

J(χp, χp) = 2

p−1
2
∑

t=2

χp(t)χp(1− t) + χp

(

p+ 1

2

)2

.

Any unit in OK is congruent to 1 modulo (1+i)OK . Thus, modulo (2+2i)OK

we get

J(χp, χp) ≡ 2

(

p− 3

2

)

+ χp

(

p+ 1

2

)2

.

Since p ≡ 1 (mod 4), then p ≡ 1 (mod 2 + 2i). Furthermore we have that

χp

(

p+ 1

2

)2

= χp(2)
−2 = χp(2)

2 = χp(−i(1 + i)2)2 = χp(−1)

It follows that:
J(χp, χp) ≡ −2 + χp(−1).
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Thus
−χp(−1)J(χp, χp) ≡ 2χp(−1)− 1 ≡ 1

where the last congruence holds since χp = ±1.
Secondly we prove that −χp(−1)J(χp, χp) ≡ 0 modulo p. Let g be a

generator for F∗
p. Then modulo p we get

J(χp, χp)) ≡
p−1
∑

t=1

(t)
p−1
4 (1− t)

p−1
4 =

p−1
∑

k=0

(

g
k(p−1)

4 − g
k(p−1)

2

)

.

Denote x = g
p−1
4 and y = g

p−1
2 ; notice both x and y are not 1. Thus

p−1
∑

k=0

xk +

p−1
∑

k=0

yk ≡ 0

since this value is already congruent to zero modulo p.
Now we deduce the thesis by Corollary 6.1. Indeed −χp(−1)J(χp, χp)

has absolute value p.

6.1.4 Local computation on the elliptic curve

In this section we want to compute the number of points of the elliptic curve
E defined by Y 2 = X3 −X over the residue field Fp. The discriminant of E
is 26 and so we will avoid the prime p = 2.

The number of points of the curve over Fp is NE(p) = 1 + Np where
1 stands for the infinity point, and Np for the number of “affine” solutions
hence the solution in Fp of Y 2 = X3 −X. First of all, in order to make the
character’s theory applicable, we transform our curve into the one defined
by U2 = V 4 + 4. The following maps

T (U, V ) =

(

1

2
(U + V 2) ,

1

2
V (U + V 2)

)

S(X,Y ) =

(

2X − Y 2

X2
,
Y

X

)

give a bijection between

{solutions of Y 2 = X3 −X} \ {(0, 0)}
S

.. {solutions of U2 = V 4 − 4}
T

oo

Hence we have NE(p) = 2 +Mp where Mp are the number of solutions of
the equation U2 = V 4 − 4.
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Case p ≡ 3 (mod 4)

We notice that every element in Fp is in the form ±w2. Indeed, consider the
map ϕ : F∗

p → F∗
p that sends a 7→ a2, since F∗

p
∼= Z

(p−1)Z we have the following
diagram:

F∗
p

∼=
��

ϕ
// F∗

p

∼=
��

Z
(p−1)Z

m2
// Z
(p−1)Z

where the map m2 is the multiplication by 2. Since p ≡ 3 (mod 4), we have
that p− 1 = 2k with k odd and hence Z

(p−1)Z
∼= Z

2Z × Z
kZ . The multiplication

by 2 induces an automorphism of Z
kZ , thus we conclude that F∗

p/ϕ(F
∗
p)

∼=
Z
2Z

∼= {±1}.
From this fact it follows that every square in F∗

p is a fourth power. Thus
Mp is equals to the number of solution of the equations U2 = V 2 − 4.

We use Proposition 6.2 to count the number of solutions.

Mp =
∑

a+b=4

N(U2 = a)N(V 2 = −b) =
∑

a+b=4

(ε(a) + χ(a))(ε(−b) + χ(−b))

where χ is the non trivial character on Fp of order 2. Since
∑

a∈Fp
χ(a) = 0,

we get that

Mp = p+
∑

a+b=4

χ(a)χ(−b) = p+ χ(−1)χ2(4)J(χ, χ).

Since χ = χ−1, Proposition 6.3 tells us that J(χ, χ) = −χ(−1) and hence
Mp = p− 1. We conclude that NE(p) = 2 + p− 1 = p+ 1.

Remark 6.2. Knowing the relation NE(p) = 1 + p − ap we get that ap = 0
for every prime p ≡ 3 (mod 4).

Case p ≡ 1 (mod 4)

Let χ be a character of order 4 of Fp and set λ = χ2 the non trivial character
of order 2. In this case we compute Mp as follow:

Mp =
∑

a+b=4

N(U2 = a)N(V 4 = −b) =

=
∑

a+b=4

(ε(a) + λ(a))(ε(−b) + χ(−b) + λ(−b) + χ−1(−b)).

Via simple manipulation, we find out

Mp = p+ χ(−4)λ(4)J(χ, λ) + λ(−4)λ(4)J(λ, λ) + χ−1(−4)λ(4)J(χ−1, λ)
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Now notice that since 4 and −4 are both square in Fp then λ(4) = λ(−4) = 1.
Moreover by Proposition 6.3 we have that J(λ, λ) = −λ(−1) = −1. Thus

Mp = p− 1 + χ(−4)J(χ, λ) + χ−1(−4)J(χ−1, λ)

Lemma 6.4. Let p be an odd prime, let λ a character of order 2 and η any
non trivial character of Fp. Then

J(λ, η) = η(4)J(η, η).

Proof. First of all we recall that by Proposition 6.3 we have that J(ε, η) = 0.
Thus

J(λ, η) = J(ε, η) + J(λ, η) =
∑

a+b=1

(ε(a) + λ(a))η(b) =

=
∑

a+b=1

N(t2 = a)η(b) =
∑

t

η(1− t2) =

η(4)
∑

t

η

(

1− t

2

)

η

(

1 + t

2

)

= η(4)J(η, η).

From the lemma it follows that χ(−4)J(χ, λ) = χ(−1)χ(24)J(χ, χ) =
χ(−1)J(χ, χ) and since χ−1 coincides with the character obtained from χ by
conjugation, we get

Mp = p− 1 + χ(−1)J(χ, χ) + χ(−1)J(χ, χ)

and hence

NE(p) = 1 + p+ χ(−1)J(χ, χ) + χ(−1)J(χ, χ).

Remark 6.3. When p ≡ 1 ( mod 4) we have found that ap = −χ(−1)J(χ, χ)−
χ(−1)J(χ, χ), where χ is a character of order 4.

We conclude this section with the following theorem.

Theorem 6.1. Suppose p a prime integer and p 6= 2. Consider the elliptic
curve E over Q then

(i) if p ≡ 3 (mod 4) then ap = 0,

(ii) if p ≡ 1 (mod 4) then ap = π + π where π is the primary generator of
the prime ideal p ⊂ OK lying over p.

Proof. The case p ≡ 3 (mod 4) follows by Remark 6.2. For the case p ≡ 1
(mod 4), it suffices to choose the quartic residue character χp of Defini-
tion 6.6 as character of order 4 over Fp , then by Remark 6.3 combined with
Proposition 6.4 we deduce that

ap = 1 + p−NE(p) = −χp(−1)J(χp, χp)− χp(−1)J(χp, χp) = π + π
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6.2 The L-function attached to an elliptic curve

Definition 6.7. Let E be an elliptic curve over Q and ∆ its discriminant.
Then we define the L-function of E as the Euler product

L(E, s) =
∏

p-∆

(1− app
−s + p1−2s)−1.

6.2.1 A Hecke charcter

Definition 6.8 (Hecke character). Let Q ⊂ L be a number field. Let OL ⊂ L
be the ring of integer and M ⊂ OL an ideal. A Hecke character modulo M
is a map χ from the ideals of OL to the complex number with the following
properties:

(i) χ(OL) = 1,

(ii) χ(I) 6= 0 iff there are no common prime ideal dividing I and M ,

(iii) χ(IJ) = χ(I)χ(J)

Since we know that every ideal of OL can be uniquely written as a product
of prime ideals it suffices to define χ only on prime ideals coprime with M .

Definition 6.9. Define χZ[i] to be the Hecke character modulo 4Z[i] on the
field K = Q(i) as the multiplicative map determined by χZ[i](p) = π where
π is the only primary generator of the prime ideal p.

Remark 6.4. By the definition we have that: if p ≡ 3 (mod 4) and hence
pOK is a prime ideal we have χZ[i](pOK) = −p.

Moreover we have that for every ideal A ⊂ OK the absolute value
|χZ[i](A)| = N (A)1/2. Indeed, if A is a prime ideal, this fact is trivial,
then the general statement follows since both the norm and the character
are multiplicative functions.

Remark 6.5. If α ∈ OK is such that α ≡ 1 (mod 4), then χZ[i](αOK) = α.

Proposition 6.5. Let E be the elliptic curve over Q defined by the equation
Y 2 = X3−X and χ = χZ[i] the character defined as in Definition 6.9. Then
L(E, s) = L(χ, s).

Proof. First of all recall that

L(χ, s) =
∏

p-4OK

(1− χ(p)N (p)−s)−1.

Then applying Theorem 6.1 we have that: if p ≡ 1 (mod 4), we decompose
pOk = pp, and we get

1− app
−s + p1−2s = (1− χ(p)N (p)−s)(1− χ(p)N (p)−s).
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On the other hand, when p ≡ 3 (mod 4) and hence pOK is a prime ideal we
have

1− app
−s + p1−2s = 1 + p1−2s = 1− χ(pOK)N (pOK)−s

So the factors of the Euler products that define both L(E, s) and L(χ, s) are
the same. Furthermore, they coincide as holomorphic functions where they
converge.

6.3 The equidistribution statement

In this section we give an idea of how the analytic properties of L functions
associated to a character are related to statements about equisdistribution.

We will state the an important theorem without giving a proof, followed
by the main steps that lead to it.

First of all we need to recall some definitions and properties of Ideles.
They can be found in [La 86].

Definition 6.10. Let {v} be a set of indexes, and for each v, let Gv be a
locally compact topological group. For all but a finite number of v let Hv

be a compact open subgroup of Gv. Then the restricted product of the Gv,
with respect to Hv, is the subgroup G of the direct product consisting of
elements all but a finite number of whose components lie in Hv.

Definition 6.11. Let K be a number field. Let {v} be the set of finite and
infinite places of K. Denote with kv the completion of K at the place v and
Ov the valuation ring when v is finite. Then the restricted product of K∗

v

with respect to the units O∗
v is called the Ideles group of K, by convention

we set O∗
v = K∗

v when v is real or complex. We will denote it with JK .

Remark 6.6. On the Idele group of K we define a norm. For each finite place
v, corresponding to a prime ideal p in the ring of integer, we have the p-adic
norm. While for the infinite places we consider the usual absolute value if v
is a real place, or the square of the absolute value if v is complex.

Now if a = (av)v ∈ JK we define the norm in this way:

||a|| =
∏

v

|av|v

This definition makes sense since |av|v = 1 for all but finitely many v.

Remark 6.7. The norm induces a continuous group homomorphism

|| · || : JK −→ R+

We denote with J0 the kernel of this map. Furthermore if we embed K∗ in
JK via the diagonal immersion we have that K∗ ⊂ J0. Indeed it follows from
the product formula.

46



Definition 6.12. A cycle c for K is a formal product of places of K with
respective multiplicity m(v)

c =
∏

v

vm(v)

such that: if v is finite m(v) is a positive integer, if v is an infinite place then
m(v) ∈ {0, 1}. Moreover m(v) = 0 for all but finitely many places.

In the case m(v) 6= 0 only for finite places, we can identify the cycle c

with the ideal
∏

v finite p
m(v)
v ⊂ OK where pv is the prime ideal corresponding

to the place v.
We want to extend the notion of being congruent to 1 modulo a cycle.

Definition 6.13. Let c be a cycle of K. We say that an idele a = (av)v is
congruent to 1 modulo c when:

(i) for every finite places v such that v|c (i.e. m(v) > 0) then av ≡ 1

modulo p
m(v)
v ,

(ii) if v|c and v is real then av > 0.

We denote with Jc ⊂ JK the subgroup of ideles congruent to 1 modulo c.

Remark 6.8. Letting
∏′ denote the restricted product, then

Jc ∼=
∏

v|c

Wc(v)×
∏′

v-c

K∗
v

where Wc(v) is defined as:

(i) If v finite, corresponding to the prime p, then Wc(v) = 1 + pm(v),

(ii) If v is real Wc(v) = R+,

(iii) If v is complex Wc(v) = C∗.

Proposition 6.6. For each cycle c we define Kc = Jc ∩ K∗ where K∗ is
embedded in JK via the diagonal immersion. Then

Jc/Kc
∼= J/K∗

Proof. We have the following diagram.

Jc // JK

Kc

⊂

// K∗

⊂

It easily follow the injectivity. While the surjectivity is a consequence of
approximation theorem.

47



6.3.1 Equidistributed sequences

We recall the definition of equidistribution.

Definition 6.14 (Equidistribution). Let F =
⋃

r Fr be a set which is the
union of finite set Fr, with r = 1, 2, 3, . . . such that Fr ⊂ Fr+1. Let G a
compact group with a measure µ defined on it. Let λ : F → G a map.
We shall say that F is λ-equidistributed if for every continuous function
ϕ : G→ C we have

lim
r→+∞

1

#Fr

∑

f∈Fr

ϕ(λ(f)) =

∫

G
ϕdµ.

Theorem 6.2. Let P be the set of prime ideals of a number field K. Let
τ : P → JK be the map defined as: for each prime p, select an element
πp ∈ K∗

p with p-adic norm 1, and let τ(p) having component 1 at all v
except vp at which it has component πp. We view P as filtered by the sets Pr

consisting of those p such that N (p) ≤ r. Let G be an abelian compact group,
and let σ : JK → G be a continuous homomorphism such that σ(J0) = G,
and whose kernel contains K∗. Let λ = σ ◦ τ , then P is λ-equidistributed in
G with respect to its Haar measure.

For the proof of this theorem we suggest to see [La 86].
Anyway, we want to illustrate the main reasons that lead to the theorem.

First of all, we have that instead of considering all the continuous function
ϕ : G → C we can reduce to the case where ϕ is an irreducible character of
G. Indeed the irreducible characters of G generates a dense subgroup of the
complex valued continuous function.

Then we know the value of
∫

g χ with respect to the Haar measure. We
have that

∫

g χ = 0 for every irreducible character but the trivial one; in this
case

∫

g χ = 1. The proof of this fact uses the invariance of the Haar measure
by multiplication by element of G.

The crux of this theorem is the relation between the λ equidistribution
of P and the fact that for every non trivial character χ of the group G we
have that

lim
r→+∞

1

#Pr

∑

p∈Pr

χ(λ(p)) = 0.

This link lies in the L function of the Hecke character χ ◦ λ. Indeed, the
statement above is implied by the fact that L(χ ◦ λ, s) is holomorphic on
<(s) ≥ 1 except for s = 1 where it can have a pole, and it has no zero on the
line 1 + it. This analytic property of this L function was proved by Hecke.

6.3.2 Application of the equidistribution statement

Let χ be the Hecke character defined in Definition 6.8. We want to apply

Theorem 6.2 to deduce the equidistribution of the sequence
{

χ(p)

N (p)1/2

}

p
in
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the circle S1 when p varies in the set of primes P of Z[i].

Proposition 6.7. Let χ be the Hecke character defined in Definition 6.8.

Then the sequence
{

χ(p)

N (p1/2)

}

p
when p varies in the set of primes P of Z[i],

is equidistributed in circle S1 with respect to the filtration given by norm.

Proof. Consider the cycle of Q(i) defined by c = q4 × v∞ where q is the
ideal over the prime 2 and v∞ is the only complex place of Q(i). Notice that
q4 = 4Ok, and this exactly the modulus of the Hecke character. Let τ be
the map described in the hypotesis of Theorem 6.2; we want to define a map
σ : Jc → S1 such that if p 6= q we have

στ(p) =
χ(p)

N (p)1/2
.

Moreover we require that σ(J0 ∩ Jc) = G. Let J c be the ideles subgroup

J c =
∏

v-c

O∗
K × {1} × · · · × {1},

we require that both Kc and J c are contained in the kernel of σ.
Indeed, if such σ exists, we can define a map σ′ : JK → S1 in this way

σ′ : JK �
JK
K∗

∼= Jc
Kc

σ−→ S1.

Notice that, when p 6= q, we have σ′ ◦ τ(p) = χ(p)

N (p)1/2
. Then applying

Theorem 6.2 we prove the equidistribution.
It remains to prove the existence of such σ. The request that σ is trivial

on J c define uniquely σ at the place v - c. Indeed we have

Jc
J c

∼=
∏′

v-c

K∗
v

O∗
K

×Wc(q)×Wc(v∞).

Let v be the place corresponding to a prime p. Recall that every element of
K∗

p can be written as uπrp for some u ∈ O∗
K and r ∈ Z. Then σ is uniquely

determined at the place v by the value that it assumes in τ(p), hence by the
condition σ ◦ τ(p) = χ(p)

N (p)1/2
.

Furthermore we define σ trivially on the component q. We have to define
σ for element in Wc(v∞) ∼= C∗. If α ∈ C∗ we define σ∞(α) = |α|α−1. Thus
for every idelic element a = (av)v we have σ(a) =

∏

σv(av).
The fact that σ(J0 ∩ Jc) = G is a consequence of the definition of σ at

the place v∞. Furthermore, if α ∈ Kc we have that

σ(α) =
χ(αOK)

N (αOK)1/2
α−1|α|
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where in this case we are extending the Hecke character multiplicatively to
fractional ideal. Combining the fact that α ∈ Kc and Remark 6.5 we get
that χ(α) = α and hence Kc is contained in the kernel. This conclude the
proof.

Let j be the complex conjugation restricted to element in S1. Let p be
a prime such that p ≡ 1 (mod 4). By the definition of the character χ it is
clear that if pOK = pp, then j(χ(p)) = χ(p).

Corollary 6.2. Let P1 be the set of prime integers with the property p ≡ 1
(mod 4). Let j be the restriction of the complex conjugation on S1 and let
λ : P1 → S1/{IdS1 , j} be the map defined by λ(p) = χ(p)

N (p)1/2
where p is

a prime in Z[i] lying over p. Then P1 is λ-equidistributed with respect to
filtered set Qr = {p ∈ P1 | p ≤ r}.

Proof. Keep the notation of Proposition 6.7. Let P3 be the subset of P such
that the element are those prime ideal lying over the integer prime p ≡ 3
(mod 4). Then the density of P3 in P is 0. Indeed let Qr be filtration in P
given by the norm Qr = {p ∈ P |N (p) ≤ r} then

dens(P3) = lim
r→+∞

#(P3 ∩ Qr)

#Qr
= lim

r→+∞

π(
√
r)

2π(r)
= 0

where π(r) is the function that counts the prime integers lesser equal than
r. So by Proposition 6.7 we have that the set P \ P3 is equidistributed in
S1.

Let τ : S1 → S1/{IdS1 , j} the quotient map and let ϕ : S1/{IdS1 , j} → C
a continuous function. Then

∫

S1/{IdS1 ,j}
ϕ =

∫

S1

ϕ ◦ τ = lim
r→+∞

1

#Qr

∑

p∈P\P3
p∈Qr

ϕ ◦ τ
(

χ(p)

N (p)1/2

)

=

= lim
r→+∞

1

2π(r)

∑

p∈P1

2ϕ ◦ λ(p) = lim
r→+∞

1

π(r)

∑

p∈P1

ϕ ◦ λ(p).

Thus we get the equidistribution.

6.4 The Sato-Tate group

Finally we are able to determine the Sato-Tate group related to the elliptic
curve E over Q defined by the equation Y 2 = X3 − X. In this case by
Sato-Tate group we mean the tern (K, ρ, {sp}p/∈S) defined in Definition 5.10
related to the set of cohomological data (E, 1).
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Compact group Define U to be the subgroup of SU2(C) whose ele-

ments are in the form xα =

(

eiα 0
0 e−iα

)

for α ∈ R
2πZ . Then define K to be

the normalizer of U inside SU2(C). Thus

K =

〈

U, γ =

(

0 1
−1 0

)〉

.

Notice that K as topological group, has two connected component: U and
the element of the form γU . Both of them are compact real Lie group of
dimension 1 hence isomorphic to S1.

Remark 6.9. We are looking at SU2(C) as a compact real Lie group. Hence
K has a natural induced real Lie group structure.

Linear representation As linear representation we consider the nat-
ural embedding

ρ : K ↪→ SU2(C) ⊂ GL2(C)

Conjugacy classes We notice that the space Cl(K) consists of the
following elements:

(i) K \ U make up a unique class with mass 1
2 with respect to the Haar

measure. A representative of this class is the element γ,

(ii) the conjugacy classes of U in K can be represent by diagonal matrices
xα with α ∈ [0, π] since xα and x−α are conjugate. The Haar measure
on such classes is 1

2πdα; its mass is 1
2 .

To define the sp we distinguish two cases: when p ≡ 3 (mod 4) (i.e. when p
is inhert in Z[i]) we put sp = [γ]. On the other hand, when p ≡ 1 (mod 4)
(i.e. when p completely splits in Z[i]) we use the character χ defined in
Definition 6.8, setting

sp =









χ(p)

N (p)1/2
0

0 χ(p)

N (p)1/2









where p is a prime ideal of Z[i] lying over p. Notice that if we choose the
other prime over p we get the same conjugacy class.

Axioms We recall some notation: let gp be the geometric Frobenius of
Definition 3.7, let h1E,` be the `-adic character given by the first cohomology
group of E. For all the prime integers but finitely many, we have that
h1E,`(gp) = ap. Thus by Theorem 6.1, we get that ap

p1/2
= Tr(ρ(sp)). Indeed,

when p ≡ 3 (mod 4) we have that

ap

p1/2
= 0 = Tr(γ) = Tr(ρ(sp)),
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while when p ≡ 1 (mod 4), if we denote with p a prime ideal in Z[i] lying
over p, we get

ap

p1/2
=
χ(p) + χ(p)

N (p)1/2
= Tr(xp) = Tr(ρ(sp)).

To show that K is exactly the Sato-Tate group of E we need to show the
equidistribution of the classes sp.

Proposition 6.8. The conjugacy classes {sp}p are equidistribuited in Cl(K)
with respect to tha Haar measure.

Proof. We denote with P the set of prime integers, with P3 the set of prime
integers p ≡ 3 (mod 4) and with P1 the ones such that p ≡ 1 (mod 4). Since
dens(P3) =

1
2 and for each element of P3 the conjugacy class sp is the class

of [γ] whose Haar measure has mass exactly 1
2 , it suffices to show that the

classes [xp] for p ∈ P1 are equidistributed in ClK(U). It follows from the
Corollary 6.2.

Indeed we have a diffeomorphism S1 → U ; if we see S1 as the subgroup
of C∗ made up of elements of norm 1 the diffeomorphism sends an element

a ∈ S1 in the matrix

(

a 0
0 a

)

. Since the action by conjugation by γ ∈ U is

defined by

γ−1

(

a 0
0 a

)

γ =

(

a 0
0 a

)

then the equidistribution of the sp for p ∈ ClK(U) is equivalent to the equidis-

tribution of the element χ(p)

N (p)1/2
in S1/{IdS1 , j} with respect to the Haar mea-

sure induced by S1 where with j we denote the restriction of the complex
conjugation to S1.

Corollary 6.3. Let E be the elliptic curve defined over Q by the equation
Y 2 = X3−X. Then the sequence {ap/p1/2}p when p varies in the primes of
good reduction for E, is equidistributed in [−2, 2] with respect to the measure
µ = 1

2δ0 +
1
2µ

cont where µcont is defined by

µcont(f) =

∫

[−2,2]
f(x)

1

2π
√
4− x2

dx.

Proof. We know that K is the Sato-Tate group of E. Then it suffices to
show that µ is the pushforward of the Haar measure on Cl(K) via the map
given by the trace. Then using the equidistribution of the classes {sp}p in
Cl(K) we get our claim.
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