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ABSTRACT
Video producers, in telling a news story, tend to repeat im-
portant visual and speech material multiple times in adja-
cent shots, thus creating a certain level of redundancy. We
describe this phenomenon, and use it to develop a frame-
work to incorporate redundancy for cross-channel retrieval
of visual items using speech. Testing our models in a se-
ries of retrieval experiments, we find that incorporating the
fact that information occurs redundantly into cross-channel
retrieval leads to significant improvements in retrieval per-
formance.
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Systems Applications]: H.4.2 Types of Systems; H.4.m
Miscellaneo us

General Terms
Algorithms, Measurement, Performance, Experimentation

Keywords
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1. INTRODUCTION
Millions of people view digital multimedia every day. Pre-

cise numbers are volatile and difficult to estimate, but pop-
ular video portals YouTube and Dailymotion recently re-
ported 100 million1 and 16 million2 respective daily page
views. This explosion of video popularity is coupled with an

1http://www.youtube.com/press_room_entry?entry=
jwIToyFs2Lc
2http://www.timesonline.co.uk/tol/news/world/
article638866.ece
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explosion in the amount of online digital content, provided
by large user communities but also by news broadcasters,
educational institutions, public archives and museums, to
name just a few examples. Commercial navigation tools tra-
ditionally rely on metadata such as tags or proximate text
to locate the right video for a particular search, an approach
which is limited by the extent to which humans are willing to
manually annotate each video. This limitation has sparked
increased research efforts into content-based video retrieval.
In the content-based approach, videos are returned based on
the images and sound formed by their pixels and audio bits,
rather than metadata that happens to be associated with
them [12].

Video conveys information through multiple channels, such
as speech, music, movement, and images. Each of these
channels is temporally governed. As we watch a video seg-
ment, we gain understanding of its content by integrating
different forms of information over time. News video pro-
ducers, in order to make the information in video easier to
absorb, often build in redundancy : the phenomenon that in-
formation that is important to the video is repeated several
times in multiple shots, both within the same channel and
across multiple channels. For example, important subjects
on the screen may also be mentioned in the dialogue. In this
way, if we are temporarily distracted from listening to the
dialogue or looking at the screen, we still have an idea of the
semantic content of the video.

Our working assumption is that redundancy of the type
described above can be used to improve the effectiveness of
video retrieval. In this paper we are especially interested in
using redundancy—both within a single channel and across
channels—to improve the effectiveness of speech-based re-
trieval of visual items. To be able to address this issue we
first examine the redundancy phenomenon itself. Let us ex-
plain. We call a shot visually relevant to an object, person,
or scene when that particular item can be visually observed
in the shot. Now, assuming that we know that a given shot
is visually relevant, how likely is it that a neighboring shot is
visually relevant as well? And if visual relevance does spread
out to neighboring shots, at which distance can you still ob-
serve the effect? The phenomenon is illustrated in Figure 1.
Here we see keyframes extracted from four consecutive shots
in a news broadcast featuring Tony Blair, the former prime
minister of the United Kingdom. The keyframes contain
similar visual and semantic subject matter, with Tony Blair
appearing in both shots 2 and 4. How systematic is this
phenomenon?

Let us look at another example of redundancy, this time



time visual 
channel

speech 
channel

visual
match?

speech 
match?

1

he also said that have 
spread frank with the iraqi 

issue, he and blair has 
different chirac said he is 
wrong to pay tax at the final 
will focus on the prime 

minister tony blair 

✘ ✔

2

co-operation between the 
two sides in accordance with 
the joint communique signed 
between the two countries 
will next week egypt to 
participate in international 
conference on iraq hopes 
that the two countries' 
leaders think that is to 

✔ ✘

3

arafat after passing the 
palestinian-israeli situation 

blair applying expressed 
the hope that palestine and 
israel to seize the opportu-
nity reopen peace process 
music of the palestinian 
elections can be elected by 

✘ ✔

4

practice and parts are 
planned in the middle east 
establishment of an inde-
pendent palestinian state 
and the middle east visit to 
britain's agenda also include 
lun time, in the evening 18 
british queen windsor castle 
in the state banquet

✔ ✘

Figure 1: Finding Tony Blair: an example of tem-
poral item distribution across the speech and video
channels

across channels. When objects are difficult to detect visu-
ally, a retrieval engine can look for clues in other channels.
For example, individual people such as Tony Blair or Sad-
dam Hussein tend to be very difficult for a system to detect
using only visual information. However, a news broadcast
showing Tony Blair is likely to mention his name several
times, and many state-of-the-art visual retrieval systems re-
port use of speech in their retrieval and/or concept detection
algorithms [3, 2, 15, 4, 1]. An interesting challenge emerges
here: the temporal mismatch that can occur between chan-
nels. While each channel is temporally cohesive in its own
right, the content may not be synchronized between them.
For example, in Figure 1 we see a displacement between the
mention of Tony Blair’s name in shot 1, and his appearance
in shot 2. It has been shown that named people are on aver-
age mentioned two seconds before they appear in broadcast
news [19]. We perform an investigation into the distribu-
tion of visual to visual relevance (i.e., how likely it is for
visual items to occur close together) and contrast this with
the distribution of cross-channel speech to visual relevance
(i.e., how likely it is for visual items to occur, given temporal
proximity to their mention in the speech channel).

Now, assuming that we have developed some understand-
ing of the redundancy phenomenon (i.e., a distribution to
model it), the next step is to try and exploit the phenomenon
to improve the effectiveness of speech-based retrieval of vi-
sual items. In a cross-channel retrieval system, we could
utilise redundancy, and more specifically, the tendency of
relevant subject matter to occur close together, by return-
ing temporally related shots at retrieval time. Returning to
Figure 1, if speech indicates that shot 4 is visually relevant,
there is an increased probability that surrounding shots are
also visually relevant. In this paper we find consistent redun-
dancy patterns within and across channels, and we propose
retrieval models that integrate these patterns to improve
cross-channel retrieval performance.

To sum up, our paper centers on the task of cross-channel
video retrieval, using speech to retrieve visual subject matter
and the potential of redundancy to improve retrieval effec-
tiveness. This gives rise to the central questions that we
focus on in this paper:

1. Given a query, how are visually relevant items dis-
tributed in video, and how can we characterize this
temporal distribution?

2. How can we characterize cross-channel redundancy while
taking into account the frequent temporal mismatch
between item occurrences in the speech and visual chan-
nels of video?

3. Can we model and use the resulting information so as
to improve cross-channel retrieval of visual items using
speech?

We address the first two questions by means of a large-
scale empirical exploration of real-world video data. We
incorporate the results of the exploration in a cross-channel
retrieval framework, which we use to test our assumptions
about the way in which temporal qualities of video might
be used to affect retrieval performance. Our main finding
is that we can achieve significant performance gains using
redundancy patterns detected in the empirical data distri-
butions.

The remainder of the paper is organised as follows. Sec-
tion 2 outlines previous work on the temporal distribution
of visually relevant material and the temporal mismatch in
cross-channel retrieval. Section 3 is exploratory in nature;
in it, we describe the redundancy phenomenon.

Section 4 outlines the retrieval framework in which we
incorporate various redundancy models, and in Section 5 we
describe the retrieval results and analysis. Conclusions are
presented in Section 6.

2. RELATED WORK
Work on redundancy in video retrieval that is related to

this paper can be divided into work investigating visual re-
dundancy and work investigating cross-channel redundancy.
Visual redundancy for video has been investigated by Yang
and Hauptmann [18], who calculate the transitional proba-
bility of a shot being visually relevant given that the previous
shot is visually relevant. The visual repetition of the same
item in multiple shots has been used in concept detection by
Van Gemert et al. [17]. It is worth pointing out that Yang
and Hauptmann [18] explore visual redundancy, but only for
one adjacent shot; we explore visual redundancy over many
consecutive shots.

Some of the most detailed work exploring cross-channel
redundancy and the temporal mismatch is that outlined by
Yang et al. [19]. They performed a detailed investigation
into the occurrence of the names of twenty people in speech,
and their appearance in the visual channel of broadcast
news. They found that on average a person appears about
two seconds after their name is mentioned in the speech
of the video. The distribution of each named entity was
approximated by a Gaussian model, and the authors found
that distributions of people occurring frequently in the news
shared similar mean values and standard deviations. They
went on to use the distribution models to propagate shot
relevance scores, and found that by propagating scores to



adjacent shots according to a time-based distribution they
were able to increase MAP by more than 30% over a flat
window-based approach. The main difference between our
work and the work by Yang et al. [19] is that they only ex-
plore cross-channel redundancy for 20 people. As we will see
below, we explore cross-channel redundancy for 363 concepts
and 94 topics. Furthermore, we use a power law rather than
a gaussian to model the distribution, which fits the data very
well when considering distribution across shots.

Finally, for our retrieval models we work in the setting
of generative language modeling [5, 8, 20]; specifically, to
incorporate redundancy models within a language model-
ing setting, we make use of the document expansion model
proposed by Tao et al. [16].

3. DISCOVERING REDUNDANCY
Here we describe our exploration addressing the first two

of our central questions, (1) given a query, how can we char-
acterize the temporal distribution of visually relevant items
in video?, and (2) how can we characterize cross-channel
redundancy while taking into account the frequent temporal
mismatch between item occurrences in the speech and visual
channels of video?

We start by describing our data set. After that we outline
the types of video items that we consider and our methodol-
ogy for obtaining empirical distributions, before uncovering
empirical distributions of redundancy within in the visual
channel, and across the visual and speech channel.

3.1 Data Set
The TRECVID [11] benchmark provides us with exten-

sive data about item occurrence within video. We utilize the
TRECVID data sets from the 2003–2006 benchmarking eval-
uations. These test collections yield over 300 hours of En-
glish, Arabic, and Chinese news broadcast video. The video
from the collections is associated with automatically gener-
ated boundary annotations for over 190,000 shots. Also in-
cluded are ASR transcripts for the datasets, and in the case
of Arabic and Chinese videos, machine translations of those
transcripts to English. In our experiments, we only con-
sider the (machine translated) English-language transcripts.
We further process the transcripts by removing commonly
occurring stopwords, and by reducing them to their mor-
phological roots using the Porter [9] stemming algorithm.

A total of 96 official TRECVID topics have been created
for the 2003–2006 test sets. Each topic consists of one or two
natural language sentences describing the visual content that
is desired from relevant shots, as well as multimodal exam-
ples. It is also accompanied by a ground truth of relevant
shots from the associated test set. After an examination of
the data we eliminated two topics, leaving us with a total of
94 topics for evaluation.3

Also, recent large-scale efforts have resulted in extensive
manual annotation of high-level features, or concepts. We
utilize the annotations for concepts made publicly available
as part of the MediaMill Challenge [13], as well as those
made available by the LSCOM effort [7]. We make use of
links between concepts and the WordNet thesaurus created

3Topics 0118 and 0119 were eliminated as the (C-SPAN)
videos containing the relevant shots were not accompanied
by ASR transcripts in that year, rendering it impossible to
find the relevant shots using transcripts alone.

by Snoek et al. [14], using the thesaurus synonyms (synsets)
to create a textual description of each concept. In addition,
for those named people that do not have an immediate entry
in the thesaurus, we add the name of the person to the
concept description. We use the annotation of [14] to remove
concepts duplicated between LSCOM and MediaMill, as well
as concepts with very few annotations. This results in a
combined set of 363 annotated concepts.

3.2 Video Items
As outlined in the previous section, the TRECVID datasets

are associated with visual annotations for two different types
of items: topics and concepts. It is important to distinguish
between the two, as they have different qualities. Topics
are formulated to reflect a searcher’s final information need.
Concepts, on the other hand, are formulated to provide a
searcher with building blocks to be used in the process of
fulfilling his or her information need. As a result, topics
tend to be more complicated than concepts. For example,
one topic statement is Find shots with one or more soldiers,
police, or guards escorting a prisoner, while the 363 concepts
include soldier, police officer, and prisoner.

Another difference between topics and concepts is in the
way they are textually described. The topic statements we
use are natural language statements, while we use thesaurus
terms for the concepts. Thus, topic statements tend to con-
tain more adjectives and verbs than concept descriptions.

3.3 Methodology
In order to answer our first research question (about the

temporal distribution of visually relevant items in video), we
have to characterize the redundancy of a visually relevant
video item across time. Our approach in answering this
question follows the quantitative approach taken by Yang
and Hauptmann [18], who are interested in the transitional
probability of a shot e being visually relevant to an item,
given that the previous shot d is visually relevant. We extend
the approach to include shots more than one step away from
d, in order to allow us to calculate the distribution of tran-
sitional probabilities over a shot neighbourhood. The tran-
sitional probability is then indicated by p(en = VR|d = VR),
where VR indicates that a shot is visually relevant, and n
is the number of shots between e and d. In cases where e
occurs before d, n is negative. We use the ground truth as-
sessments of VR to calculate the transitional probability of
an item at offset n according to

p(en = VR|d = VR) =
c(en = VR, d = VR)

c(d = VR)
(1)

where c(en = VR, d = VR) is the count of the shot pairs
where both en and d are visually relevant to the item, and
c(d = VR) is the total number of visually relevant shots in
the collection. When en is outside the beginning or end of
the video, we smooth with the overall background probabil-
ity of the item occurring in the test collection.

To answer our second research question (about the tem-
poral mismatch between the speech and visual channels) we
calculate the transitional probability of en given that d has
a match in the speech channel. Substituting the speech rel-
evance, SR of d into Eq. 1 this gives

p(en = VR|d = SR) =
c(en = VR, d = SR)

c(d = SR)
, (2)
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Figure 2: Average probability of a shot being vi-
sually relevant, based on the offset from a known
visually relevant shot

where we say that d = SR when the speech associated with
the shot matches one of the words of the item description.
Speech relevance may be assessed in other ways, but in ini-
tial experimentation not outlined here we found the binary
match method to achieve comparable results to more com-
plicated methods, for example by using cosine similarity.

3.4 Redundancy in the Visual Channel
Figure 2 addresses the following question: given that the

current shot contains a visually relevant item, what is the
probability that an adjacent shot is also visually relevant?
The graphs are centered around the known visually relevant
shot in the middle; along the X-axis we plot the distance
from this shot as measured in terms of the number of shots.
In Figure 2 concepts and topics are plotted separately, and
we see that their curves exhibit a very similar shape. They
are both symmetrical, each graph peaks sharply at the shot
offset of 0 (the known visually relevant shot), and each graph
smoothes out to the background probability that any ran-
dom shot is visually relevant. We see that the concept curve
smoothes out to a higher background probability than the
topic curve. This illustrates that concepts, on average, tend
to have more relevant shots in the collection than topics.

3.5 Redundancy Across Channels
Figure 3 shows the average transitional probability of vi-

sual relevance, given that speech of a shot contains an item
word. Noting the scale difference between this figure and
Figure 2, we see evidence of cross-channel redundancy for
both topics and concepts: there is a clear peak in proba-
bility of visual relevance close to the point where a speech
match occurs.

Furthermore, we see evidence of a cross-channel mismatch
for concepts, where the average transitional probability peaks
at the shot after a speech match occurs. Topics do not share
this displacement. This is somewhat surprising: topics and
concepts are similar in that they both request visual infor-
mation, and so we might expect them to share any properties
of displacement. We speculate that the displacement might
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Figure 3: Average probability of a shot being vi-
sually relevant, based on the offset from a known
textually relevant shot

be affected by the more elaborate use of natural language
statements for topics, as opposed to (compact) thesaurus
synonyms for concepts.

We have now uncovered redundancy phenomena in video
retrieval; in the next section we will model these empirical
phenomena using power law functions and integrate them in
a retrieval framework.

4. RETRIEVAL FRAMEWORK
Now that we have uncovered redundancy phenomena in

video retrieval, both within a single channel and across chan-
nels, we turn to their use for improving retrieval effective-
ness. In this section we describe our retrieval framework,
and in the next section we put it to use. We start by out-
lining the language modeling setting in which we work; we
follow with a description of a document expansion technique
which we will use to incorporate redundancy. To this end
we propose models based on power law functions to capture
the empirical distributions described in Section 3. We end
with a description of the actual inclusion of those models in
our retrieval setting.

4.1 Retrieval Based on Language Modeling
We base our retrieval framework within the language mod-

eling paradigm. We choose language modeling as it is a theo-
retically transparent retrieval approach and has been shown
to be competitive in terms of retrieval effectiveness [5, 8, 20].
Furthermore, the philosophy behind language modeling fits
well with our retrieval wishes. Let us explain.

Our exploration of redundancy has shown that the visual
content of a shot is to some extent reflected in the speech of
surrounding shots. Therefore, we wish to adjust the speech
of each shot with speech from the surrounding shot neigh-
bourhood.

Now, the unigram language modeling approach assumes
that a document d is generated by a random sample of words
from a hidden document model θd, where θd is a document-
specific probability distribution. At retrieval time, for a
query q, each document is ranked with respect to the prob-



ability that q was generated by θd. Therefore, the essential
problem is estimating θd. A document is not necessarily a
complete reflection of its underlying model, and we can use
external information to help estimate θd. In our approach,
we will use speech from surrounding shots to help estimate
θd for each shot.

To give a brief description of the language modeling ap-
proach to retrieval, for a query q containing words w1, w2,
. . . , wm, and a document d with an estimated model θ̂d, we
rank d according to p(q|θ̂d) so that

p(q|θ̂d) =
X
w∈q

p(w|θ̂d).

A simple approach to determining p(w|θ̂d) is to use maxi-
mum likelihood estimation (MLE). MLE is simply the prob-

ability of a word in a document, given by c(w,d)
|d| where c(w, d)

is the count of w in d and |d| is the total number of words
in the document. However, the MLE assigns no probability
mass to unseen words, and in addition does not take into
account background probabilities of words that occur fre-
quently in the overall document collection. Therefore, some
type of smoothing is commonly used to adjust for (at least)
these factors. In our experiments we use the Jelinek-Mercer
smoothing method [20], as we have previously found this to
be a suited method for speech-based video retrieval [6]. This
method interpolates the maximum likelihood with the back-
ground collection language model θC . The Jelinek-Mercer
smoothing estimate is given by

p(w|θ̂d) = λ · c(w, d)

|d| + (1 − λ) · p(w|θC), (3)

where λ is a fixed parameter that controls the interpolation.
This is the model within which we work. Redundancy will
be integrated within our retrieval model by adjusting the
word counts c(w, d), as we will now explain.

4.2 Document Expansion
Document expansion is a technique originating from spo-

ken document retrieval that allows for incorporation of ex-
ternal evidence in a natural way [10]. In this approach,
a document is expanded and re-weighted with related text
at indexing time. Traditionally, this approach is used to
augment the original document with text from multiple re-
lated documents that have been obtained by some form of
feedback. In our approach, document ‘relatedness’ will be
assigned according to temporal proximity.

The technique outlined by Singhal and Pereira [10] was
specific to the vector space model approach and a certain
implementation of relevance feedback. Tao et al. [16] pro-
pose a more general model for document expansion, outlined
below, on which we build. To perform document expansion,
we use a corpus E to determine additional information about
every document d in a corpus C. At indexing time we use
word counts from d and from documents in E to create a
‘pseudo-document,’ d′. The word counts in d′, c(w, d′), are
adjusted from those in d according to:

c(w, d′) = α · c(w, d) + (1 − α) ·
X
e∈E

(γd(e) · c(w, e)), (4)

where α is a constant, e is a document in E, γ is our con-
fidence that e provides information that is useful for d, and
c(w, d) is the number of occurrences of w in d.

Placing this model in the context of temporally related
video data, we have the following:

• our original document is a shot d, and its associated
speech transcript;

• E is defined by the neighbouring shots within a window
of X shots;

• γ is the expectancy of speech from e describing visual
subject matter contained in d, given its offset n from
d;

• d is by definition the central member of E, and this
eliminates the need for α, which is replaced by the γ
value at offset 0.

This leads to a simplified expanded document model:

c(w, d′) =
X
e∈E

(γd(e) · c(w, e)), (5)

Below, we arrive at different retrieval models by making dif-
ferent choices for γ; then, Eq. 5 is used instead of the original
word count c(w, d) in Eq. 3.

4.3 Modeling Expectancy of Visual Relevance
Now, we need to determine the expected visual relevance

γ. We develop empirical models for γ directly from the
empirical distributions found at the end of Section 3. In
addition, we use power law functions to approximate the
empirical distributions in an attempt to find a simplified
model for γ.

Modeling γ from the empirical distributions, we normalize
the probabilities of each distribution so that γ = 1 at the
maximum value, and γ = 0 when the transitional probability
is equal to the background probability of the item occurring
anywhere in the test collection. The results can be seen in
the data points of Figures 4, 5, 6 and 7.

Furthermore, we use logistic regression on the data points
to develop power law models of the form γ = bxm, where
b and m are constant, and x is the absolute offset from the
shot with the highest visual relevance probability. In the
case of cross-channel redundancy, where the data-points are
asymmetrical on either side of the centre, we regress a sep-
arate power law function for each side of the curve. The
regressed power law curves are plotted in Figures 4, 5, 6
and 7, and each curve is labelled with the regressed formula
values. Interestingly, the curves for the visual redundancy
distributions are very similar to the simple natural harmonic
series { 1

1
, 1

2
, . . . , 1

x
}, or x−1. This is especially true for the

function describing concept redundancy, with the equation
0.9515x−1.0101 approaching that for the harmonic series. In
fact, the power law function shown in Figure 5 fits the har-
monic series so well that it largely obscures the harmonic
plot.

4.4 Integrating Redundancy
Finally, we need to put together the two main ingredients

developed so far: our retrieval framework and the various
choices for the expected visual relevance listed above.

We integrate redundancy into our framework by modify-
ing the γ function in Eq. 5. We consider five variations,
yielding five retrieval models (in addition to the baseline),
which we now describe:
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Figure 4: Expected visual relevancy for topics, based
on visual redundancy
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Figure 5: Expected visual relevancy for concepts,
based on visual redundancy

0. baseline no integration of redundancy; uses the model
described in Eq. 3;

1. flat γ = 1: all shots are expected to be equally visually
relevant;

2. speech data driven γ is determined by the empirical
cross-channel redundancy value at offset distance n;

3. visual data driven γ is determined by the empirical
visual redundancy value at distance n;

4. speech model driven γ is determined by a power law
approximation of cross-channel redundancy at distance
n;

5. visual model driven γ is determined by a power law
approximation of visual redundancy at distance n.
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Figure 6: Expected visual relevancy for topics, based
on cross-channel redundancy
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Figure 7: Expected visual relevancy for concepts,
based on cross-channel redundancy

5. RETRIEVAL EXPERIMENTS
In our retrieval experiments we use the retrieval frame-

work developed in Section 4 to address the following ques-
tions:

a) Can visual redundancy patterns be used to improve
cross-channel retrieval performance?

b) Can cross-channel redundancy patterns be used to im-
prove retrieval performance?

We test each of the retrieval models described in Section 4.4
using the data set and items described in Section 3. The
models are evaluated at increasing shot window sizes. As
our baseline we use a search using shot speech only (i.e., not
expanded to include speech from neighbouring shots).

We also have some subsidiary research questions for which
we seek answers in this section:
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models, using different window sizes

c) Do topics and concepts differ—in performance and,
more interestingly, in the effectiveness achieved by the
retrieval models that we consider?

d) Is there a difference in performance between the empir-
ical models on the one hand and the power law based
models on the other?

Results are evaluated using the standard Mean Average Pre-
cision (MAP) measure. We give an overview of our results
and describe them in further detail below.

5.1 Result Overview
Figures 8 and 9 provide MAP curves for each of the re-

trieval models that we consider, for both topics and con-
cepts, respectively. We see that redundancy based meth-
ods (models 2, 3, 4 and 5) consistently—i.e., for all window
sizes—outperform both the baseline (model 0) and the flat
method (model 1). In general we can observe that the MAP
scores initially increase as the window size increases, and
that they level off at a window size of around 10 for topics,
and around 15 for concepts. We also see that the perfor-
mance of the two cross-channel “speech models” (models 2
and 4) is very similar and that the performance of the two
“visual models” (models 3 and 5) is very similar. We see
that topics achieve better performance with models based
on visual redundancy, while concepts perform better with
models based on cross-channel redundancy. Furthermore,
we observe that models based on power law approximations
perform comparable to those based on empirical data points.

Table 1 provides an overview of the MAP scores achieved
by the baseline and the other five retrieval models that we
consider. Other than the baseline, the scores in the table are
all at a window size of 20 shots to either side of the current
shot.

5.2 Significance Tests
In Table 2 we show the values for significance test between

the scores of the different retrieval models, once again at a
window size of 20 shots. Significance testing was done using
the Wilcoxon matched-pairs signed-ranks test, at the 0.05
level.

The redundancy based models all performed significantly
better than model 0 (baseline) and model 1 (flat). Model 1
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Figure 9: Concept MAP scores for different retrieval
models, using different window sizes

Table 1: MAP scores for topics and concepts for
the baseline, and for the retrieval models at win-
dow size 20. The highest score for each item type is
highlighted in bold face.

Retrieval model Topic MAP Concept MAP
0. baseline 0.0405 0.0027
1. flat 0.0373 0.0095
2. speech data driven 0.0721 0.0124
3. visual data driven 0.0775 0.0114
4. speech model driven 0.0726 0.0122
5. visual model driven 0.0790 0.0115

in turn performed significantly better than the baseline for
concepts, however for topics it did not.

Looking at the differences between the redundancy based
models, we see that there are few significant differences for
concept retrieval results, likely due to the small magnitude
of the MAP scores. For topics, on the other hand, we see
the visual redundancy models 3 and 5 significantly outper-
forming the cross-channel redundancy models 2 and 4.

5.3 Differences between Topics and Concepts
While one should be careful comparing MAP scores across

different sets of queries, it is interesting to observe that the
retrieval performance differs substantially between topics
and concepts. Firstly, we find that our retrieval framework
produces consistently higher MAP scores for topics than it
does for concepts. As shown in Table 2, at window size 20
the highest score for topics is almost 6 times larger than
for concepts, with MAP scores of 0.0790 and 0.0124 respec-
tively. This holds across retrieval models, and indicates that
cross-channel retrieval generally works better for topics than
for concepts. In other words, topic words are more likely to
be mentioned in speech than concept words, which stands to
reason, as concepts tend to be expressed more concisely than
topics (with 4.6 vs 3.5 words on average, after stop word re-
moval). Informal analysis also indicates that topics may be
more likely to be mentioned in speech than than concepts,
with a higher fraction of requests for specific people, places,
and things.

Secondly, we find that topics and concepts differ in the
types of models that achieve the best performance. Topics



Table 2: Pairwise comparison of retrieval models
that integrate redundancy information. Significant
differences are in boldface. (Single digits in columns
and rows indicate retrieval models; 0: baseline; 1:
flat; 2: speech data driven; 3: visual data driven; 4:
speech model driven; 5: visual model driven.)

Concepts
0 1 2 3 4

1 0.0000
2 0.0000 0.0000
3 0.0000 0.0000 0.8671
4 0.0000 0.0000 0.1658 0.1459
5 0.0000 0.0000 0.3949 0.0021 0.09614

Topics
0 1 2 3 4

1 0.3439
2 0.0001 0.0001
3 0.0000 0.0000 0.0100
4 0.0000 0.0000 0.2488 0.0061
5 0.0000 0.0000 0.0063 0.1038 0.0015

achieve the highest performance using models based on vi-
sual redundancy, while concepts perform consistently better
under models based on cross-channel redundancy. We ob-
served in Section 3.5 that the visual occurrence of concepts
is displaced to one shot after their mention in speech. The
cross-channel redundancy model takes this into account, and
the results suggest that this is beneficial for retrieval. Topics,
on the other hand, are overall less affected by cross-channel
displacement, with visual relevance peaking at the same shot
where a topic is mentioned in speech. In this case, the visual
redundancy patterns seem to be a better descriptor of visual
relevance than cross-channel redundancy.

5.4 Power Law Approximations versus Em-
pirical Models

Retrieval models 4 and 5 are based on power law func-
tions that approximate the empirical data points used in
models 2 and 3. For topics we find that the power law
based retrieval models outperform the ones based on em-
pirical models, although the differences are not significant.
For the concepts a mixed message emerges: the empirical
model has a slight edge over the power law model in one
case (model 2 vs model 4) and vice versa in the other case
(model 3 vs model 5).

In sum, the significance tests in Table 2 show that the
retrieval models based on power law approximations do not
produce significantly lower MAP scores than those based
on empirical data.4 Hence, it seems safe to recommend the
use of power law based models for incorporating redundancy
within retrieval models.

5.5 Impact at the Item Level
Finally, we turn to an item-level discussion of the results.

Figures 10 and 11 show an overview, for topics and concepts
respectively, of the per-concept change in MAP between the
baseline and the best performing retrieval method at win-
dow size 20. On the whole, when there is a change, most
are positive. Taking into consideration changes of magni-
tude > 0.01 only, 47% of topics and 14% of concepts are

4At window size 20.
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Figure 10: Per topic change in MAP score when
comparing the optimal retrieval model at window
size = 20 to the baseline, sorted by improvement
over the baseline
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Figure 11: Per concept change in MAP score when
comparing the optimal retrieval model at window
size = 20 to the baseline, sorted by improvement
over the baseline

positively affected while 6% and 2%, respectively, are nega-
tively affected. The scale of change in the negative direction
is much smaller (+0.55 vs −0.09 for topics, and +0.36 vs
−0.03 for concepts).

Table 3 provides the text descriptions of items at the ex-
treme ends of the plots in Figures 10 and 11.5

6. CONCLUSIONS AND FUTURE WORK
In this paper we examined the redundancy phenomenon

in video retrieval, i.e., the phenomenon that in news video

5Preliminary investigations indicate that the redundancy
models tend to improve recall, by incorporating extra speech
clues for each shot, while maintaining a relatively high pre-
cision by taking redundancy patterns into account.



Table 3: Examples of topics and concepts affected
by redundancy models

Topics
Item Id ∆ MAP Text Description
0116 0.5542 the Sphinx
0114 0.3105 Osama Bin Laden
... ... ...
0109 −0.0747 one or more tanks
0106 −0.0864 the Tomb of the Unknown

Soldier at Arlington Na-
tional Cemetery

Concepts
Item Id ∆ MAP description
LSCOM292 0.3625 dog, domestic dog, Canis fa-

miliaris
MM007 0.3280 bicycle, bike, wheel, cycle
... ... ...
MM063 −0.0155 motorcycle, bike
LSCOM192 −0.0283 body, dead body

important information is often repeated several times, both
within and across channels. By examining the data sets
made available by TRECVID, we found redundancy pat-
terns in the video channel describing the extent to which vi-
sual items cluster together, and between the video channel
and the speech channel showing that speech is an indica-
tor of visual relevance. In the latter case we also observed
a temporal mismatch between topic/concept occurrences in
the speech and visual channels. One of the main contribu-
tions of the paper in this respect has been to explore vi-
sual redundancy over many consecutive shots, and explore
cross-channel redundancy for a large number of concepts and
topics, arriving at a power law distribution (rather than a
gaussian as proposed in the literature) to model the distri-
bution.

Additional contributions concerned the incorporation of
the redundancy phenomena that we uncovered into a re-
trieval framework—we considered both an empirical model
(directly reflecting the data) and a power law model fit-
ted to the data. These models were integrated into a lan-
guage modeling-based approach to retrieval, through the use
of document expansion. This way of incorporating redun-
dancy phenomena into a retrieval framework led to a sig-
nificant boost in retrieval performance. The improvements
were achieved both on topics (that tend to have a somewhat
elaborate textual description) and on concepts (with much
more concise descriptions). And, importantly, the power
law models of redundancy performed at least as well as the
empirical distributions.

As to future work, this paper generalizes redundancy pat-
terns over a large numbers of items, divided into topics and
concepts. We intend to explore other item typologies and
their effect on redundancy patterns. Another logical exten-
sion of this work is to investigate whether story boundaries
can be used to further refine the retrieval models. Finally,
this paper has concentrated on using redundancy phenom-
ena to improve speech-based retrieval of visual items. It
would be interesting to see whether these phenomena can
be utilised in other multimedia analysis tasks.
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