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ABSTRACT
Exposing query identification (EQI) is the task of identifying queries
for which it is likely that a retrieval system shows a given docu-
ment in its ranked list of retrieved documents. The purpose of EQI
mainly fits into the context of search transparency: to make the
user aware of queries for which a document they are about to pub-
lish, e.g., a tweet, would be retrieved in the top-ranked results of
a search engine. In this paper, we propose a method to make EQI
results explainable. The motivation for this is to enable users to
better understand why a query in the set of exposing queries (i.e.,
the output of the EQI system) exposes their content. As the first
work addressing explanations for EQI, we use query expansion as a
form of explanation, following prior work on explainability in doc-
ument retrieval. In addition, we propose an evaluation framework
for measuring the fidelity of explanations in expansion-based meth-
ods. Our evaluation using three retrieval models and two query
expansion methods shows that these expansion methods fall short
of achieving an ideal performance when being evaluated based on
our proposed fidelity measures. Moreover, we find that the fidelity
of explanations varies across different retrieval models. Our study
contributes to search transparency and facilitates future work on
explainability of EQI systems. Furthermore, our work offers insights
into challenges regarding quantitatively assessing the quality of
explanations in information retrieval systems.
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1 INTRODUCTION
Exposing query identification (EQI) is the task of retrieving a list
of queries that will expose a given document [3, 4, 13]. Showing
these queries to a content creator can warn them about potentially
sensitive content being exposed by a search engine. An exposing
query for a document is a query for which the document will be
shown to a user in the top-𝑘 of a ranked list of documents retrieved
by a document retrieval system. See Figure 1 for an illustration.
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Figure 1: Document retrieval (a) and exposing query identifi-
cation (b, c). The document in yellow is the same across all
ranked lists in both systems. The ranked list of queries (b) is
the ground truth list of queries retrieved for the document
in yellow. The ranked list of queries (c) shows an example
output of an EQI system.

Prior work [4, 13] defines this task in the context of the search
transparency: it can help users gain a better understanding of how
search engines map queries to documents, resulting in higher trans-
parency of search engines to the user. Transparency is naturally
related to explainability [9, 10, 18, 28] where the goal is for the user
to understand how and why a retrieval or recommender system
returns a specific result [13].
Motivation. Prior work on EQI specifically focuses on formulating
the EQI task as a query retrieval problem: for a given document,
retrieve, from a query log, the queries that will show the document
in the ranked list. In this work, we adopt the same approach, and
contribute to search transparency by studying the explainability of
exposing query identification. The task we address is:

Given a document and a ranked list of exposing queries (re-
trieved by the EQI system), explain why these queries might
expose the given document in the retrieval system.

In this work, we define explainability of EQI as explaining why a
query in the list retrieved by the EQI system would expose a given
document in the document retrieval system. We focus on post-hoc
text-based explanations. We hypothesize that such explanations
could increase the usage of EQI systems, by providing transparency
to users who create content [13]. Explanations could be used in
a number of use-cases: (i) Content creator risk awareness: a user
might not be aware of the consequences of the content they are
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Document:
For these hot days, I decided to jump with these penguins! ...

Query: penguins hockey
Expansion terms: ice, club, league, pittsburgh

Query: arcademics
Expansion terms: game, penguin, jump

Figure 2: Examples of exposing querieswith their correspond-
ing expansion terms for a given document (a tweet in this
case). The expansion terms clarify to the user that the word
‘penguin’ has multiple meanings and the document might
be exposed for queries related to the other meanings.

sharing on social media. Providing an explanation of the retrieved
list of exposing queries may help to provide increased awareness
to the user with regard to the potential exposure of publishing
information online. For instance, an exposing query could be se-
mantically ambiguous or have multiple intents [28]; an epxlanation
should help the user understand why the exposing query would re-
trieve their content. (ii) EQI as recommendation: EQI can be viewed
as a task with a recommendation goal in which a content creating
user not only becomes aware of potential risks of their document,
but also receives recommendation of possible modifications that
could be applied to their document to prevent it from being exposed
by a specific query, or to make it exposed to more relevant queries.
Expansion-based explanation. To provide a text-based explana-
tion solution, we follow prior work [21] in using expansion terms
for the purpose of explaining a ranked list of documents. In this
approach, a set of expansion terms for a given query is shown to the
user. The idea behind this is that to a user, the connection between
a query and a document might not always be clear, e.g., because
there is no lexical overlap between the query and the document
and a search engine can still identify the document as relevant to a
query because of semantic similarity. The query expansion model
serves as an interpretable term-based ranking model to mimic the
complex document ranking model to be interpreted [2, 14]. In other
words, the expanded query terms act as an explanation for the
intent perceived by the complex ranking model [2]. In contrast to
prior work, we do not use expansion to explain a ranked document
list but to explain a ranked query list in an EQI system. Figure 2
shows a document and two exposing queries of this document to-
gether with their expansion terms: the terms can indicate to the
user that words in the document have multiple meanings and the
search engine might expose the document to users who have a
completely different intent in mind.
Evaluation of explanation. While there are different dimensions
to evaluate the quality of explanations, we focus on fidelity-based
evaluation. Fidelity is used to measure how well explanations recon-
struct the original outcomes [2, 24]. Prior work on explainability
for document ranking models has also defined the fidelity as the
degree to which the explanations can replicate the ranked list for
the original query. For instance, Llordes et al. [14], Singh and Anand
[21] employ ranked list similarity metrics, e.g., Rank Biased Overlap
(RBO), to measure the divergence between the ranked lists with
and without the explanation [2].

EQI, however, is a two-sided retrieval setting [13] in the sense
that the EQI system mirrors the outcome of a document ranking
model, i.e., whether the query is exposing or non-exposing for a
document depends on the rank at which the document retrieval
system retrieves the document. For instance, if we assume that users
will only examine the top k documents, then a query that retrieves
the document at position k or less, is said to be exposing, otherwise
it is not considered to be exposing. Consequently, the quality of a
retrieved list of queries for an input document is also determined by
the document retrieval system (see Section 2). This “two-sidedness”1
imposes a new challenge on the evaluation of explanations for EQI
systems: how to evaluate the fidelity of the explained query in this
two-sided setting? To the best of our knowledge there is no prior
work on explainability of two-sided retrieval settings. In this work,
we define and provide two fidelity-based evaluation metrics with
which one can quantify how well the explained queries reflect their
corresponding original queries.

In summary, our main contributions are as follows:
(1) We propose explainability as an additional goal for exposing

query identification (EQI) in order to provide more transparency
of search systems by sketching the relation between a document
and the list of exposing queries.

(2) We address the explainability of EQI using query expansion-
based methods.

(3) We propose an evaluation framework for measuring the fidelity
of expansion-based explanations for EQI. Our work is the first
to study the evaluation of fidelity of explanations in a two-sided
retrieval setting.

2 PRELIMINARIES
We provide preliminaries for two lines of prior work for this paper,
namely evaluation of EQI and explainability of search engines using
query expansion. Table 1 lists the notation we use.
Evaluation of exposing query identification. The performance
of an exposing query identification system is evaluated using Ranked
Exposure List Quality (RELQ) as a two-sided metric [13], identify-
ing to what extent the retrieved exposing query list is the same as
the ground truth exposing query list:

RELQ(L𝑑 ) =
∑
𝑞𝑖 ∈L𝑑

𝜇𝑑→𝑞 (𝑞𝑖 ,L𝑑 ) · 𝑔𝑞𝑖∑
𝑞 𝑗 ∈L∗

𝑑

𝜇𝑑→𝑞 (𝑞 𝑗 ,L∗
𝑑
) · 𝑔𝑞 𝑗

. (1)

RELQ is a multiplicative metric accounting for (i) the EQI system
as 𝜇𝑑→𝑞 determines how a user inspects the queries in the list
of retrieved exposing queries L𝑑 , and (ii) the document retrieval
system as 𝑔𝑞 (the gain for query 𝑞) is determined by the level of
exposure the document retrieval system gives to document 𝑑 when
query 𝑞 is being issued (see [13] for more details).
Explainability with query expansion. Query expansion has
proved to be a successful method for resolving term discrepancies
between a provided query and the relevant documents within a col-
lection [7, 16, 17]. There are different approaches to expand queries
such as language modeling-based approaches [12], and thesaurus-
based expansion [25]. When presenting potential expansions to
1We follow prior work [13] in the use of the term “two-sided”. It can be found in
other retrieval settings, including query suggestion [13, 20], and differs from what
“two-sided” commonly refers to in the context of recommender systems.
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Table 1: List of notation.
Notation Description

D A collection of documents
Q A collection of queries
𝑑 An individual document
𝑞 An individual query
𝑞𝑒 An expanded version of query 𝑞
𝜆𝑑𝑞 Exposure status of document 𝑑 for query 𝑞

Document retrieval
L𝑞 A ranked list of documents for query 𝑞
L∗
𝑞 The ideal ranked list of documents for query 𝑞

𝑛𝑞→𝑑 Number of documents retrieved per query
𝜇𝑞→𝑑 A user browsing model for inspecting L𝑞

𝜌 (𝑑,L𝑞) Rank of document 𝑑 in L𝑞

Exposing query retrieval
L𝑑 A ranked list of queries for document 𝑑
L∗
𝑑

The ideal ranked list of queries for document 𝑞
L𝑒
𝑑

A ranked list of explained queries for document 𝑑
𝑛𝑑→𝑞 Number of documents retrieved per query
𝜇𝑑→𝑞 A user browsing model for inspecting L𝑞

𝜌 (𝑞,L𝑑 ) Rank of query 𝑞 in L𝑑

users, query expansion additionally serves as an interpretable tech-
nique for rephrasing queries [2, 21].

In terms of the explanation method, our work is related to work
by Singh and Anand [21] and Llordes et al. [14]. The former au-
thors propose a model-agnostic approach to interpret the intended
meaning of a query as perceived by a black-box ranker. To this aim,
they expand the user query and employ a simple lexical ranker
that can faithfully and accurately mimic the original ranker. Their
objective is to discover a group of query expansion terms that main-
tain the majority of the pairwise orderings in the resulting ranked
list of documents [2]. The expanded query terms are regarded as
an explanation for the intent understood by the original ranking
model [2]. Llordes et al. [14] introduce a similar approach; however,
instead of adding expansion terms, they generate an equivalent
query to faithfully approximate the performance of a neural ranker
(operating on the original user query) with a sparse lexical ranker
(operating on the equivalent query).

3 METHODOLOGY
In this section we describe our method for explaining the output
of an EQI system. We also formulate our fidelity-based evaluation
framework for explainablity of EQI.

3.1 Explanation method
We approach the explanation of a ranked list of exposing queries
produced by an EQI system using expansion methods following the
prior work [14, 21], as described in Section 2. Our method differs
in the sense that we do not us a simple lexical ranker to mimic
the original ranker. Instead, we employ the same ranking model to
perform the retrieval for the expanded queries. We use terms from
two query expansion-based methods: RM3 [12] and Bose-Einstein
1 (Bo1) [1].

3.2 Evaluation method
While different measures can be employed to evaluate explanations,
we focus on fidelity-based evaluation. We focus on formalizing the
evaluation of fidelity for the explainability methods and leave other
measurements (including human evaluation) to future work.

The goal is to explain query 𝑞 in L𝑑 in such a way that the
relevance (and consequently, the exposing status of a query for
document 𝑑) does not change fundamentally when expansion terms
are added. In other words, we require that the results of a document
retrieval systemon the expanded queries reflect the results of the
system on the original queries without explanation. We present
two metrics for measuring this fidelity.
Metric 1: Exposing status preservation (ESP). For the first met-
ric to measure the fidelity of explanations to the original document
ranking results, we define a fidelity constraint based on the expos-
ing status of a query with regard to a document. To formulate this
constraint, we first define an indicator function 𝜆𝑑𝑞 (𝑘) that deter-
mines the exposing status of a query 𝑞 for the document 𝑑 , given a
ranking cut-off 𝑘 for the ranked lists of documents:

𝜆𝑑𝑞 (𝑘) =
{
1 1 ≤ 𝜌 (𝑑,L𝑞) ≤ 𝑘

0 otherwise.
(2)

In other words, 𝜆𝑑𝑞 (𝑘) is equal to 1 if 𝑑 is ranked in the top-𝑘 ranked
list of documents retrieved for query 𝑞. Using 𝜆𝑑𝑞 (𝑘), we define a
variable for capturing the change 𝐶 in the exposing status of query
𝑞 as follows:

𝐶 (𝑑, 𝑞, 𝑞𝑒 , 𝑛𝑞→𝑑 ) = 1[|𝜆𝑑𝑞 (𝑛𝑞→𝑑 ) − 𝜆𝑑𝑞𝑒 (𝑛𝑞→𝑑 ) | = 0] . (3)

Now, the fidelity of the explained list of queries L𝑒
𝑑
to the origi-

nal list L𝑑 in terms of exposing status preservation (ESP) can be
formulated as:

ESP(L𝑑 ,L𝑒
𝑑
) =

𝑛𝑑→𝑞∑︁
𝑖=1

𝜇𝑑→𝑞 (𝑞𝑖 ,L𝑑 ) · 𝑔𝑞𝑖 . (4)

Here, 𝜇𝑑→𝑞 is the user browsing model and 𝑔𝑞𝑖 is the fidelity gain
for a query retrieved for 𝑑 in L𝑑 with 𝜌 (𝑑,L𝑞). We use DCG as the
user browsing model 𝜇𝑑→𝑞 in Eq. 4 to discount the absolute fidelity
gain (Eq. 4) and weigh the higher ranked queries:

𝜇𝐷𝐶𝐺
𝑑→𝑞

(𝑞𝑖 ,L𝑑 ) =
1

log(𝑖 + 1) . (5)

We estimate the fidelity of an explained query 𝑞 using the preser-
vation of its exposing status with regard to the document 𝑑 :

𝑔𝑞𝑖 = 𝐶 (𝑑, 𝑞𝑖 , 𝑞𝑒𝑖 , 𝑛𝑞→𝑑 ) . (6)

Accordingly, the fidelity of the explained list of queries L𝑒
𝑑
to the

original list L𝑑 , i.e., fidelity corresponding to document 𝑑 , can be
formulated as:

ESP(L𝑑 ,L𝑒
𝑑
) =

𝑛𝑑→𝑞∑︁
𝑖=1

𝐶 (𝑑, 𝑞𝑖 , 𝑞𝑒𝑖 , 𝑛𝑞→𝑑 )
log(𝑖 + 1) . (7)

Finally, a normalization is applied to the values achieved in Eq. 7.
The final ESP is estimated using an average over ESP(L𝑑 ,L𝑒

𝑑
) of

all documents in D.
To provide some intuitions, Figure 1 (c) shows an example of

ranked query list of 5 queries retrieved by the EQI system. Out of
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Figure 3: Retrieved query list L𝑑 (a) and its corresponding
re-ranked listU𝑑 (c), which is achieved using document re-
trieval system (b); (f) shows the re-ranked query listU𝑒

𝑑
when

performing document retrieval using explained queries. EOP
is estimated based on the correlation between the query lists
of U𝑑 (c) and U𝑒

𝑑
(f).

these five queries, 𝑞4 is non-exposing (NE) and the rest are exposing
(E). We argue that the expansion terms added to each query should
not change the exposing status of that query for the document to
correctly mirror the performance of the corresponding document
retrieval system which is shown in Figure 1 (b). In ESP (Eq. 4), the
exact rank of the document is not relevant, as long as the exposing
status of the query does not change. At best,2 such explanation
could result in the ranked list where the NE queries (here, 𝑞4) are
being ranked at the bottom of the list.
Metric 2: Exposing order preservation (EOP). The first proposed
metric ESP captures the fidelity to the exposing status of each query
(whether it is exposing or non-exposing). However, it does not
assess the degree to which the relative exposure level for document
𝑑 with respect to different queries is preserved. In other words, ESP
only accounts for point-wise fidelity of queries in L𝑑 and not for
fidelity of the explanations to the pairwise and listwise [15] order
of exposing queries in the ranked list L𝑑 . For instance, imagine 𝑞1
ranks a document at rank 1, and 𝑞2 ranks the same document at
rank 20. Now, if 𝑞𝑒1 ranks the document at rank 20, and 𝑞𝑒2 ranks
the document at rank 1, still both are exposing (with 𝑛𝑞→𝑑 = 20);
however, 𝑞𝑒1 and 𝑞𝑒2 are downgrading and upgrading the level of

2Assuming that there are only 5 queries to be ranked by EQI system.

Algorithm 1 EOP

for 𝑑 in D do
Retrieve 𝑛𝑑→𝑞 queries from Q → L𝑑

for 𝑞 in L𝑑 do
Retrieve 𝑛𝑞→𝑑 documents for query 𝑞 → L𝑞

end for
Re-rank queries of L𝑑 based on L𝑞 of all 𝑞 in L𝑑 →U𝑑

for 𝑞 in L𝑑 do
Expand 𝑞 → 𝑞𝑒

Retrieve 𝑛𝑞→𝑑 documents for query 𝑞𝑒 → L𝑞𝑒

end for
Re-rank queries of L𝑑 based on L𝑞𝑒 of all 𝑞 in L𝑑 →U𝑒

𝑑
EOP(𝑑) = Kendall (U𝑑 ,U𝑒

𝑑
)

end for

relevance respectively, which is equivalent to not reflecting the
performance of the system on the original queries.

To account for such pairwise and list-wise fidelity of explana-
tions, we propose another metric which we refer to as exposing
order preservation (EOP). To measure the preservation of the relative
exposure level of queries for a document, we leverage the similarity
between a re-ranked version of L𝑑 (the original retrieved list of
queries), which we refer to as U𝑑 (obtained based on the actual
exposing level of queries in L𝑑 ), and a re-ranked version of the
explained retrieved list of queries L𝑒

𝑑
, which we refer to as U𝑒

𝑑
(obtained based on the actual exposing level of queries in L𝑒

𝑑
). We

use the Kendall 𝜏 correlation coefficient to measure the similarity
between the two ranked list of queriesU𝑑 andU𝑒

𝑑
. The Kendall 𝜏

correlation coefficient returns a value of −1 to 1, where −1 indicates
perfect negative correlation and 1 shows a perfect match between
the two ranked lists. Algorithm 1 describes the computation of the
EOP metric for the test document set D. Figure 3 illustrates the
procedure to obtain the two query listsU𝑑 andU𝑒

𝑑
, based on which

we estimate the EOP. The final EOP is estimated using an average
over EOP(𝑑) of all documents in D:

EOP(D) = 1
|D|

∑︁
𝑑∈D

Kendall(U𝑑 ,U𝑒
𝑑
). (8)

4 EXPERIMENTAL SETTINGS
As this work is the first to study the explainability for EQI, we need
to establish the first experimentation for this task. We hope that our
proposal will facilitate further development of expansion methods
for explainability. To this aim, we use a benchmark and evaluate
three retrieval models as follows.

4.1 Benchmark
EQI experimentation requires a large query collection [4, 13]. We
use the FEVER dataset [23] from the BEIR benchmark [22]. This
dataset consists of 110K training queries and two sets of 6.7K queries
as development and test sets, respectively.

4.2 Ranking models
In our experiments, we leverage the following rankers, which are
two widely-used dense retrieval models:
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(1) ANCE [27]: a dense retrieval model based on BERT-base [8]
which mines hard negative documents using the model itself
during training.

(2) TCT-ColBERT: a dense retrieval model trained with knowledge
distillation using ColBERT [11] as the teacher model.

We perform EQI using models that are already trained on the MS
MARCO Passage Ranking collection. This reflects our application
scenario where the document retrieval system is given as-is and
not optimized for the task. In addition, we evaluate BM25 [19] as
a widely-used traditional lexical ranker. For both the document
retrieval system and the EQI system we use these models. The
use of retrieval models for EQI corresponds to the model-reversed
setting in prior work [13].

4.3 Test document set
To construct the test document set, we first retrieve documents for
all queries using the three ranking models listed in Section 4.2. Then
we select documents that are ranked at least one time (for one query)
in the top-𝑘 of the retrieved list of a query. Next, we aggregate the
set of these documents and select those at the intersection of all
three ranking models. This results in 25,454 documents. By doing
so, we have a single test collection across all models.

5 RESULTS
In this section, we address the following research questions:

(RQ1) What is the performance of the EQI models in terms of RELQ
(Eq. 1) when performing the query retrieval using expanded
queries?

(RQ2) What is the fidelity of our explainability method in terms of
exposing status preservation (ESP)?

(RQ3) What is the fidelity of our explainability method in terms of
exposing order preservation (EOP)?

5.1 RQ1: Results of exposing query
identification

The results of EQI in terms of RELQ [13] on the original and ex-
panded queries are shown in Table 2. The RELQ scores are around
0.5, indicating that retrieved queries are not completely the same
as the truly exposing queries. As we can see, EQI on queries ex-
panded with both RM3 and Bo1 expansion terms results in a small
improvement in the performance of EQI models in terms of RELQ
for ANCE. In contrast, EQI using expanded queries for BM25 and
TCT-ColBERT results in comparable performance to when the orig-
inal queries are used. Furthermore, we see that EQI on expanded
queries with either RM3 and Bo1 is comparable. To better analyze
this, we measure the similarity between the retrieved query list
of the two methods for each ranking model. We use Rank Biased
Overlap (RBO) [26]. RBO measures the similarity of two ranked
lists [5, 6] by considering the overlap and order of items at different
depths. It assigns higher weights to items at the top of the rankings
and gradually reduces the weight as it moves down the lists. The
RBO value ranges from 0 to 1, where 0 indicates no overlap between
the rankings, and 1 represents identical ranked lists [26]. Table 3
shows the RBO of the ranked query lists expanded with the terms
from two methods of RM3 and Bo1. The parameter 𝑝 in this table

Table 2: EQI results of query expansion on the FEVER test
set in terms of exposure list quality (RELQ). The document
retrieval for each category of models is its corresponding
base model, i.e., BM25, ANCE, TCT-ColBERT.

EQI-Model RELQ

BM25 0.4937
BM25 w/ RM3 0.4967
BM25 w/ Bo1 0.4964

ANCE 0.5097
ANCE w/ RM3 0.5262
ANCE w/ Bo1 0.5245

TCT-ColBERT 0.5357
TCT-ColBERT w/ RM3 0.5314
TCT-ColBERT w/ Bo1 0.5307

Brute force 1.000

Table 3: Rank Biased Overlap (RBO) between the ranked
query lists of EQI models using the expansion terms from
RM3 and Bo1 methods.

RBO

EQI Model 𝑝 = 0.9 𝑝 = 0.95 𝑝 = 0.97

BM25 0.6070 0.6211 0.6245
ANCE 0.5797 0.5865 0.5817
TCT-ColBERT 0.6338 0.6512 0.6550

determines the top-weightedness of the metric. While RM3 and
Bo1 show comparable EQI performance in terms of RELQ (Table 2),
their retrieved lists do not show high similarities (Table 3) across
all values of 𝑝 . This suggests that the EQI method is not sensitive
to differences in expansion terms from the two methods.

5.2 RQ2: Results of fidelity based on ESP
Table 4 shows the ESP fidelity scores (Eq. 7) with two settings
of evaluation: (i) using both exposing (E) and non-exposing (NE)
queries, and (ii) using only exposing queries. As we can see from
the results in the (E/NE) column, ANCE shows higher fidelity scores
than BM25 and TCT-ColBERT across all ranking cut-offs, and with
the expansion terms from both RM3 and Bo1 methods. This could
mean that, on average, for all documents inD, ANCE is more robust
to retrieval with the terms added to the queries by the expansion
methods.
Effect of non-exposing queries. The number of non-exposing
queries at each rank cut-off of the EQI output (averaged over all
documents inD) is also shown in Table 4. As can be seen, at higher
ranking cut-off values (𝑛𝑑→𝑞 ), there exist more proportion of non-
exposing queries. In addition, intuitively, non-exposing queries are
more robust in terms of changing the exposure status of a given
document as they are less relevant to the query.3 This could justify
the increase in the fidelity scores based on exposing status preser-
vation at higher cut-offs values in Table 4 under the (E/NE) column.
To further explore the effect of non-exposing queries (NE), the ESP
fidelity scores based on only exposing queries (E) are also reported

3Only a small proportion of queries would expose a document at their top ranked lists
of documents.
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Table 4: ESP w/ (E/NE) shows two-sided fidelity scores using the change in the Exposure Status over all exposing (E) and
non-exposing (NE) queries. ESP w/ (E) shows two-sided fidelity scores using the change in the Exposure Status over only
exposing (E) queries. Avg #NE represents the average number of non-exposing queries at a rank cut-off of EQI system.

ESP w/ (E/NE) ESP w/ (E) Avg #NE

Models @3 @5 @10 @3 @5 @10 @3 @5 @10

BM25 w/ RM3 0.7965 0.8122 0.8383 0.6693 0.6881 0.7103 1.089 2.122 5.215
BM25 w/ Bo1 0.7885 0.8047 0.8320 0.6604 0.6788 0.7013 1.098 2.127 5.197

ANCE with RM3 0.8384 0.8490 0.8691 0.6392 0.6640 0.6922 1.250 2.383 5.756
ANCE w/ Bo1 0.8444 0.8542 0.8731 0.6459 0.6697 0.6982 1.206 2.308 5.615

TCT-ColBERT w/ RM3 0.7824 0.7957 0.8210 0.6685 0.6840 0.7014 1.093 2.127 5.267
TCT-ColBERT w/ Bo1 0.7776 0.7922 0.8189 0.6622 0.6701 0.6913 1.078 2.096 5.202

Table 5: Two-sided fidelity scores using exposure order preser-
vation (EOP) metric.

EOP

Models @3 @5 @10

BM25 w/ RM3 0.4910 0.4072 0.3497
BM25 w/ Bo1 0.5037 0.4154 0.3549

ANCE w/ RM3 0.5106 0.4422 0.4110
ANCE w/ Bo1 0.5294 0.4633 0.4278

TCT-ColBERT w/ RM3 0.4348 0.3621 0.3140
TCT-ColBERT w/ Bo1 0.4489 0.3739 0.3261

in Table 4. As can be seen, taking only exposing queries into ac-
count results in lower fidelity scores than when both exposing and
non-exposing queries are counted towards the computation of ESP
fidelity. This indicates the role of non-exposing queries in higher
fidelity scores.

Moreover, in contrast to the results of ESP with (E/NE), ANCE
shows lower fidelity scores than BM25 and TCT-ColBERT in terms
of ESP with only (E). This could mean that the higher values of ESP
w/ (E/NE) for ANCE in comparison to BM25 and TCT-ColBERT
are rooted in the exposing status preservation of ANCE on non-
exposing queries, i.e., ANCE preserves non-exposing queries as
non-exposing ones more effectively than the two other models.

5.3 RQ3: Results of fidelity based on EOP
Table 5 shows the results of the three ranking models with ex-
pansion terms from RM3 and Bo1 in terms of EOP. As it can be
seen, similar to ESP, in terms of EOP, ANCE also shows higher
performance than BM25 and TCT-ColBERT when performing EQI
for their corresponding document retrieval system. This further
indicates the robustness of ANCE to retrieval with the terms added
to the queries by the expansion methods, as explored in RQ2. Figure
4 visualizes the ESP and EOP results at different EQI ranking cut-off
values for all ranking models using expansion terms from RM3.4
As it can be seen, in contrast to ESP where the performance of the
models increases at higher EQI ranking cut-off values, in terms of
EOP, the performance of models decreases in deeper ranks of EQI.
This indicates the difficulty of preserving the relative exposing level
of queries in comparison to preserving their exposing status as we
increase the number of queries in L𝑑 .

4Our findings were the same for Bo1.
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Figure 4: ESP and EOP at different EQI ranking cut-off values.

Furthermore, as we can see in Figure 4, ESP shows less variability
to the EQI ranking cut-offs in contrast to EOP which decreases with
a higher steepness in lower ranks. Besides, the performance gap
between ANCE and the two other models BM25 and TCT-ColBERT
in terms of EOP is further magnified at deeper ranking cut-offs.

6 CONCLUSIONS
EQI systems provide transparency of search engines by identifying
exposing queries for a given document, especially in the context of
content creators. Providing explanation for these exposing queries
is an additional goal introduced in this work to offer more insights
and transparency on how a document retrieval systemmaps queries
to documents. We specifically explored query expansion-based
methods to explain the list of queries retrieved by an EQI system.
Moreover, as there is no grounded work on evaluating the quality of
explanation in a EQI system, we proposed two metrics to evaluate
the fidelity of the explanations.

Our results with three retrieval models show that ANCE has
higher fidelity than BM25 and TCT-ColBERT in terms of exposing
status preservation as well as exposing order preservation. More-
over, the discrepancy between the results based on ESP and EOP
shows the importance of utilizing proper viewpoint as to measuring
the quality of explanations.

Our work is the starting point for follow-up studies on trans-
parency of search engines beyond document ranking, helping users
in their role as content creators to understand how search engines
might expose their content. In future work, we plan to conduct
human evaluations of the explanations for EQI methods to qualita-
tively assess their comprehensibility, i.e., how well do users under-
stand these explanations?
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