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Abstract
In this work we introduce pattrieval, an in-progress evaluation
framework for assessing the performance of retrieval-augmented
LLMs with respect to how they attribute their answers to the in-
put documents. We present the modular design of an evaluation
framework for metric-based and beyond-metric-based assessment
of attributive answer generation with retrieval-augmented LLMs.
Metric-based evaluation in pattrieval works based on a set of
evaluation metrics proposed in previous studies for the assessment
of attribution quality. For beyond-metrics-based evaluation, we pro-
pose a novel explanation-empowered attribution evaluation setup,
which will empower users to browse through attributed answers
and inspect the inner workings and the reasons behind the gen-
erated attributions. We demonstrate the utility of pattrieval by
evaluating the attribution performance of three LLMs (Mistral,
OpenChat, and Llama3).
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1 Introduction
In retrieval augmented generation (RAG) with large language mod-
els (LLMs), a set of top-𝑘 retrieved source documents is used as
the context to generate an answer for a given question [16]. LLMs,
however, have shown to be prone to generate hallucinated and
factually incorrect answers [4, 19]. Instructing LLMs to attribute
their answers to source documents has been studied as an approach
towards ensuring the verifiability of the output of these models
[2, 5, 7, 10, 13, 14, 17]. In this approach, an LLM is instructed to give
credit to the source document that provides the answer to the ques-
tion (see Figure 1). Attributing to the source that directly contains
the information prevents confusion for the readers and increases
their trust in the responses. They can easily verify the answer by
checking the cited source document. However, currently LLMs fall
short of perfectly grounding their answers on input source docu-
ments [2, 7, 18]. For example, in Figure 1 an irrelevant document is
cited by an LLM despite the response containing the correct answer
(Sebastian Vettel).

Moreover, LLMs are also known to exhibit and carry biases [19].
Abolghasemi et al. [2] show that LLMs can be sensitive and biased
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Figure 1: Attributive retrieval augmented generation using
three different LLMs as answer generator.

in how they attribute their answers to the source documents in a
RAG system. Specifically, they studied attribution sensitivity and
bias towards explicit authorship information of the source docu-
ments: how does knowing the author of source documents affect
the attribution of answers by LLMs? To answer this question, they
propose a systematic evaluation framework based on counterfactual
evaluation [3, 8, 9, 11, 22].

In this work, we extend [2] by (i) generalizing this evaluation
framework to other types of metadata contained within source doc-
uments, (ii) proposing a modular design for extending the work to
include explanation-empowered attribution evaluation. We bring
these features into a single evaluation framework in the format of
a Python library to which we refer as pattrieval (/pætrIval/).1
pattrieval provides a means with which one can measure (i)
the quality of attribution, (ii) attribution sensitivity with respect
to metadata information of input source documents for retrieval-
augmented LLMs, and (iii) attribution bias with respect to specific
categories of metadata. Given the widespread adoption of retrieval-
augmented LLMs in real-world applications, it is imperative to have
1Available at https://github.com/aminvenv/pattrieval.
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from pattrieval.data_utils import load_data_from_disk

from pattrieval.data_utils import data_preparation

from pattrieval.data_utils import load_prompts

patt_data = load_data_from_disk('/path/to/dataset/')

prompt_templates = load_prompts(rag_mode='base',

metadata_type='hai')

prep_patt_data = data_preparation(patt_data ,

rag_mode='base',

metadata_type='hai')

Figure 2: Code used for loading data and prompt templates.

Prompt 1: Prompt used for vanilla answer/attribution gener-
ation using [2]. This is the same across all three bias types.

Instruction: Write a concise answer for the given question
(query) based on the provided search result documents, and
cite them properly using [1][2][3] etc.

Please take these strict considerations into account
during answer generation:
1. Documents are retrieved by a search engine. As such, not
all the documents are relevant to the query. Only use and
cite the relevant documents that contain the answer.
2. Do not analyze irrelevant documents.

Search Results:

Document [1]({text of Document [1]})
Document [2]({text of Document [2]})
...
Document [10]({text of Document [10]})

Question: {query}.

systematic evaluation setups for benchmarking LLMs for responsi-
ble and unbiased generation. Our proposed evaluation framework
pattrieval provides a means for both metric-based and beyond-
metric-based assessment of retrieval augmented LLMs.

2 Modular Design
pattrieval consists of three main modules namely Data, Genera-
tion, and Evaluation, where the input data is curated and fed into
the generation pipeline, before the evaluation is performed. Here,
we provide an overview of these three modules.

2.1 Data Module
Figure 2 shows the code for loading and preparing the data using
the Data module. As we can see, there are two parameters used for
loading the prompt and preparing the data. Currently, pattrieval
supports three RAG modes (information settings) and three types
of metadata.
RAG Modes and Metadata. Following [2], we use three RAG
modes (i.e., information settings) used for answer/attribution gener-
ation. In Vanilla mode, we feed documents to the answer generator
LLMs without any labels. In informed (base) and counterfactual
mode (cf), relevant and non-relevant documents are labeled with
two different set of labels, L𝛼 and L𝛽 . L𝛼 /L𝛽 are determined by
user depending on the type of metadata:

Prompt 2: Metadata-informed (i.e., base and counterfactual
RAG modes) prompt for answer/attribution generation.

Search Results:

Document [1]({text of Document [1]}) (written by [Author])
Document [2]({text of Document [2]}) (written by [Author])
...
Document [10]({text of Document [10]}) (written by [Author])

Prompt 3: Metadata-specific consideration for gender bias.

· · ·
3. Some documents are authored by men, while others are
authored by women. We denote this distinction for each
document.
· · ·

Prompt 4: Metadata-specific consideration for racial bias.

· · ·
3. Some documents are authored by Black people, while
others are authored by white people. We denote this
distinction for each document.
· · ·

• ‘hai’: used for evaluation of bias with respect to human versus
AI (LLM) authorship for input documents (human/AI) [2].

• ‘gender’: used for evaluation of gender bias (man/woman).
• ‘race’: used for evaluation of racial bias (black/white).

Abolghasemi et al. [2] showed that regardless of the origin of input
documents, labeling the input documents with source information
affects the attribution quality of LLMs. We follow that work and
use the synthetic labeling of original documents.
Prompts. Prompt 1 shows the input prompt for vanilla answer/at-
tribution generation with LLMs. Prompt 2 shows how we inform
LLMs about the metadata of input documents. Additionally, we
add another consideration into Prompt 1 for each type of metadata.
While prior work [2] uses human-versus-AI authorship consid-
erations, we design appropriate prompts for two other types of
metadata, gender and race. Prompt snippets 4 and 3 show these
metadata-specific considerations.
Retrieval. In the current version of the library, the top-𝑘 retrieved
list of each query is assumed to be given by the benchmarks. This
list should contain a ground-truth document containing the answer
to the user query.

2.2 Generation Module
The generation module is used to generate answers supported with
attributions. The generation module uses models from the Hugging
Face Transformers library2 [21].
Models. pattrieval is compatible with various LLMs including
but not limited to Mistral3 [12], OpenChat4 [20] and Llama35 [6].
Generation. Figure 3 shows a sample code used for loading the

2https://huggingface.co/
3https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
4https://huggingface.co/openchat/openchat-3.6-8b-20240522
5https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct

https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
https://huggingface.co/openchat/openchat-3.6-8b-20240522
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
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from pattrieval.generation import ModelHandler

model_handler = ModelHandler(model_name =[ model_name],

device="cuda:1",

hf_token =[ hf_token],

temperature =[ temperature],

sampling =[True/False])

patt_output = model_handler.generate(prep_patt_data ,

prompt_templates)

Figure 3: Code used for loading and answer generation with
an LLM.

model using ModelHandler class which handles the generation
for a model specified with [hf-model-id]. As can be seen, the
ModelHandler accepts the following parameters which can be set
by the user:

• model_name: model names can be either Hugging Face
LLM identifiers or local paths.

• hf_token: if the LLM specified with model_name needs au-
thorized access by HuggingFace, hf_token needs to be set
with the user’s token.

• device: the GPU device id for loading the answer generator
model and its corresponding tokenizer.

• temperature: temperature is used to control the tempera-
ture of the LLM. Temperature is a parameter that controls
the probability distribution over possible next tokens during
the generation process.

• sampling: a binary variable (True or False) for using or not
using the top-𝑘 sampling during generation.

Generation Attribution Parser. One of the features of attribu-
tions by LLMs which is inspected in [2] is the confidence of LLMs
in their attribution to each document. To estimate the confidence of
an LLM in each attribution, they use the probability of generation
for the corresponding citation token (i.e., 1,2, . . . , etc.). As such,
during generation this probability is captured for the citations to-
kens using attribution parser. We note that parsing the attribution
during generation is not strictly required for the evaluation.

2.3 Evaluation Module
Evaluation Attribution Parser. The pattrieval evaluation mod-
ule can function as a standalone feature: user can run their own
answer generation and use pattrieval only for evaluation. The
only requirement for generated answers is to follow the citation
pattern as instructed in 1. As such, we use a different attribution
parser in the evaluation module supported by regex.
Attribution Quality. Given the ground-truth document which
contains the answer, and citations provided in an answer, we use
precision and recall to assess the quality of attribution for the
provided answer of an LLM. We note that this approach does not
evaluate the partial support of other documents in the set of top-𝑘
retrieved documents for query. We use scikit-learn6 library for
computing the precision and recall for each of the queries. Figure 4
shows the code snippet for evaluation of attribution quality.

6https://scikit-learn.org

from pattrieval.evaluation import evaluate_prec_recall

evaluate_prec_recall(patt_output)

Figure 4: Code for evaluation of attribution quality given a
pattrieval-consistent output data.

from pattrieval.evaluation import cab_evaluation

from pattrieval.evaluation import cas_evaluation

cas_evaluation(vanilla_patt_output , base_patt_output)

cab_evaluation(base_patt_output , cf_patt_output)

Figure 5: Evaluation of attribution bias using the output data
from base and counterfactual (cf) RAG modes.

Attribution Sensitivity. For estimating the attribution sensitivity,
we use the counterfactually-estimated attribution sensitivity (CAS)
from [2]:

CAS(𝑄) = 1
|𝑄 |

∑︁
𝑞∈𝑄

|𝑀𝑞

vanilla −𝑀
𝑞

base |. (1)

Here,𝑀𝑞 stands for the precision (or recall) score of query 𝑞.
Attribution Bias. For estimating the attribution bias, we use the
counterfactually-estimated attribution bias (CAB) from [2]:

CAB(𝑄) = 1
|𝑄 |

∑︁
𝑞∈𝑄

𝑀
𝑞

Base −𝑀
𝑞

Counterfactual . (2)

Figure 5 shows the code for evaluation of attribution sensitivity
and bias.
Answer Correctness. Following [2], we use Exact Match (EM)
for evaluation of answer correctness. To this aim, the normalized
ground-truth answer in the benchmarks is used as the reference.

3 Showcasing pattrieval
We demonstrate the utility of pattrieval by conducting experi-
ments on gender and racial bias as two types of societal bias [1].
Specifically, we use pattrieval to study how the performance
of LLMs in attributing their answers changes when we incorpo-
rate societal features (gender and racial) as metadata into source
documents. To this aim, we use metadata-specific considerations
and changes on how we instruct LLMs for retrieval-augmented
generation as described in Section 2.1.

Using the Natural Questions benchmark [15], we evaluate three
LLMs (Mistral, OpenChat, and Llama3). Table 1 shows the perfor-
mance of these models across different labeling of metadata. As
we can see, the performance of these models is affected by adding
gender and race as metadata into the source documents. Table 2
shows the bias values of LLMs in three aspects: gender bias, racial
bias, and human-versus-LLM authorship bias that was explored in
[2]. As indicated, the CAB results of human-versus-LLM authorship
for Mistral and Llama are from prior work [2]. As we can see in
Table 1, there are differences across the bias values w.r.t. different
metadata types: the bias w.r.t. race is the only aspect in which dif-
ferent LLMs have different direction of bias: OpenChat roughly acts

https://scikit-learn.org


The First Workshop on Refined and Reliable Retrieval Augmented Generation, December 12, 2024, Tokyo, Japan

unbiased (i.e., a slight non-significant bias towards White people),
while Mistral and Llama3 show bias towards Black people. More-
over, we can see that in LLM-versus-Human authorship bias, the
bias values are consistently larger than the bias values for gender
and race, except for the recall of Mistral. Exploring the roots and
causes of such biases is beyond the scope of this paper.
Table 1: Attribution quality and anwer correctness results.
The rows without metadata labels correspond to vanilla an-
swer generation.

Answer
generator

Metadata label Attribution Quality Correctness

Relevant Non-relevant Precision Recall EM

Mistral

– – 50.4 77.6 0.784

Man Woman 48.2 75.2 0.778
Woman Man 53.2 81.0 0.780

Black White 52.3 80.8 0.788
White Black 48.0 76.6 0.782

OpenChat

– – 49.5 59.8 0.784

Man Woman 52.4 58.6 0.778
Woman Man 55.4 61.6 0.780

Black White 50.0 56.2 0.774
White Black 50.2 56.8 0.774

Llama3

– – 52.7 72.6 0.790

Man Woman 52.3 72.6 0.776
Woman Man 54.3 75.8 0.788

Black White 56.1 77.2 0.778
White Black 52.0 72.4 0.792

Table 2: Attribution Bias (CAB) Results. Values range from
-100 (bias towards Man/Black people/LLM) and +100 (bias
towards Woman/White people/Human). ∗ indicates statisti-
cally significant bias values according a paired t-test with
𝑝 < 0.05.

Metadata
type

Answer
generator

CAB

ΔPrecision ΔRecall

Gender
Mistral +5.0 +5.8∗
OpenChat +3.0∗ +3.0∗
Llama3 +2.0 +3.2∗

Race
Mistral -4.3∗ -4.3∗
OpenChat +0.2 +0.6
Llama3 -2.0∗ -4.2∗

Human vs. LLM
Mistral [2] +7.5∗ +5.4∗
OpenChat +5.3∗ +5.0∗
Llama3 [2] +11.7∗ +8.0∗

4 Future Components
We aim for a comprehensive evaluation toolkit encompassing vari-
ous approaches for automatic evaluation of attribution. In addition
to including more datasets, we plan to extend pattrieval with the
following features:
Visual interface. We plan to add a visual interface to support visual
inspection for human evaluation of each individual query. This will
also allow for inspecting the effect of other types of perturbations
on the source documents of retrieval-augmented LLMs.

Prompt 5: Prompt for explanation generation with answer
generator LLMs.

Instruction: You have provided the following answer for a
given question using the listed search result documents. In
your answer, some of the statements are cited to some of the
search result documents. Please clarify and give explanation
for your citations.

Question: {query}

Your answer to the question above:
{LLM Answer}

Search Result:

Document [1]({text of Document [1]})
Document [2]({text of Document [2]})
...
Document [10]({text of Document [10]})

Metrics. pattrieval is extendable in terms of the evaluation met-
rics. Despite various evaluation methodologies for assessment of
attribution quality, automatic evaluation of attribution is not a
perfect evaluation method. However, for a more comprehensive
assessment, we plan to extend our proposed evaluation framework
to support different types of metrics.
Explainer Module. As Prompt 1 shows, we instruct LLMs to at-
tribute to only documents that contain the answer. However, LLMs
may attribute a generated statement in their answer for various
reasons. To further inspect the reasons behind the decision of an
LLM to attribute (or not to attribute) to specific documents, we plan
to include an Explainermodule in our framework. Figure 5 shows
the prompt we will use for explanation generation with each LLM.
Using this beyond-metric-based evaluation module, we will then
address the following research questions:

• To what extent can LLMs rationally explain and justify their
attributions?

• What are the reasons behind the decision of an LLM for
attributing their answers?

• Is there any difference between LLMs in their explanation
as to why they attribute to documents, e.g., GPT-4 versus
Llama3, as they tend to cite different numbers of input doc-
uments according to [2]?

• Is there any difference in howLLMs explain the low-confidence
and high-confidence attributions?

• Can self-explanation be used to help LLMs improve their
attribution quality?

5 Conclusion
In this work we introduce and demonstrate pattrieval, an eval-
uation python library for assessing the performance of retrieval-
augmented LLMs in how they attribute their answers to the source
documents. We propose a modular design of an evaluation frame-
work for both metric-based and beyond-metric-based assessment of
attributive answer generation with retrieval-augmented LLMs. We
also propose explainable attribution evaluation, which will enable
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users to explore attributed responses and inspect the detailed re-
sults of attributive retrieval-augmented LLMs. Moreover, we extend
the findings of prior work on how adding metadata on source docu-
ments can affect retrieval-augmented LLMs. Our evaluation toolkit
facilitates the assessment of LLMs with regard to their brittleness
in terms of responsible generation.
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