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1
Introduction

Search engines and recommender systems have become an essential part of everyday
life [41]. People use them for a variety of tasks — from finding a specific recipe [121],
book [110], or movie [23] that matches their preferences, to shopping online [67]. These
systems should provide not only information that is relevant to a user’s query and up
to date, but also satisfy user preferences, that is, be personalized. Indeed, users are
diverse and have different information needs, depending on their background, personal
preference and so on [10]. For example, when searching for a scientific term different
users may have different knowledge and expertise in the field. The documents returned
by the system should vary for a person who just starts learning the subject and for the
expert. When shopping online, users who want to buy a black dress, mean different
dresses and will buy different dresses, although they submit the same initial query.
Personalized systems actively promote documents or items that are relevant to a user’s
interest and might be missed due to the large number of relevant documents for the
current query [10]. To be able to accurately perform personalization, the system collects
information about the users and infer a user’s profile [10].

There are two types of signal that are gathered about users to generate their profile:
explicit and implicit [52]. To collect explicit signals, users are encouraged to take the
initiative and explicitly provide information about their preferences. For example, users
can be asked to complete a questionnaire [48, 95, 97], to provide a natural language
response [40, 97], to draw [71], to provide ratings or to indicate preferences about some
items [33, 72, 89]. The algorithmic task that arises in this setting is what questions to
ask users. For example, if users fill out a questionnaire, the system should understand
which questions to ask in order to get the most information about users. The advantage
of using explicit signals is that they are reliable. However, the system burdens users by
asking them to provide information, therefore, relies on the users’ willingness to do so.

Implicit signals are signals from user interactions with the system such as clicks,
document viewing time, purchase history, history of adding to cart, and browser history.
A problem that arises when using implicit signals to infer a user’s profile is that these
signals are noisy. To illustrate the challenge of this problem, let us look at one of
the most common signals — user clicks. It is known that users usually examine the
search engine result page from top to bottom, and therefore the majority of users does
not explore all displayed documents [20] (this phenomenon is called position bias).
Consequently, even if the last document is the most relevant, users can click on the first
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document without any feedback on the last one, simply because they do not see the
last document. The advantage of using methods that derive a user profile from implicit
feedback is that users provide a lot of implicit signals and this information about users
is available without disturbing them. However, these signals are noisy, and the system
sometimes promotes documents or items that do not satisfy the user’s taste.

A user profile consists of two components: long-term user preferences and short-
term preferences [60, 87, 129]. Long-term preferences are preferences that represent
lasting user interests. They are reflected in most cases of a user’s interactions with
the system. Therefore, long-term user preferences can be investigated using behavior
signals from all previous user sessions, or in other words, from long-term behavior
signals, where a session is defined as a continuous series of interactions between a user
and a system.

To be able to understand a user’s long-term preferences is important, but research
has found that the current context or, in other words, the user’s short-term preferences
strongly influences her preferences [60]. Short-term preferences are present only in the
current session and can be inferred only from it, or in other words only from short-term
behavior signals. Together, both short-term and long-term user preferences help to
identify relevant documents to display on the result page. For example, a user may
prefer to watch drama movies in general. Thus, the preference for drama is a long-term
user preference. But the concrete type of drama films may vary depending on the
mood of the user. In one evening she may prefer to watch historical drama, while in
another she prefers to watch docudrama. The current mood of a user is reflected in
her short-term preference. The fact that the user loves dramatic films can be derived
from past interactions. What kind of drama the user wants to watch during the current
evening, the system can only understand from the current user session. In the domain of
online shopping, long-term preferences usually determine the preferred style of clothing
for users. While the user’s short-term preferences reflect the type of clothing she wants
to buy now.

In this thesis, we investigate solutions that allow us to infer users preferences at the
lowest cost to users:

(1) Firstly, we study how to infer user’s preferences, using implicit signals from
all sessions to perform personalized re-ranking of a non-personalized list of
documents.

(2) Secondly, we use explicit feedback to infer a user’s preferences. In particular, we
ask users to fill out a questionnaire consisting of pairwise preference questions
and we investigate which questions to include in the questionnaire to make it
informative.

(3) Then, we combine users’ long-term and short-term preferences to improve a list
of recommendations in the current session:

(a) we use implicit signals from users’ historical logs to infer long-term prefer-
ences;

(b) we ask users to provide explicit feedback by specifying relative preferences
in the current session to understand short-term preferences.



We investigate which questions to ask in order to infer information about a user’s
current need, with the constraint that the shown items satisfy a user’s preferences.

(4) Finally, we investigate how to make a relative preference questionnaire both
interpretable and informative. To this end, we need a representation of the items
that captures all the information about them and in which each factor in the
representation reflects only one interpretable factor of variation in the collection.
This type of representation is called a disentangled representation. We propose a
metric of disentanglement of representations.

1.1 Research Outline and Questions

We divided the thesis based on what types of signals are used for personalization. The
thesis covers three general research themes:

(1) inferring long-term user preferences using implicit signals (Chapter 2);

(2) generating questionnaires to infer a user’s short-term preferences using explicit
signals (Chapters 3, 5);

(3) inferring a user profile by combining implicit signals from historical logs and
explicit signals from a completed questionnaire (Chapter 4).

Below, we list the main research questions that we study in this thesis.

1.1.1 Inferring long-term user preferences from implicit signals
Search engines and recommender systems have become an essential component of
everyday life [41]. As a result, a lot of information about users is being collected. In
the case of search engines, users usually interact with the system by submitting queries,
clicking on documents, reformulating queries, exploring documents [10, 51]. From
these interactions we can derive topics of interest to users [10]. However, most of the
models that utilize this information use feature engineering and, therefore, they require
some expert knowledge [79, 112, 125]. In Chapter 2 we use past user interactions to
infer user profiles without feature engineering. More precisely, we answer the following
research question:

RQ1 How to infer a user’s long-term preferences, using only their click interactions
with the system?

To answer this question, we use click signals. It is known that a user’s clicks are a
very important indicator of her interests [10, 19]. However, clicks are biased: the
number of clicks on a document depends on the probability that a user will explore the
document [19, 53, 77]. Models that infer the relevance of documents using click signals
are called click models [19]. Typically, a click model first assumes some expected
user behavior and then calculates the relevance of documents taking into account the
behavior of users [19]. Most click models assume that the likelihood that a user will
examine a document depends on the position in which the document was displayed [19].



In addition, it is usually assumed that a user clicks on a document only if the
document has been examined [19]. For example, the cascade model [20] assumes that a
user scans documents on the result page from top to bottom until they find the relevant
document. Under this assumption, all documents that are displayed higher than the
clicked document are always examined, while all the documents below the clicked
document are never examined. Click models are used a lot in search engines, but only
few click models are personalized [130]. In Chapter 2 we propose a click model, which
in addition to previous click models has a parameter that reflects a user’s taste: the
attractiveness of documents for a user.

1.1.2 Creating a pairwise preference questionnaire to collect
explicit signals

Implicit signals are very effective in determining a user’s long-term preferences [52].
However, they cannot be used when a user is new to a system. The problem of inferring
preferences of a new user is very common in recommender systems and is called new
user cold-start problem [36, 48]. The new user cold-start problem arises in recommender
systems because one of the most successful approaches to a recommendation cannot
give a good recommendation without users’ interaction history.

In particular, though many approaches to generating recommendations have been
proposed in the past several years [75], one of the most common approaches is Collabo-
rative Filtering (CF) [10]. CF-based methods use past interactions between users and
items to infer users’ preferences and important properties of the items. For example,
in the movie domain, movies that a user watched are marked as movies that match the
user’s preferences. From this type of user feedback, CF-based methods can infer that
some users like comedies and others like documentaries. Moreover, CF approaches infer
that some movies are comedies, while some are documentaries. Using such predictions,
CF-based methods recommend to users who like documentaries only documentary
movies. CF-based methods are not only very effective, but they are also domain agnos-
tic. That is why they are used in a lot of domains, such as song recommendation [100],
movie recommendation [83], news recommendation [21], fashion recommendation [44].
Although CF approaches have achieved great success, as we already said, they suffer
from new user cold-start problem. In Chapter 3, we study one of the solutions to the new
user cold-start problem for CF-based methods. More precisely, we study the following
research problem:

RQ2 How to create an informative preference questionnaire to infer cold users’ prefer-
ences?

In the case when a user is new to the system, explicit signals are much more efficient than
implicit ones [52]. To illustrate this, let us take as a practical example of a recommender
system in which there are hundreds of thousands of items and users like an only small
fraction of them. It is almost impossible to guess which items will satisfy a user’s
preferences without any knowledge about that user. This means that the system starts
showing to a user documents that are all equally non-relevant to her. Consequently, user
interactions with the system do not contain useful information. The common approaches



to the new user cold-start problem are questionnaire-based [48, 95] Usually, users are
asked to provide absolute ratings for some items [18, 72, 89]. These ratings can be used
in exactly the same way as all others to infer a user’s preferences by CF-based methods.

However, absolute ratings suffer from several problems. For example, the same
rating, of say three out of five, can mean different things to different people [56]. For
this reason, in Chapter 3 we create a questionnaire that consists of relative preference
questions. That is, a user is asked to answer which of the shown items are more relevant
to her. In particular, in Chapter 3 we formulate the problem of constructing a pairwise
preference questionnaire as an optimization problem and create an efficient algorithm
that solves it.

1.1.3 Combining implicit and explicit signals to infer user profiles
Explicit and implicit signals are very useful signals for understanding users’ preferences,
however, we should combine them to achieve good results [10, 52]. In Chapter 4 we
focus on this problem. In particular, although a user’s long-term preferences remain
the same for almost all requests, the specific document that a user wants to find varies
from session to session and depends on their short-term preferences. That is why it is
important to combine a user’s preferences in order to show a document that is relevant
for a user in the current session [10, 52].

In this thesis, we use implicit signals to understand a user’s long-term preferences,
while for understanding their short-term preferences we use explicit signals. We use
implicit signals to determine long-term preferences because for many users there are
many past interactions with the system, and past interactions cannot be used to obtain
user’s short-term preferences. Consequently, despite the fact that implicit signals are
noisy, due to their number it is still possible to reliably infer the user’s long-term
preferences. On the other hand, a session usually does not last long, therefore, there are
not so many implicit signals that can be used to infer a user’s short-term preferences.
That is why we ask users to explicitly indicate their preferences, by clicking on the best
document from the displayed documents. Also, we understand that to show to users
documents that are informative but not relevant will bother her. That is why we study
the following research question:

RQ3 How to find the optimal strategy for selecting documents to display, which helps
to increase user satisfaction with an ongoing session, combining short-term and
long-term preferences?

User satisfaction with a session is based on the overall search experience including
information gain as well as the effort spent on an examination result pages [113]. We
model user satisfaction with a session as the sum of user satisfaction with pages shown
during the session, where user satisfaction with a page depends not only on the relevance
of the documents displayed on the page but also on the time that the user spent to reach
this page, i.e., on the page sequence number in the session. We approximate user
satisfaction with a page as a multiplication of relevance of the page with a discount
factor that depends on the page sequence number in the session. This setting can be
viewed as a game in which the system interacts with a user and receives rewards equal
to the user satisfaction with the shown pages. Each episode of the game is a session of



one user, and the task of the system is to maximize the reward. The standard approach to
finding an optimal strategy for a game is a Reinforcement Learning (RL) approach [84].

The difficulty of applying an RL method to the recommendation task is that the
number of actions, that is, the number of all possible result pages, is very large. More-
over, the current state of the game is a continuous high dimensional vector, since a
user profile inferred so far depends on all of the user’s past interaction with the system,
i.e., it depends on her interactions in previous sessions and the answers given during
the current session. In Chapter 4 we propose to overcome these problems by using a
model-free Deep Reinforcement Learning [69]-based algorithm.

1.1.4 Creating interpretable and informative questions to collect
explicit signals

In the previous sections, we focused on asking informative questions and to use answers
to them to infer a user profile. However, we did not take into account one important
aspect of the questionnaire, namely the difficulty of the questions to users. In the
previous sections, we assumed that a user always spends the same effort to give an
answer, and that she always gives the correct answers. However, this is not always true,
even for questions about preferences [89]. For example, in a movie recommendation
domain, when we ask a user to elicit her preferences about some movies, she sometimes
cannot answer because she did not watch them [89]. To take this possibility into account,
some methods ask questions only about popular items [89].

Another case when users cannot answer questions about preferences arises in fashion
search. Suppose a person wants to buy a pair of white shoes with high heels. If the
system shows a user two items, e.g., one being white shoes with a flat sole and the
other a pair of black high-heeled shoes, it is difficult to determine which pair of shoes is
more suitable for the user. One solution to this problem is to show to users products
that differ only in one attribute. For example, we can show to a user the shoes with
the same color and shape, but with a different length of the heels: from flat shoes to
the shoes with a high heel. To this end, we need a latent representation of the items
such that each dimension in the latent representation reflects only one attribute, and
different latent dimensions capture different attributes. These latent representations
are called disentangled latent representations. Although it is generally accepted that
disentangled latent representations are very important to build, so far, there is no single
metric and notion of disentanglement [5]. That is why in Chapter 5 we answer the
following research question:

RQ4 How to measure the disentanglement of latent representations?

While there is no single formalized notion of disentangled representation, the key
intuition is that a disentangled representation should capture and separate the generative
factors [5]. Recently, researchers have come to understand the importance of building
disentangled representations and, hence, several methods that aim to build a disentangled
representation of the items in the collection have been proposed [22, 46, 58, 63].
But due to the lack of a standard disentanglement metric, authors of newly proposed
representation learning algorithms also propose new disentanglement metrics. However,



disentanglement metrics have usually not been the main purpose of the work published
preeviously, and therefore a formal analysis of previously proposed metric has not given.
In Chapter 5 we formally analyze all previously proposed disentanglement metrics and
propose a new one that satisfies theoretical guarantees.

1.2 Main Contributions

In this section, we list theoretical, algorithmic and empirical contributions of this thesis.
For each contribution, we list the chapter from which it originates.

1.2.1 Theoretical contributions
(1) Formulation of the task of generating a questionnaire consisting of pairwise

preference questions that help to solve the new user cold-start problem; and an al-
gorithm, called static preference questionnaire (SPQ), that solves the optimization
problem with theoretical guarantees (Chapter 3).

(2) Formulation of the interaction between a recommender system and a user as a
Markov Decision Process (MDP) (Chapter 4).

(3) Theoretical framework that combines short-term user preferences and long-term
user preferences to increase user satisfaction with the session (Chapter 4).

(4) A theoretical analysis of existing metrics of disentanglement, in which we inves-
tigate whether the metrics give a high score to all disentangled representations
and a low score to all entangled representations (Chapter 5).

(5) Proposal of a new metric of disentanglement with theoretical guarantees (Chap-
ter 5).

1.2.2 Algorithmic contributions
(6) An algorithm that uses implicit signals to infer user profiles taking into account

personalization and ranks of the document and attractiveness (PRA) (Chapter 2).

(7) A Reinforcement Learning method that is based on the actor-critic framework
(ActorCriticRS) to find an optimal strategy to select documents to display on the
result page (Chapter 4).

1.2.3 Empirical contributions
(8) An empirical comparison of PRA with other state-of-the-art methods for person-

alization that use implicit signals (Chapter 2).

(9) An empirical comparison of SPQ with other methods for creating questionnaires
consisting of preference questions (Chapter 3).

(10) An empirical comparison of ActorCriticRS with other state-of-the-art strategies
for selecting items to display on the result page (Chapter 4).



1.3 Thesis Overview

In this thesis, we investigate how to infer a user profile from her interactions with an
interactive system and how to ask users informative and interpretable questions. In
particular, in Chapter 2 we infer long-term user preferences using implicit signals.

Then, in Chapter 3 we propose a new method for creating informative questionnaires
consisting of pairwise preference questions.

In Chapter 4 we propose a reinforcement learning method that combines implicit
and explicit signals in order to select elements to display on the result page and to
increase user satisfaction with the session.

In Chapter 5 we look deeper into the problem of creating preference questionnaires:
we would like the questionnaire to be not only informative but also interpretable.
To this end, we need a disentangled representation of the items and consequently a
metric of disentanglement. That is why in Chapter 5 we analyze existing metrics of
disentanglement and propose a new one.

Finally, in Chapter 6 we conclude the thesis and discuss limitations and future
directions.

1.4 Origins

In this section, we list publications that form the basis of this thesis. Each research
chapter is based on a paper. We provide references to these publications and explain the
roles of the co-authors.

• Chapter 2 is based on the following paper:

– Anna Sepliarskaia, Filip Radlinski, and Maarten de Rijke. “Simple Per-
sonalized Search Based on Long-term Behavioral Signals”. In: European
Conference on Information Retrieval. Springer, 2017, pp. 95–107.

AS designed the algorithm, ran the experiments, and did most of the writing; FR
and MdR contributed to the writing.

• Chapter 3 is based on the following paper:

– Anna Sepliarskaia, Julia Kiseleva, Filip Radlinski, and Maarten de Rijke.
“Preference Elicitation as an Optimization Problem”. In: Proceedings of the
12th ACM Conference on Recommender Systems. ACM. 2018, pp. 172–180.

AS designed the algorithm, ran the experiments, and did most of the writing; JK,
FR and MdR contributed to the writing.

• Chapter 4 is based on the following paper:

– Anna Sepliarskaia, Sahika Genc, and Maarten de Rijke. “A Deep Rein-
forcement Learning-Based Approach to Query-Free Interactive Target Item
Retrieval”. In: IEEE Transactions on Multimedia (2019). Under review.



AS designed the algorithm, ran the experiments, and did most of the writing; SG
helped with the algorithm design and contributed to the writing; MdR contributed
to the writing.

• Chapter 5 is based on the following paper:

– Anna Sepliarskaia, Kiseleva Julia, and Maarten de Rijke. “Evaluating Dis-
entangled Representations”. In: Advances in Neural Information Processing
Systems. Under review. 2019.

AS designed the metric and did most of the writing; JK and MdR contributed to
the writing.





2
Simple Personalized Search Based on

Long-Term Behavioral Signals

In this chapter, we address RQ1: how to infer a user’s long-term preferences, using only
their click interactions with the system. We present a new approach to incorporating
click behavior into document ranking, using ideas from click models and learning to
rank.

2.1 Introduction

Search engines today combine numerous types of features when producing a ranking for
a given query. For instance, the learning to rank datasets made available in recent years
have between 140 and 700 ranking features. They must provide ranked lists of results
that are relevant (based on content), engaging (based on past user engagement), timely,
and personally of interest to the user. These competing goals have led to a vast amount
of work on each of them. Our focus is on personalization, which involves reranking
documents on the search engine result page (SERP) so as to better satisfy a particular
user’s information need.

We present a novel approach to personalize search results with a model that is as
effective as current state-of-the-art approaches, yet much simpler. By starting with
a ranking produced by a commercial search engine, we know that the content of the
top retrieved results is already likely to be of high relevance. However, we observe
that usage still differentiates users and use this fact to rerank retrieval results based on
implicitly collected usage. Consider, for instance, queries with only one intent but with
a wide variety of relevant links such as “information retrieval conference.” Links to
SIGIR, ECIR, ICTIR, as well as links to general information on conferences are likely
to be relevant. But each user has her own conference preference, which the system can
infer from the user’s past behavior—even if the user may be unable to formulate this
preference directly in a query.

Previous research on personalizing search using behavioral data has found that
to improve the ranking for a given user, information from the user’s short-term and
long-term behavior can be used [6, 13, 109]. Here, short-term behavior is information
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from the session in which the user is currently engaged; long-term behavior concerns
information from all of the user’s search history. We focus on the use of long-term
behavior for personalizing search as long-term behavioral signals have led to larger
improvements than short-term behavioral signals [112, 6]. Also, short-term features
cannot be used for the first query of a session, and over 40% of all sessions are of this
sort [109].

At a high level, our approach calculates document scores given a query issued by
a user, for each document d in the SERP. The score is a simple function combining
three components: how well the document matches the query, how likely the user
is to engage with documents at a given position, and how likely a user is to engage
with a particular document. Perhaps surprisingly, despite not relying on handcrafted
rules or sophisticated feature engineering, we show that performance is competitive
with state-of-the-art models. Thus our key contribution is to show that formulating
the optimization problem in this way removes the necessity for previously published
complexity. We anticipate that by learning a simpler model, personalize reranking
becomes more generally applicable, less complex computationally, and less error prone.

2.2 Related work

There are several approaches to addressing personalized search, each with its own
benefits and drawbacks. First, one needs to understand when reranking is needed. The
distinction of queries in three types—navigational, informational and transactional—is
well-known [9]. Users submitting navigational and transactional queries use search
engines to retrieve easily findable and recognizable target results; for most navigational
and transactional queries reranking is well understood [120, 80]. Teevan, Liebling,
and Geetha [120] show an easy and low-risk Web search personalization approach
for navigational queries. Their approach achieves more than 90% accuracy. However,
it works on the small segment of queries that the same user has issued at least three
times. Query ambiguity is one of the indicators to inform us about changing the order
of documents. Features and measures to predict it are proposed in [119]. If multiple
documents have a high probability of being clicked following the query, then there is a
great potential to improve the ranker.

The second type of related work concerns click models. Click models use implicit
feedback to predict the probability of clicks [19]. Clicks can be a good indicator of
failure or success. Features from click models are very useful for ranking documents [55,
54]. However, few click models are personalized [108]. As click models use implicit
feedback, manual assessment is not required nor is feature engineering. These models
work well for improving the click through rate (CTR). However, to re-rank URLs the
relative order of predicted relevance is more important than absolute CTR value [15].
The click model that achieves the best performance for predicting probability of click is
the User Browsing Model (UBM) [26]. The main difference between UBM and other
models is that UBM takes into account the distance from the current document to the
last clicked document for determining the probability that the user continues browsing.

The third type of approach to behavior-based personalized search uses feature
engineering to create behavior features and then learn a ranking function [79, 112, 125].



Work that follows this approach differs in the choice of machine learning algorithms
used. LambdaMart [12] is used in [79]. Several learning to rank algorithms as well
as regression models are used in [125]. Logistic regression is used in [112]. Cai,
Liang, and Rijke [13] and Cai, Wang, and Rijke [14] use matrix factorization and
restrict themselves to users with a sufficient volume of interactions. All of them devote
significant attention to feature engineering. For example, Masurel, Lefévre-Hasegawa,
Bourguignat, and Scordia [79] use the probability that the user skips, clicks or misses
the documents. The winners of the 2014 Kaggle competition on personalized search
use over 100 features [79].

2.3 Method

We begin by providing a general description of our personalized search method and the
intuitions behind it. At a high level, our goal is to obtain a simple yet effective model.
The simplicity is achieved by an easily interpretable function that scores documents.
The document score reflects the probability that the document is relevant, which depends
on three random variables: attractiveness of the document to the user, attractiveness of
the document to the query and examination of the rank of the document. The uniqueness
of our approach is that, in contrast to previous models, we do not optimize the log
likelihood of click probability but explicitly fit the probability that one document is
more relevant than another in the SERP.

Our method shares traits of learning to rank methods and click models. Inspired
by approaches in non-personalized pairwise learning to rank, we explicitly model the
probability that one document is more relevant than another one. As in click models,
personalized reranking involves modeling the relevance of documents using historical
personal interactions with them. Further, we propose to train our model using long-term
behavioral signals, which can be compared with classical click models [26, 15, 70] in
its simplicity and approach, but it is as effective as recent complex models.

In our algorithm, position bias is taken into account. We follow the position
model [19], in which it is assumed that examination of URLs on a SERP is a function of
their rank and does not depend on examinations and URLs at higher positions. However,
we assume that examination also depends on the query. Moreover, we have a factor that
reflects attractiveness of a document to a given query. None of these parameters are
personalized, therefore, we introduce new ones that are user specific. We introduce only
one type of user specific parameters in this chapter—attractiveness of a document to a
specific user—but others could easily be integrated in a similar fashion.

We first introduce some notation:

(1) q denotes a query, r a rank, d a document, u a user;

(2) eq,r denotes the examination of a document at rank r in a SERP produced for q;

(3) aq,d is the attractiveness of document d for query q;

(4) au,d is the attractiveness of d for user u.



We will use the sigmoid function

σ(x) = 1/(1 + exp(−x))
and the indicator function

I(x) =

{
1 if x is true
0 if x is false.

Given a query q submitted by user u, and a (non-personalized) SERP produced in
response to q, our model re-ranks a document d that is originally placed at rank r in the
SERP using the following scoring function:

score(q, d, u, r) = σ(aq,d) · σ(eq,r) · σ(au,d). (2.1)

The learned parameters of the proposed model are aq,d, eq,r, au,d, which are single
numbers. We use the sigmoid function to map these parameters to a probability.

We instantiate our model by training it based on implicit feedback from users. Given
a query and user, we assume that the label of a given document is given by how the
user interacts with it (clicks on it)—described specifically in Section 2.4. To achieve
comparable results with the state-of-the-art model, we take inspiration from learning
to rank methods and predict pairwise preferences of documents. More precisely, we
map each document in the SERP to a number and the greater the difference between
these numbers the higher the probability that one document is more relevant than
another. Specifically, for a given tuple (query q and user u) each pair of URLs di
and dj in a SERP with different labels is chosen. For each such pair we compute
the scores si = score(q, di, u, i) and sj = score(q, dj , u, j), by using the parameters
aq,di , eq,ri , au,di , aq,dj , eq,rj , au,dj , that were received up to that step. Let di ≺ dj
denote the event that di should be ranked higher than dj . The scores are mapped to a
learned probability that di should be ranked higher than dj via a sigmoid function:

p(di ≺ dj) = σ(si − sj). (2.2)

We use a gradient descent formulation to minimize the cross-entropy function for each
pair of documents in the SERP:

C(di, dj) = −I(di ≺ dj)·log(p(di ≺ dj))−(1−I(di ≺ dj))·log(p(dj ≺ di)). (2.3)

Our method consists of three phases: first it tunes eq,r, then aq,d, and finally au,d. At
each step the training procedure uses stochastic gradient descent (SGD), sequentially
scanning the list of SERPs, calculating the gradient of the loss function for a SERP as

Cserp =
∑

di,dj

C(di, dj), (2.4)

and updating parameters puqd1 , . . . , puqd10 according to the following equation:

puqdi += η · ∂Cserp
∂si

· ∂si
∂puqdi

, (2.5)

where η is a SGD-step, and puqdi is one of eq,r, aq,d, au,d, depending on the phase.
We refer to our reranking model as specified in this section as personalized ranked

attractiveness (PRA).



2.4 Experiments

In this section, we compare PRA with state-of-the-art models for personalized reranking.
For this purpose we use data from the Yandex Personalized Web Search challenge [133].
We begin by noting that this dataset is the only publicly available dataset that satisfies
our experimental needs. It contains information about SERPs and historical interaction
with all documents shown to users: documents with their ranks and clicks on them. It
also provides information on which user issued the query and interacted with the SERP.

The Yandex Personalized Web Search challenge dataset is fully anonymized. There
are only numeric IDs of users, queries, query terms, sessions, URLs and their domains.
The dataset comes with a full description of the SERPs contained in it:

(a) the query for which the SERP was generated;

(b) the ID of the user who issued the query;

(c) URLs with their ranks and domains; and

(d) the user’s interaction with documents on the SERP, that is, indicators of clicks on
documents. In case of a click, the dwell time in time units is also included. The
organizers of the challenge suggest that documents with a click and dwell times
not shorter than 400 time units are highly relevant to the query [133].

The following preprocessing was performed on the dataset before release:

(a) queries and users are sampled from only one region (a large city);

(b) sessions containing queries with a commercial intent as detected with a proprietary
classifier are removed;

(c) sessions with top-K most popular queries are removed; the number K is not
disclosed.

Some key statistics of the dataset are:

(a) number of unique queries: 21,073,569;

(b) number of unique urls: 703,484,26;

(c) number of unique users: 5,736,333;

(d) number of sessions: 34,573,630; and

(e) number of clicks in the training data: 64,693,054.

Participants in the challenge are asked to rerank documents in SERPs according to the
users’ personal preferences.

We infer labels of URLs using a common approach [134]:

(1) a 0 (irrelevant) grade corresponds to documents with no clicks or clicks whose
dwell time is less than 400 time units;



(2) a 1 (relevant) grade corresponds to documents that are clicked with a dwell time
of more than 400 time units or clicked documents that have the lowest rank from
all clicked documents in the SERP. A satisfied click is a click with a dwell time
of at least 400 time units.

We use two popular binary evaluation metrics: Precision@1 (P@1) and MAP@10.
To assess the consistency of our results, we measure the performance of our algo-

rithms on several days. The dataset covers a period of 27 days; we use the first 20 days
for training and the last 7 days (days 21–27) for testing. For each test day, we train
algorithms on all days prior to the test day, and evaluate on the data collected for the
test day. We do this over seven days to verify that the day of the week does not affect
performance.

2.4.1 Training PRA
Each time the algorithm scans a SERP, we call this a “step.” We use several hyper
parameters to train PRA:

(1) We make 5 steps for tuning each of parameters au,d, aq,d, eq,r: first, the algorithm
makes 5 steps for tuning au,d, then 5 steps for tuning aq,d, and finally 5 steps for
tuning eq,r.

(2) We learn PRA by SGD with decreasing learning rate. In each step the learning
rate is equal to the reverse square root of the number of steps learning rate =
1/
√
step number.

(3) At the beginning we initialize all parameters au,d, aq,d, eq,r to zero.

2.4.2 Baselines
We consider several experimental conditions (to be described below) and several base-
lines. Three baselines are considered for all experimental conditions:

(1) ranker (ORIG)—the default order that search results were retrieved by the Yandex
search engine;

(2) point-wise feature engineering (PFE)—the winner of the Yandex Personalized
Web Search challenge. The core of PFE [112] is feature engineering; it uses three
types of feature. Some of the features reflect the basic ranker that feeds into the
reranking: document rank, document id, query id, and so on. Another group of
features describes the users’ interactions with URLs: whether the user clicked,
skipped or missed a document in the current session or the whole history. The
third set of features are pairwise: they describe, for each pair of URLs in the
SERP, which document has a higher rank. To train the PFE approach, Song [112]
considers all queries and logistic regression as a classifier of satisfied clicks.

(3) User Browsing Model (UBM) [26]—a click model that performs the best for
prediction probability of click [39].

For some of our experimental conditions we consider additional baselines:



Table 2.1: Distribution of SERPs depending on the rank of the lowest click.

Rank of the lowest click 1 2 3 4 5 6 7 8 9 10

Percentage of SERPs 54.5 13.8 8.4 5.7 4.3 3.3 2.6 2.3 2.2 2.5

(4) past click on document (PCLICK [120])—if the SERP contains a document that
received a satisfied click from the user, then it is placed on the first rank;

(5) document click through rate (DCTR)—rerank documents according to CTR for
document-query pairs.

2.4.3 Experimental conditions

In the literature, multiple experimental conditions have been considered for comparing
approaches to personalized reranking. We consider the following:

(1) all queries;

(2) rerank examined documents only, where we consider all queries but with a
truncated list of documents: documents below the lowest click are removed
before running the evaluation;

(3) repeated document subset: SERPs with documents that a person clicked on in the
past;

(4) poor SERPs; and

(5) cold start, where we group users depending on the richness of their histories.

We now describe those conditions in more detail.

(a) All queries. For comparability with PFE we report results on the full set of queries
in the dataset and the exact same parameters as were mentioned by Song [112].

(b) Rerank examined documents only. To avoid falsely penalizing algorithms if they
promote documents that are relevant but were not clicked simply because the
user did not observe them, we also perform our experiments using all queries but
with a truncated list of documents. Specifically, all documents below the lowest
click are removed before running the evaluation. It is clear that SERPs with only
the first retrieved document being clicked cannot be reranked in this condition,
as all other documents are excluded for this particular analysis. To understand
how the potential of algorithms to change the order of documents affects relative
performance, we list the ranks of the lowest click in SERPs in the dataset in
Table 2.1. In particular, note that after truncation, more than a half of the SERPs
cannot be changed by any reranking algorithms. At the other end of the spectrum,
for 2.5% of the SERPs, reranking algorithms can yield any permutation of the
URLs in the originally retrieved list of results.



Table 2.2: Description of groups in the cold start problem.

Group number 1 2 3 4 5 6 7 8 9

Number of queries
issued by users
in the group 0 1–2 3–5 6–8 9–11 12–15 16–21 21–32 >32

(c) Repeated document subset. From previous studies [109, 120], we know that
users’ behavior on repeated queries is particularly predictable. People often try to
re-find documents, which they have read before [118]. Therefore, we consider
a third experimental condition: the set of SERPs with documents that a person
clicked on in the past. More precisely, in order for a SERP to be included in
this set it should contain one and only one previously clicked document, where a
past click on the document may have been for a different query. This subset of
SERPs contains 13.8% of the total. For this condition, we use PCLICK [118] as
an additional baseline.

(d) Poor SERPs. From [119] we know that reranking is best applied selectively.
Query ambiguity is one of the indicators to inform us about changing the order of
documents and a good model should not rerank subsets of documents on which
the ranker works well. For most queries, the top ranked document is clicked
substantially more often than any of the other documents. However, for more
ambiguous queries, or queries where the ranking is particularly poor, this is not
the case. To evaluate such queries, in this subset we include queries for which
the top ranked document is clicked less than twice as often as the second ranked
document. A total of 48% of the SERPs in the dataset satisfy this condition. We
also consider an additional baseline for this experimental condition: GCTR, the
global clickthrough rate as defined in Section 2.4.1.

(e) Cold start. Naturally, there is the cold start problem: if a user or a query are new
to the system, then it becomes more difficult to produce a proper ranking. To
better understand the effectiveness of PRA we also provide information on the
changes of algorithms’ performance depending on the richness of users’ histories.
We divided users into nine groups depending on the number of sessions in their
history in such a way that each group has about the same number of people, i.e.,
each group has roughly 11% of the users; see Table 2.2. The first group are the
people that are new; group 2 contains users who issued one or two queries, etc.
Below, we report experimental results per group.

2.5 Results

In this section we present our experimental results. We learned all models regardless of
the experimental conditions. For each of the five experimental conditions defined above
(all queries, examined documents only, repeated documents, query ambiguity and cold



Table 2.3: Results for the “all queries” condition, on each test day: days 21–27.

21 22 23 24 25 26 27

P@
1

ORIG .597 .596 .588 .596 .594 .587 .581
PFE .607 .603 .602 .603 .604 .595 .594
UBM .603 .600 .596 .600 .600 .591 .587
PRA .612 .610 .604 .611 .607 .600 .597

M
A

P

ORIG .719 .718 .713 .718 .714 .712 .709
PFE .726 .723 .723 .723 .724 .718 .717
UBM .724 .724 .719 .724 .722 .717 .713
PRA .726 .725 .720 .725 .723 .718 .716

start problem), we report on the performance of our proposed approach, PRA, and of
the baselines listed in Section 2.4.1.

2.5.1 All queries

Table 2.3 lists the results for the “all queries” condition. We see that the performance
of PRA and UBM is comparable to that of PFE, the state-of-the-art. In terms of
Precision@1 PRA always outperforms PFE and PFE outperforms UBM although the
difference is not significant (t-test, p-value > 0.1). In terms of MAP, the difference
between PFE, UBM and PRA is at most 0.3%, in either direction. All of these three
models, PFE, UBM and PRA, significantly outperform ORIG, the production ranker
(t-test, p-value < 0.01). Also, surprisingly, UBM has comparable performance with
PFE (t-test, p-value > 0.1).

2.5.2 Rerank examined documents only

We turn to the second experimental condition, where models rerank only examined
documents. First, as this query set excludes documents below the lowest clicked position
from reranking, all algorithms achieve higher scores, as we can see by contrasting the
results in Table 2.4 with those in Table 2.3. The scores for PFE and PRA in this
experimental condition are higher than in the “all queries” condition, both in terms of
Precision@1 and MAP. Second, PRA outperforms PFE and UBM on both metrics. The
difference in terms of Precision@1 exceeds 1.5% for each day, sometimes reaching
2.3%. Also, PRA performs significantly better than PFE, the state-of-the-art, in terms
of MAP (t-test, p-value < 0.01). PFE and UBM have comparable performance.

Observing the performance differences between PRA, PFE and UBM relative to
Table 2.3 more carefully, we note that the performance of PRA improved more due
to the filtering of unobserved results. This tells us that on the complete dataset PRA
promoted more documents that were not observed by the user than PFE or UBM. Thus,
while the results in Table 2.3 are conservative (assuming all documents below the lowest
actual click to be not relevant), the results in Table 2.4 are optimistic (restricted to
documents for which we have more reliable evaluation labels). In both cases, we find
that PRA outperforms PFE and UBM. We expect that results from an online evaluation



Table 2.4: Results for the “rerank examined documents only” condition, on each test
day: days 21–27.

21 22 23 24 25 26 27

P@
1

ORIG .597 .596 .588 .596 .594 .587 .581
PFE .610 .606 .608 .606 .608 .598 .599
UBM .610 .600 .606 .613 .610 .600 .597
PRA .628 .627 .620 .629 .627 .621 .623

M
A

P

ORIG .719 .718 .713 .718 .717 .712 .709
PFE .734 .731 .733 .731 .733 .726 .726
UBM .730 .730 .728 .731 .732 .726 .723
PRA .741 .740 .735 .741 .740 .736 .737

would be somewhere between these two bounds.

2.5.3 Repeated document subset

In this experimental condition we only consider SERPs that contain exactly one pre-
viously clicked document. As this segment of queries was the specific target of the
method proposed by Teevan, Adar, Jones, and Potts [118], we consider the additional
baseline PCLICK. Table 2.5 lists the results for this condition. PRA achieves the best
overall Precision@1 scores, followed by PCLICK, PFE, UBM and ORIG. Note that
the difference in performance between PRA and the other approaches is more than 1%
on every single test day. Surprisingly, PCLICK significantly outperforms PFE (t-test,
p-value < 0.01), even though PFE is far more complicated and includes features that
reflect user interactions with documents.

Although UBM and PFE achieve a similar performance in other experimental condi-
tions, in this condition PFE achieves better results than UBM. This is a consequence of
the fact that PFE is personalized and uses the whole history of a user to predict clicks.
As expected, all approaches achieve better Precision@1 scores than ORIG.

Interestingly, the results for MAP show a different pattern. PCLICK and PRA work
almost equally well: the difference between them is less than 0.3% and not statistically
significant (t-test, p-value > 0.01). Both PCLICK and PRA perform significantly better
than PFE (t-test, p-value < 0.01), which is better UBM, which, in turn, significantly
outperforms ORIG.

2.5.4 Poor SERPs

Here we present results on ambiguous queries or queries where the ranking is particularly
poor with the additional baseline DCTR; see Section 2.4.1 for a more precise definition.
Table 2.6 shows the results on this subset for Precision@1 and MAP. For both metrics
PRA outperforms other approaches, followed by PFE, UBM, DCTR, and then ORIG.
The difference between PRA and the other approaches is significant (t-test, p-value
< 0.01). ORIG performs significantly worse than the other approaches, while for most
test days the differences between PFE, UBM and DCTR are not significant.



Table 2.5: Results for the “repeated document subset” condition on each test day: days
21–27.

21 22 23 24 25 26 27

P@
1

ORIG .776 .776 .776 .773 .772 .755 .754
PFE .819 .801 .825 .800 .817 .782 .805
UBM .798 .800 .797 .796 .794 .778 .777
PCLICK .839 .838 .838 .836 .830 .817 .815
PRA .851 .849 .848 .848 .842 .830 .831

M
A

P

ORIG .850 .850 .850 .849 .848 .836 .835
PFE .880 .868 .883 .866 .878 .855 .870
UBM .866 .867 .866 .865 .864 .853 .853
PCLICK .894 .893 .893 .892 .888 .879 .880
PRA .893 .891 .891 .891 .886 .877 .880

Table 2.6: Results for the “poor SERPs” condition on each test day: days 21–27.

21 22 23 24 25 26 27

P@
1

ORIG .420 .415 .415 .415 .425 .424 .424
PFE .440 .434 .444 .433 .440 .442 .443
UBM .440 .435 .437 .437 .440 .444 .443
DCTR .450 .448 .433 .450 .446 .441 .443
PRA .460 .458 .458 .458 .457 .456 .458

M
A

P

ORIG .617 .614 .611 .614 .618 .617 .618
PFE .628 .625 .630 .624 .623 .628 .630
UBM .627 .627 .623 .628 .624 .630 .630
DCTR .628 .626 .610 .627 .621 .617 .620
PRA .635 .633 .630 .634 .632 .629 .633

Also, all algorithms work much better on the subset where the condition of Poor
SERPs is not satisfied. The performances of ORIG, PFE, UBM and PRA are similar and
the precision@1 scores are over 78%. To conclude, the PFE, UBM and PRA methods
improve ambiguous queries, but do not affect non-ambiguous ones.

2.5.5 Cold start problem

In the “cold start problem” condition we provide information on the algorithms’ quality
depending on the richness of users’ history. This experiment has several results; see
Table 2.7 for the results for both Precision@1 and MAP.

First, despite the fact that ORIG is not personalized it performs better for users with
a long history. One of the explanations of this is that people who use the search engine
a lot learn to submit high quality queries [85]. Second, the personalized models PFE
and PRA benefit more from a user’s history than ORIG and UBM. For users who issued
more than 32 queries the difference between ORIG and these model is more than 2%



Table 2.7: Performance of algorithms depending on the number of queries issued by
user.

0 1–2 3–5 6–8 9–11 12–15 16–21 21–32 >32

P@
1

ORIG .584 .570 .572 .581 .585 .595 .605 .613 .652
PFE .594 .579 .581 .592 .597 .608 .620 .631 .684
UBM .593 .578 .581 .590 .595 .605 .617 .627 .673
PRA .588 .577 .582 .594 .600 .613 .626 .640 .694

M
A

P

ORIG .710 .700 .700 .707 .710 .718 .726 .733 .762
PFE .714 .702 .704 .712 .717 .725 .734 .744 .783
UBM .715 .705 .706 .714 .717 .725 .734 .743 .777
PRA .710 .700 .703 .713 .718 .727 .737 .749 .788

for both metrics. Also, for users with a limited history, PFE and UBM benefits more
than other algorithms. However, for users with a rich history UBM performs worse than
PFE, which in turn performs worse than PRA, but still much better than ORIG.

2.6 Conclusion

As search engines often show ten documents as a result page, most users can find a
relevant item among them. However, different users have different interests. Thus for
some users the first document may be relevant, but for others not. This is why we study
the problem of reranking documents according to user interest. We have proposed a
new simple method for personalized search based on long-term behavioral signals that
matches or outperforms the state-of-the-art for this task.

We note that current state-of-the-art solutions are effective, however they require
extensive feature engineering. The most effective approaches have more than one
hundred features. The second approach for this problem is manually creating rules,
which is bound to work on a small segment of queries only. Another approach is
click models. Click models are a very elegant solution for this problem, but in several
experimental conditions work significantly worse than the state of the art. In contrast,
our algorithm is applicable to all result sets, does not require feature engineering, but has
comparable performance in all experimental conditions. We achieve this performance
by incorporating click models with learning to rank algorithms.

We compared our proposed method with the state-of-the-art and with manually
defined rules using a publicly available data set. We considered multiple experimental
conditions. In all conditions we perform as least as well as the state-of-the-art and in
several conditions we significantly outperform it according to both metrics used, despite
the simplicity of our method.

Finally, we observe that our proposed approach only covers queries that have been
seen previously, in the training data. In the future we plan to extend our approach to
previously unseen queries by incorporating query similarity in our model. Also, we
plan to incorporate different relevance signals from query results and behavioral facets
(visited pages, eye movement, etc.)



In this chapter we answered RQ1 and proposed a new algorithm that infers a user’s
long-term preferences, using only their interaction with the system. In the next chapter,
we take a different angle on the problem of understanding a user’s preference and
study how we can create an informative preference questionnaire to infer a cold user’s
preferences.





3
Preference Elicitation as

an Optimization Problem

In this chapter we address RQ2 and propose a method to solve the user cold-start
problem. The new user cold start problem arises when a recommender system does not
yet have any information about a user. A common solution to it is to generate a profile
by asking the user to rate a number of items. We propose a new elicitation method to
generate a static preference questionnaire that poses relative preference questions to the
user and answer RQ2: how to create an informative preference questionnaire to infer
cold users’ preferences.

3.1 Introduction

Millions of online e-commerce websites are built around personalized recommender
systems (e.g., [27]). Together, they offer broad and varied items, ranging from books
and accommodation to movies and dates. The main goal of recommender systems
is to predict unknown ratings or preferences based on historical user interactions and
information about items, such as past user ratings and item descriptions. Collaborative
filtering (CF) is one of the most effective techniques to build personalized recommender
systems. Approaches based on (CF) collect user item ratings and derive preference
patterns. The main advantage of approaches based on CF is that they do not require
domain knowledge and can easily be adapted to different recommender settings.

However, CF-based approaches only work well for users with a substantial amount
of information about their preferences. When this information is not available, as for
new users, the recommender system runs into the new user cold-start problem: it cannot
produce reliable personalized recommendations until the “cold” user is “warmed-up”
with enough information [36, 48].

Most well-known and effective approaches to the new user cold-start problem are
questionnaire-based [48, 95]. These elicit information from new users via a ques-
tionnaire where users provide absolute ratings for some items [72, 33, 89]. However,
obtaining such explicit ratings suffers from a calibration issue [56]: the same rating, of
say three stars, may mean completely different things for different people. Moreover,

This chapter was published as [105].
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users may change their opinion about an item after having seen other items. For instance,
it has been shown that a user is likely to give a lower rating to an item if the preceding
one deserved a very high rating [1, 61]. On top of that, recommender systems typically
provide ranked lists of items, but for producing a good ranking pairwise preferences
between items are preferable to learning absolute relevance scores [11].

Finally, we note that recent research has shifted towards predicting relative prefer-
ences rather than absolute ones [57, 107]. For such relative methods, it is natural to
ask users to complete a questionnaire by answering relative questions rather than by
providing absolute ratings. Therefore, preference elicitation questionnaires have been
proposed [18, 95]. A preference elicitation method (PEM) thus asks questions about
pairwise preferences between items.

Question: Which movie do you prefer to watch?

I prefer this 
one 

I prefer this 
one

I prefer them 
equally

? Movi

Figure 3.1: An example of a relative question in a questionnaire aimed at eliciting
preferences.

An example preference elicitation question is shown in Figure 3.1 below, where a
user is asked to indicate which of two movies she prefers. However, it is difficult to create
these questionnaires, because it is unclear what criteria should be used to select items
for questions. Moreover, a greedy approach, which is common in elicitation procedures,
is computationally expensive in PEM, because the cardinality of the preference question
space is proportional to the square of the number of items.

In this chapter, we address some of these challenges with the following main
research question:

How to optimally generate a preference questionnaire, consisting of relative
questions, for new users that will help to solve the new user cold-start
problem?

To answer this question, we develop a new preference elicitation method (PEM), called
static preference questionnaire (SPQ), that can be used in several domains, such as book
or movie recommendation. In particular, inspired by [2], we formulate the elicitation
procedure in SPQ as an optimization problem. The advantage of static preference
questionnaires, like the approaches of [18, 95], is that they work with relative rather
than absolute questions. The main advantages of our SPQ method over previous work



is the absence of any constraint on the questions except that they should be informative,
as was done in [18], and the fact that it optimizes the expectation of the loss function of
the underlying LFM.

Thus, the proposed method SPQ is a preference elicitation method (PEM) that
solves the following optimization problem: Select items for relative questions to predict
with maximum accuracy how the user will respond to other relative questions.

3.2 Problem formulation

3.2.1 Assumptions
Suppose we have a system that contains a history of user feedback for items in a rating
matrix R ∈ Rn×m, where n is the number of users and m is the number of items.1

The value of entry rui describes the feedback of user u on item i. The feedback can be
(a) explicit, e.g., a user rating (usually from 1 to 5) or a binary value, or (b) implicit
feedback like purchases or clicks. Usually, R is sparse [83], since most users rate only
a small portion of the items. The task for a recommender system is to predict missing
ratings in R and recommend to a user the most attractive item.

An important aspect of our work, as well as previous work [2, 18], is the use of
a latent factor model (LFM) [83] to solve this task. We assume that LFM is already
trained and that each rating rui complies with the following noisy model:

rui = µ+ bi + bu + vTi vu + εui, (3.1)

where

(1) µ is a global bias,

(2) vi, bi are the latent factor vector and bias of item i,

(3) vu, bu are the latent factor vector and bias of user u, and

(4) εui is small random noise.

The dimensions in the latent vectors represent item’s characteristics. If the user likes a
particular item’s attributes, the corresponding dimensions in her latent factor vector are
large. Large values in the item’s latent vector correspond to the item’s most valuable
characteristics. Thus, if an item satisfies a user’s taste, the value of vTi vu in Equation 3.1
is large. The user bias is the rating that a user predominantly provides. The intuition
behind the item bias is its popularity. The LFM predicts that most users will like popular
items more, despite their diverse preferences. The parameters listed above are assumed
to be given to us; we refer to them further as ground truth.

The main problem that we address is to solve the new user cold-start problem,
having ground truth parameters of all items and of all users who have provided some
feedback already.

1The notation we use is presented in Table 3.1.



Table 3.1: Notation used in the chapter.

Symbol Gloss

I Set of all items
P Set of all pairs of items: I× I
B Seed set of questions
F Subset of questions from B
i, j Items
u User
q Question
VS Latent presentation of questions from set S
vi Latent factor vector of item i
v(i,j) Latent presentation of the question
v∗u True latent factor vector of user u
v̂u Predicted latent factor vector of user u
R Matrix of ratings provided by users
r̂uij Predicted preference of user u of item i over item j
r∗uij True preference of user u of item i over item j

3.2.2 Problem definition

To address the new user cold-start problem, we propose a preference elicitation method
(PEM) that produces a questionnaire with relative questions; an example such question
is in Figure 3.1. We call our method static preference questionnaire (SPQ). The main
goal of SPQ is to minimize the number of questions N that is required to derive a
ranked list of personalized recommendations. SPQ minimizes N by generating a list
of questions that maximize the gain that a recommender system observes after adding
answers for q.

The LFM uses SPQ as follows:

(1) using the completed questionnaire, LFM gets v̂u while predicting the ground
truth parameters v∗u; then

(2) LFM uses v̂u to predict users’ relative preferences about all pairs of the items.

Thus, the performance of SPQ is measured in terms of the binary classification quality
of item pairs. For a given user u and a pair of items (i, j) the classifier estimates a
user u’s preference of item i over item j. The quality of the classifier is defined as the
deviation of the predicted preference value r̂uij from the true preference value r∗uij . We
assume that r∗uij can take the values −1, 1, and 0: −1 and 1 reflect that the user prefers
one item over another, while 0 corresponds to the situation when she treats them equally
(again, for an example, see Figure 3.1). Similar to Anava, Golan, Golbandi, Karnin,
Lempel, Rokhlenko, and Somekh [2], we define the preference elicitation task as an
optimization problem. Given a budget N , SPQ chooses a seed set B ⊆ P, consisting of



N pairs of items, that minimizes the expected loss of the corresponding binary classifier:

argmin
B

E


 ∑

(i,j)∈P
(r̂uij − r∗uij)2


 . (3.2)

The intuition behind this optimization problem is to force a model to provide a high-
quality list of recommendations, asking a predefined number of questions. To provide a
high-quality ranked list, a model should correctly classify pairwise preferences between
items [11]. That it is exactly what Equation 3.2 expresses. In Section 3.5, we will prove
how minimizing Equation 3.2 corresponds to improving the quality of the final list of
recommendations.

To summarize, we have introduced assumptions for our model and formulated the
task of finding a seed set of relative questions as an optimization problem. Next, we
will describe an iterative greedy procedure to obtain a near-optimal solution for this
problem.

3.3 Method

Equation 3.2 is difficult to optimize directly, so we will reformulate it in Section 3.3.2.
To this end, we need two preliminary procedures:

(1) one that predicts users’ answers to preference questions, and

(2) one for modeling a user’s latent vector representation after receiving their com-
pleted questionnaire.

We provide these next.

3.3.1 Preliminaries

Predicting users’ answers

We aim to estimate a user u’s preference for item i over item j, given her predicted
latent representation v̂u, using the equation:

r̂uij = v̂u · v(i,j) + b(i,j), (3.3)

where v(i,j) is the latent representation of the question, vi − vj , and b(i,j) = bi − bj is a
bias of the question. We rewrite this in matrix form. The predicted answers to a set of
preference questions S are:

r̂uS = v̂u · VS + bS, (3.4)

where the columns of matrix VS are the latent vector representations of the questions
from S and bS is a column that consists of the biases of the questions.



Modeling users’ latent vector presentations

To model the user parameters after receiving a completed questionnaire, which consists
of a seed set B, we solve the following problem:

argmin
vu

∑

(i,j)∈B
(vu · v(i,j) + b(i,j) − r∗uij)2, (3.5)

where r∗uij is an answer given by the user while completing the questionnaire. This
problem can be solved using linear regression.

3.3.2 Static Preference Questionnaire (SPQ)
Anava, Golan, Golbandi, Karnin, Lempel, Rokhlenko, and Somekh [2] show that if
the procedure for predicting a user’s answers and modeling their latent presentation is
exactly like we describe above in Equation 3.4 and Equation 3.5, then the optimization
problem Equation 3.2 can be formulated as a simpler yet equivalent task:

argmin
B

tr[(VBVTB + ε · E)−1]. (3.6)

Here, tr(M) denotes the trace of matrix M and E is the identity matrix. We propose a
greedy iterative algorithm that chooses the next question by minimizing Equation 3.6 in
each iteration. More precisely, given the subset F of B consisting of questions that have
already been chosen for our questionnaire, the procedure selects the next question q that
minimizes the following:

tr[(VF∪{q}VTF∪{q} + ε ∗ E)−1]. (3.7)

The proposed optimization problem can be reduced to a simpler one, which is stated
and proven in Theorem 1 below.

Before presenting Theorem 1, we need to introduce some additional notation used
in Theorem 1 and our algorithm. Define A = (VFVF

T + ε ∗E)−1. Also, e1, e2, . . . , en
are orthonormal eigenvectors of A with eigenvalues: λ1, λ2, . . . , λn, where λi > ε−1.
We assume that the number of questions in the questionnaire is less than the dimension
of the latent space; as a consequence, the subspace of eigenvectors with eigenvalues ε−1

is non-empty; we denote it as Eε.

Theorem 1. Let ε > 0 be arbitrarily small. The optimization problem (3.7) is equivalent
to finding a question q with latent representation vq =

∑
aiei + eε that minimizes

λ1a
2
1 + · · ·+ λna

2
n + 1

| eε |2
, (3.8)

where eε ∈ Eε and ai is a coordinate of v in the basis 〈e1, · · · , en, eε〉.

Proof. To begin, note that VF∪{q}VTF∪{q} + ε ∗ E =

VFVTF + vq ∗ vTq + ε ∗ E = A−1 + vq ∗ vTq . (3.9)



Thus minimizing (3.7) is equivalent to maximizing the following:

max

( ∑n
i=1 λ

2
i a

2
i + ε−2 | eε |2

1 +
∑n
i=1 λia

2
i + ε−1 | eε |2

)

∼ max

(
ε−1 +

∑n
i=1 λi(λi − ε−1)a2i − ε−1

1 +
∑n
i=1 λia

2
i + ε−1 | eε |2

)

∼ max

(
ε−1 +

∑n
i=1 λi(λi · ε− 1)a2i − 1

ε(1 +
∑n
i=1 λia

2
i )+ | eε |2

)

∼ max

(
ε · (∑n

i=1 λ
2
i a

2
i )− (

∑n
i=1 λia

2
i + 1)

ε(1 +
∑n
i=1 λia

2
i )+ | eε |2

)

∼ε→0 max

(
−(∑n

i=1 λia
2
i + 1)

| eε |2

)
∼ min

(
(
∑n
i=1 λia

2
i + 1)

| eε |2

)
.

To understand the intuition behind optimizing Equation 3.8, we need to understand the
connection between the eigenvectors of A and the questions in F, which we address
next.

Lemma 1. If the questions in F are represented by linearly independent vectors
v(i1,j1), . . . , v(im,jm), then e1, e2, . . . , en are vectors from a subspace
U = 〈v(i1,j1), . . . v(im,jm)〉. Also, the number of eigenvalues that are different from ε is
n. That is, n = m.

Proof. Eigenvectors are the same for A and A−1, so we prove this lemma for A−1.
To prove the first part of the lemma it is enough to show that U and U⊥ are invariant
subspaces for A−1 and U⊥ ⊆ Eε, where U⊥ is the subspace that consists of vectors
orthogonal to U . Note that U⊥ is a subspace of Eε. Indeed, if v ∈ U⊥, then

A−1v =
(
VFVF

T + ε · E
)
v =


∑

l

v(il,jl)v
T
(il,jl)

+ ε · E


 v

=
∑

l

v(il,jl)v
T
(il,jl)

v + ε · v =
∑

l

〈v(il,jl), v〉v(il,jl) + ε · v

= ε · v. (3.10)

Also, U is an invariant subspace of A−1. To see this, assume that u =
∑
l xlv(il,jl) is a

vector from U . Then A−1 =

∑

l

v(il,jl)v
T
(il,jl)

+ ε ∗ E


u =

∑

l

v(il,jl)〈v(il,jl), u〉+ εu ∈ U. (3.11)

To prove the last part of the lemma, it is enough to show that A−1|U is non-degenerate.
A−1|U : U → U is an operator that changes the vectors fromU in the same way as A−1 :
A−1|U · u = A−1 · u for any vector u ∈ U . From Equation 3.11 it follows that A−1|U
is a Gram matrix [102] of the vectors v(i1,j1), . . . , v(in,jn). But v(i1,j1), . . . , v(in,jn) are
independent vectors and consequently their Gram matrix is non-degenerate.



One implication of Lemma 1 is that Eε is equal to U⊥. Also, if we choose the basis of
U to be {

√
λ1e1, . . . ,

√
λnen} = {e′1, . . . , e′n} and decompose the latent presentation

of the new question by this basis vq =
∑
l ale

′
l+ eε, then the numerator of Equation 3.8

will simply be
∑
l al

2 + 1, (3.12)

which is the length of the part of vq that is parallel to U in this basis, increased by one.
To understand the intuition behind the denominator of Equation 3.8 we need another

piece of notation: we denote the projection of vector v on Eε as vε. Suppose question q
is about the preference of i over j, then the denominator of Equation 3.8 equals

| vq,ε |2=| (vi − vj)ε |2=| vi,ε − vj,ε |2 . (3.13)

That means that the denominator of Equation 3.8 is a Euclidean distance between the
projection of vi and vj or a length of vq,ε. Consequently, in order to add one more
question to F, we should find a vector with a large component from U⊥ and with a small
component from U . Thus, if the questions from F are linearly independent, then the
question that will be added to F should be linearly independent of all previous questions,
and the extended questionnaire will consist of linearly independent questions.

Now we are ready to present Algorithm 1, SPQ, for generating preference question-
naires.

Algorithm 1 Static Preference Questionnaire (SPQ).

1: Input: {e′1, . . . , e′n} basis of U ; E the set of all items and r > 0
2: for i ∈ I do
3: vi = v′i + vi,ε, where v′i ∈ U , vi,ε ∈ U⊥
4: S = {i ∈ E :| v′i |< r}
5: S⊥ = {vi,ε for i ∈ S}
6: Find the farthest points (i, j) ∈ S⊥ by Euclidean distance.
7: return v(i,j)

To minimize the numerator of Equation 3.8, we pick a small number r (r = 1 in our
experiments) and choose the set of items U<r on which Equation 3.12 is smaller than
it. To maximize the denominator of Equation 3.8, the algorithm chooses among U<r
the question q with max | vq,ε |2. As pointed out above, this problem is equivalent to
finding the diameter of the projections of points from U<r to Eε. The diameter finding
problem does not have an exact solution in linear time [32], thus we use a well-known
approximation to find it; see Algorithm 2 [29].

3.4 Experimental Setup

3.4.1 Research questions
We assume that a good questionnaire consists of a small number of questions in order
not to bother the user too much. At the same time, the information received after



Algorithm 2 Computing the diameter of a set of points [29].

1: Input: The set of points S
2: Choose a random point p ∈ S
3: Find the farthest point from p: p1 by Euclidean distance
4: Find the farthest point from p1: p2 by Euclidean distance
5: return p1, p2

completing the questionnaire should be enough to provide good recommendations and
to understand the user’s preferences. Thus, our research questions are the following:

RQ2.1 The final goal of SPQ is to provide enough information to build a high-quality
list of personalized recommendations for a new “cold” user. Does minimizing
Equation 3.2 correspond to a better quality of the recommendations?

RQ2.2 What is the impact of the preference elicitation procedure used on the final
quality of recommendations?

3.4.2 Experimental methodology

Datasets

We conduct experiments on the MovieLens dataset, with explicit ratings, and an Amazon
book dataset, with implicit feedback. As a ground-truth answer r∗uij to the question
of the preference between two elements i and j, that have received different ratings
rui 6= ruj , we use 1 if rui < ruj and −1 otherwise. We processed the datasets subject
to the following constraints:

(1) in the dataset there is a sufficient amount of information in order for LFM to be
reliable;

(2) personalization really improves the quality of the recommendation of the items in
the data set; and

(3) users in the dataset tend to evaluate items they like and items they do not like.

MovieLens. The original MovieLens dataset [42] contains 27,000 movies, 20 mil-
lion ratings, that are scored by 138,000 users. These 5-star ratings were collected
between January 9, 1995 and March 31, 2015. The dataset is processed as follows.
First, following [72] we are interested in the ability of algorithms to distinguish good
recommendations from bad ones. Therefore, we binarize the ratings as in [72]: ratings
that are scored by 4 stars and above become positive, others become negative. Then, for
the constructed dataset to satisfy the first constraint mentioned above, we only retain
movies that have been rated by at least five users. In addition, for the created dataset
to satisfy the second constraint, we keep only movies for which the ratio between the
number of negative ratings and the positive ratings received by these movies is less than
three. Finally, we keep only users for whom the ratio between the number of negative



and positive ratings given by each of these users is less than three. Thereby the dataset
satisfies the third constraint.

The final dataset consists of 10 million ratings, produced by 89,169 users, for 11,785
movies.
Amazon books. This dataset contains ratings for books as part of users’ reviews [81].
One drawback of collecting ratings this way is that users rate and write reviews only for
books that they bought and read. So, the descriptions and genres of the negatively rated
books can potentially satisfy user’s preferences. Therefore, we create a new dataset
using the reviews from Amazon. In the constructed dataset a rating is positive if a user
wrote a review about the book, and consequently, bought and read it.

Negative ratings are created by uniformly sampling from books that the user did
not read. For each user, the number of positive ratings equals the number of negative
ratings. In order for the data set to satisfy the first constraint (that LFM is reliable), we
only include the 30,000 most popular books. We only keep users who rated from 20 and
1,000 books. This leaves us with a dataset with 3,200,000 ratings, from 33,000 users for
30,000 books; all books included in the dataset received at least 5 reviews. The dataset
satisfies the second and third constraint because users and items have diverse ratings as
the data was obtained by negative sampling.

Baselines

We are the first to propose a preference elicitation method that creates a static question-
naire containing relative questions about user preferences. To the best of our knowledge,
there are no direct baselines to compare with. Therefore, we compare SPQ with three
baselines designed for solving a similar but not identical task. However, they all opti-
mize the Presicion @k measure, which we also use to compare the methods. Moreover
we use them in the setting for which they were designed. As baselines we use two
state-of-the-art methods that create a preference questionnaire, and one method that
creates an absolute questionnaire:

• Bandits [18] and Pair-Wise Decision Trees (PWDT) [95] that create a dynamic
questionnaire by asking relative questions;

• Forward Greedy [2] that creates a static questionnaire but contains absolute
questions.

In addition, we compare SPQ with a random baseline that selects relative questions
randomly.

Importantly, the main goal of this chapter is to create a preference questionnaire
in an optimal way, thereby avoiding problems from which absolute questionnaires
suffer. Thus, the most appropriate baselines for SPQ are methods that create preference
questionnaires.
Bandits. Christakopoulou, Radlinski, and Hofmann [18] present a bandit-based method
for creating a dynamic questionnaire by asking relative questions in an online setting.
They propose the following algorithm for picking two items for asking relative questions:

(1) select the first item that the recommender algorithm predicts to be the best for the
user in the current stage;



(2) virtual observation and update: assume that the user does not like the first item
and virtually update the model including this knowledge;

(3) select a comparative item that the algorithm, using the virtually updated model,
predicted to be the best for the user in the current stage.

PWDT. Rokach and Kisilevich [95] propose the PWDT algorithm, which solves the same
problem as Bandits, i.e., it creates a dynamic questionnaire asking relative questions.
PWDT minimizes the weighted generalized variance in each step. To this end, the
algorithm needs to brute force all pairs of items. To avoid this, the authors suggest to
first cluster items, using the k-means algorithm with cosine similarity. Then they create
artificial items, which are the centroids of these clusters, and use only these artificial
items to choose the next question. The PWDT algorithm is dynamic, which means
that it must perform every step fast; it remembers all answers and questions that it has
received and asked earlier, using a lazy decision tree [34].

Forward Greedy. Anava, Golan, Golbandi, Karnin, Lempel, Rokhlenko, and Somekh [2]
propose a Forward Greedy (FG) approach that creates a static questionnaire consisting
of absolute questions. Users are asked to rate one item per question. FG has the same
assumptions as SPQ (listed in Section 3.2.1) and it also solves optimization problem
which similar to our formulation in (3.2). Anava, Golan, Golbandi, Karnin, Lempel,
Rokhlenko, and Somekh [2] prove an upper bound on the error of the Backward Greedy
(BG) algorithm and show that FG and BG achieve similar results on realistic datasets.
Therefore, we only use FG for comparison. Our goal is to provide a method for creating
a static preference questionnaire in an optimal way, thereby avoiding problems from
which absolute questionnaires suffer. However, it is useful to compare the proposed
method with a reasonable absolute baseline to understand if the quality of the preference
questionnaire is comparable to the quality of absolute questionnaires in terms of the
final list of recommendations.

Random. Finally, we compare SPQ with a baseline that randomly picks pairs of items for
questions. We include this comparison to better understand the importance of carefully
selecting questions.

Training latent factor models (LFMs)

We stress that training LFM is not the task of this chapter; instead, we just use its
parameters: µ, vi, bi, vu, bu (presented in Equation 3.1) for 1. the ground truth and 2. our
recommender system. We factorize users’ ratings matrix R using LFM (Equation 3.1),
which is trained to minimize the Root Mean Squared Error (RMSE) using Stochastic
Gradient Descent (SGD). We first randomly pick one thousand users as “cold start users”.
Then we train LFM on all ratings by all other users, who are “warm” users. To choose a
combination of hyper-parameters, namely the latent dimension and regularization, we
create a validation set that consists of ten random ratings for each “warm” user who has
rated at least twenty items. We set the hyper-parameters to the values that achieve the
best accuracy on the validation set.

In order to achieve statistically meaningful results, we perform this procedure ten
times. I.e., the following is repeated ten times:



(1) choose the subset of cold-start users randomly;

(2) train LFM using the ratings obtained from all other users;

(3) create a questionnaire; and

(4) measure its quality.

3.4.3 Experimental conditions

We randomly divide all items into two equal subsets:

(1) the training items that are used to select questions;

(2) the test items that are used to measure performance.

For all experimental conditions we use a standard procedure to measure the perfor-
mance [33], as described in Algorithm 3:

(1) we receive a completed questionnaire for each user;

(2) we receive predictions of the users’ latent presentation using Equation 3.3 and
ground truth presentation of the question (v(i,j) and b(i,j)); and

(3) we use this presentation to predict the user’s ratings on the chosen subset of the
test items.

Algorithm 3 Evaluation of an elicitation procedure.

1: Input: Set of items I, the set of cold users Ucold

2: Loss = 0
3: divide I into two subsets of equal size randomly: Itest , Itrain
4: for each u ∈ Ucold do
5: create a questionnaire, consisting of questions about items from Itrain
6: receive u’s completed questionnaire
7: predict vu: v̂u
8: choose test questions about items from Itest
9: using v̂u predict answers on test questions: Answersu

10: increase the loss Loss→ Loss+ Loss(Answersu)
11: return Loss

We have two experimental conditions, real (Section 3.4.3) and simulated (Section 3.4.3),
which differ in how they receive users’ answers and choose test questions.

Real condition

As described above, we first split all items into two equal-sized subsets randomly:

(1) training items that are used to select questions; and



(2) test items that are used to measure the quality.

In this condition, for each user, we create questions only about items that she has rated.
We also measure the quality of the elicitation procedure using the subset of the test items
that the user has rated. Consequently, we can infer users’ answers using the ratings that
are available in the dataset. Thus, in this setup, we do not simulate answers and do not
need any assumptions to receive users’ answers. However, optimal items may not be
available. Also, despite the fact that we use the same elicitation procedure for all users,
the questionnaires will be different for different users because they rate different subset
of items. To avoid this problem and ask all users the same questions, we also perform a
simulated experiment.

Simulated condition

In order to ask all users the same questions and to choose the questions in an optimal way
we require the mechanism for obtaining answers to the questions. However, we cannot
obtain this information directly from ratings in the datasets that we use, because users
rate different subsets of items and only a small fraction of all items. Thus, following
[18], in the simulated condition we simulate users’ answers using Equation 3.3. This
way of obtaining users’ answers is motivated by the following assumption: all ratings
comply with the LFM model that is given to us. We use this simulation procedure to get
answers for both sets of questions from (1) the questionnaire; and (2) the subset of test
questions. It is important to point out that, like SPQ, Bandits, PWDT, and FG also rely
on the assumptions about pretrained LFM described in Section 3.2.1. Thus, using the
simulation condition does not favor any method, baseline or otherwise.

Algorithm 4 provides detailed information on how to choose a subset from the test
items to generate the test questions. First, for a given user we divide all test items
into 50 groups according to her preference. Then we pick one item per group. This
procedure picks only 50 items instead of thousands of test items; moreover, the chosen
50 items are very diverse.

Algorithm 4 Choosing a subset from the test items in the Simulated condition.

1: Input: Set of test items Itest , user u’s ground truth vector vu
2: initialize subset from the test items ItestSubset = ∅
3: using (3.1) receive all ratings by u to Itest
4: get the extended recommendation list L = {i1, . . . , in} by sorting items according

to their ratings
5: divide items into 50 groups S1, . . . , S50:

Sk = {i(k−1)∗(n/50)+1, . . . , i(k−1)∗(n/50)+n/50}
6: for each group S in S1, . . . , S50 do
7: choose the random item i ∈ S
8: add i to ItestSubset
9: return ItestSubset



3.4.4 Evaluation methodology

To answer our research questions we use different metrics.

RQ2.1

To understand whether it is right to optimize Equation 3.2, we should provide two
measures:

(1) one that reflects how well Equation 3.2 is optimized; and

(2) another one that reflects the quality of the final personalized list of recommenda-
tions.

We choose

(1) Precision of the classification of all preference questions (PCPF) between any
two test items: PCPF is equal to the fraction of correctly classified pairwise
preferences between items; and

(2) Precision@10 of the recommendation list (P@10).

We would like to observe if the algorithm with the lowest PCPF has the highest P@10.

RQ2.2

The goal of a recommender system is to provide to a user the most relevant recom-
mendations. That is why we use ranking measures to evaluate all methods, specifically
P@10, to compare the quality of the final personalized lists. Precision @k is the fraction
of relevant items among the top-k recommendations. It is one of the most popular
measure for the recommender systems. Our final evaluation measures were computed
by averaging Precision@k over all users in the test set.

3.5 Results

Our experimental results are shown in Figure 3.2 and 3.3 for the MovieLens movie
dataset and the Amazon book dataset, respectively.

Importantly, the maximum Precision@10 score depends on the dataset and LFM:
for some users, there are fewer than 10 positive ratings. We chose the range of the
plots for Precision@10 measure from 1. its minimum value for the non-personalized
recommendation; 2. until its maximum value, the value achieved by calculating the
Precision@10 for the ideal ranking in which items that a user likes are all on the top.
The maximum value for Precision@10 in the real condition for the MovieLens and
Amazon Books datasets are 0.71 and 0.90, respectively. And the maximum value for
Precision@10 in the simulated condition for the MovieLens and Amazon Books datasets
are 0.75 and 0.89, respectively.



Figure 3.2: Results on the MovieLens movie dataset. (Top): Simulated condition.
(Bottom): Real condition. (Left): PCPF. (Right): P@10.

Figure 3.3: Results on the Amazon books dataset. (Top): Simulated condition. (Bottom):
Real condition. (Left): PCPF. (Right): P@10.



3.5.1 RQ2.1

To answer RQ2.1 we should understand if the property listed in Section 3.4.4 holds for
every pair of algorithms and all conditions. For pragmatic reasons we answer RQ2.1 by
comparing methods that achieve state-of-the-art results in terms of Precision @10. Let’s
turn to the plots shown in the left and center columns of Figure 3.2 and 3.3. We observe
that for every pair of methods A and B, and every budget size N (≤ 29), if method A
significantly outperforms B in terms of PCPF, then method B does not significantly
outperform A in terms of P@10. Hence, we were correct in optimizing Equation 3.2
to produce better lists of recommendations for a user after receiving her completed
questionnaire.

3.5.2 RQ2.2

To answer RQ2.2 we turn to Figure 3.2 and 3.3 (right-hand side).

MovieLens movie dataset

All algorithms provide the same performance for questionnaires with a length less than
5: the differences in performance in terms of P@10 between the elicitation methods
are not statistically significant (p > 0.1) for any pair of methods. In all cases except
one, SPQ works significantly better than other methods if the budget is large (P@10;
p < 0.01); only FG achieves the same performance as SPQ in the Real condition
for a large budget (N > 20). In the Real condition with a medium size budget SPQ
significantly outperforms all other algorithms.

Amazon book dataset in the Real condition

SPQ achieves near-perfect performance only with budgets that are larger than 15; for
the smaller budget it has a similar but statistically significantly better performance
than Bandits; for budgets larger than 15, SPQ has a similar performance as FG. FG is
statistically better than SPQ when the budget is more than 25, but the difference with
the quality that is achieved by this algorithm in terms of Precision@10 is less than 0.5%.
This finding can be explained by the fact that for long questionnaires (with N > 15), in
the Real condition, the following property holds: a completed absolute questionnaire
provides the same information that is contained in the dataset about a user. Hence,
for a long questionnaire the FG method achieves the best result for this experimental
condition. But this does not imply that for real users it would lead to the same top
performing results.

To conclude our answer to RQ2.2, the importance of the elicitation method de-
pends on the dataset. We distinguish two cases. The first case is datasets like the
MovieLens movie dataset, where a non-personalized list of recommendations based
on item popularity achieves good results. In that case for a small budget, such as
N = 5, it is not important to carefully choose the questions. But for a larger budget
(5 < N ≤ 15), it is important to choose a method other than Random. For long
questionnaires (N > 15), SPQ is the best choice. The second case is for datasets such
as the Amazon book dataset, for which a non-personalized recommendation list has far



worse quality than a personalized one. In this case, it is always beneficial to use SPQ to
create a questionnaire.

There are two important properties of the elicitation method that should be consid-
ered when choosing a method. First, the function the elicitation method minimizes to
select a question. We concluded that if the method directly optimizes the loss function,
then it works better than others. Moreover, the difference becomes noticeable if the
questionnaire is long enough: SPQ and FG achieve better performance than PWDT, de-
spite the fact that they are static, while PWDT is dynamic. A possible explanation is that
PWDT optimizes a function that is different from the loss function, namely weighted
generalized variance. Second, constraints on selecting items to create a question. The
Bandits method selects items that, as it predicts, will be liked by the user. This constraint
affects performance, especially when the questionnaire is long (N > 15) because at
this time Bandits already predicts some user preferences (but not all) and starts to ask
questions about the elements that satisfy these preferences. However, the problem that
we solve in this chapter has no limitations on the choice of items. Instead, methods that
do not have this limitation still ask very informative questions and, therefore, achieve
better performance: SPQ selects informative questions and achieves better performance
than Bandits, while being static.

Amazon book dataset in the Simulated condition

SPQ is statistically significantly better than the other methods for a budget that is
larger than 3 (p < 0.01). Moreover, it achieves a high performance after asking only 5
questions, while other algorithms achieve similar results only for a budget that is larger
than 15. Thus, compared to other elicitation methods, the length of the questionnaire
can be reduced by a factor of three for the same recommendation performance. In all
other cases, LFM achieves a near perfect result (on the validation set, RMSE < 0.45).

3.6 Related work

3.6.1 Cold start problem
In Collaborative Filtering (CF), ratings and implicit information are used to provide
recommendations [99]. Unlike content-based methods, CF does not require feature
engineering. Two popular approaches are clustering [123] and LFM [83]. In LFM, items
and users are represented as vectors in a latent space that is automatically inferred from
observed data patterns. The dimensions of the space represent information about user
preferences and properties of items. The recommendation algorithm predicts ratings
using the representations. An influential realization of this approach is MF [83]. MF,
like all CF methods, cannot provide reliable ratings for users with limited history and
we run into the new user cold-start problem [59, 7].

Previous research suggests different approaches to the new user cold-start problem.
Li, Chu, Langford, and Schapire [66] suggest to model representative vectors, not
only recommending the best items (exploit), but also getting information about user
preferences (explore). Such approaches are usually used for recommender domains that
are dynamic: items appear very fast, and usually, new items are relevant (for example,



news and ad recommendation). For a broader range of domains, a popular method
for solving the new user cold-start problem involves questionnaire-based2 approaches
where new users are asked a seed set of questions [18, 89, 90, 95, 36].

3.6.2 Questionnaire-based approaches to the new user cold-start
problem

Static questionnaire

The standard procedure for creating a static questionnaire chooses seed items indepen-
dently of new users, and then users rate these items [89]. The underlying algorithmic
problem is how to build a seed set that can yield enough preference information to
build a good recommender system. One approach is to formulate it as an optimization
problem; Anava, Golan, Golbandi, Karnin, Lempel, Rokhlenko, and Somekh [2] find
a mathematical expression for the expectation of the number of wrong predictions of
ratings after a user has answered a questionnaire. Rashid, Albert, Cosley, Lam, McNee,
Konstan, and Riedl [89]’s method selects questions that are not only informative but
also satisfy the constraint that users know the items in the questions and are therefore
able to make fast decisions. The set of questions can be chosen based on diversity and
coverage of the set [33, 72]. That is, latent vectors of the selected questions should have
the largest length yet be as orthogonal as possible to each other, i.e., the parallelepiped
spanned by these latent vectors should have maximum volume. Fonarev, Mikhalev,
Serdyukov, Gusev, and Oseledets [33] and Liu, Meng, Liu, and Yang [72] propose to
use Maxvol [38] to find such items.

In line with [2], we propose a method that creates a static questionnaire by solving
an optimization problem. But SPQ is the first one to do it for relative questions of the
kind shown in Figure 3.1.

Dynamic questionnaire

In a dynamic3 questionnaire the next question depends on previous questions and
answers. A popular way to adapt questions to users’ answers is to build a decision
tree [35, 48]. In each node of the tree, there is a question. The children of the node
are the next questions depending on the answer to the question in the current node.
Thus, each node has as many children as there are answers to the current question.
Consequently, dynamic methods can be memory inefficient, but usually, they provide
better results than static ones. The method presented in this chapter, while static and
memory efficient, achieves better results than dynamic baselines. We leave a dynamic
variant as future work.

2In the literature, such methods are also called “interview-based.” To avoid ambiguity, we stick with
“questionnaire-based.”

3In the literature, such methods are also called “interactive.” To avoid ambiguity, we stick with the term
“dynamic.”



Asking relative questions

Another way to solve the new user cold-start problem is to ask relative questions. As
stated in [56], this approach has all the advantages of pairwise preference approaches: it
is faster and easier for a user to answer relative questions, and users’ relative preferences
are more stable over time. Jones, Brun, and Boyer [56] also show that relative questions
can deal with the rating calibration issue. However, the number of possible relative
questions is proportional to the square of the number of items and therefore it is
computationally expensive to select optimal preference questions. Thus, only a few
papers have so far used this approach [95, 18].

There are several solutions to avoid brute-forcing all pairs of items. Rokach and
Kisilevich [95] suggest to cluster items before selecting questions. However, valuable
information about items may be lost in the clustering. Moreover, this algorithm can
be memory inefficient due to the need to memorize all answers of all users. Chris-
takopoulou, Radlinski, and Hofmann [18] present several bandit-based algorithms for
online recommendations, including asking relative questions in an online setting.

To summarize, we propose a method that creates a static questionnaire consisting of
relative questions, which allows us to build a personalized list of recommendations for
a new user. Similarly to [2], we formulate our task as an optimization problem, but we
ask relative questions [18, 95] instead of absolute ones. Therefore, we cannot perform
the kind of brute-force search of all available questions that is performed in [2]. Hence,
we propose a new solution for the optimization task defined in [2]. Our method differs
from [95], as we offer a procedure that selects the most informative questions without
clustering items, thus avoiding losing any information. Moreover, our method solves
the optimization problem that minimizes the expectation of misclassified personalized
preferences of one item over another, while the method in [95] minimizes the weighted
generalized variance, which is not directly related to the loss that we minimize. The
main advantage of SPQ over [18] is that we optimize informativeness of questions
without constraints.

3.7 Conclusion and Future Work

We have proposed a static preference questionnaire generation method, called SPQ,
that extends earlier work [2, 18, 36, 89, 90, 95] on approaching the new user cold-
start problem for recommender systems by asking a set of seed questions. Our main
research question is How to optimally generate a preference questionnaire, consisting of
relative questions, for new users that will help to solve the new user cold-start problem?
Generating a short questionnaire that is sufficiently informative so as to derive a high-
quality list of personalized recommendations, is crucial for a recommender system to be
able to engage new “cold” users. We are the first to address the problem of generating a
list of relative questions as an optimization problem. The use of relative questions is
beneficial [56] because:

(1) users find it easier to provide feedback through relative questions than through
absolute ratings;

(2) absolute ratings suffer from calibration issues; and



(3) answers on relative questions are stable over time.

We have demonstrated theoretically how to solve the optimization problem and how to
avoid brute-forcing all possible questions as is implemented in [2]. Also, we have shown
experimentally that minimizing the proposed SPQ objectives leads to a high-quality list
of personalized recommendations. We have performed experiments on two datasets:
the MovieLens movie dataset and the Amazon book dataset. These datasets differ in
the type of user feedback and in the diversity of items. Also, we have considered two
experimental conditions to evaluate elicitation procedures:

(1) experiments in Simulated shows results in the ideal situation when users behave
according to the LFM; and

(2) experiments in the Real condition do not rely on any user rating model.

We have compared SPQ with multiple state-of-the-art baselines [2, 18, 95] that solve
similar but different tasks. SPQ outperforms all baselines on both datasets independently
of the length of the questionnaire, and it achieves a statistically better performance
than the baselines for questionnaires whose length exceeds 5. On the Amazon book
dataset in the real condition, SPQ was able to reduce the length of the questionnaire
by a factor of three. Moreover, SPQ, a static method, has demonstrated better results
than the dynamic baselines [18, 95]. SPQ outperforms the dynamic methods because
it optimizes the loss function and has no constraints on the questions, while dynamic
baselines either optimize a substitute function instead of the LFM loss function or have
constraints on the questions that are not necessary for the problem solved in this chapter.

In future work, we plan to work on the following important aspect to improve a
questionnaire. SPQ may ask very informative questions about items that a user might
not like. To overcome this problem, we plan to make SPQ dynamic to make sure that
we ask attractive questions for the user while receiving almost the same amount of
information.

In summary, to answer research question RQ2, we formulated the problem of creat-
ing an informative preference questionnaire as an optimization problem and proposed
an algorithm that solves this optimization problem. Next, we will focus on the different
criteria of preference questionnaires and study how to create a preference questionnaire
in which a user likes the displayed documents.



4
A Deep Reinforcement Learning-

Based Approach to Query-Free
Interactive Target Item Retrieval

In this chapter, our aim is to answer RQ3: how to find the optimal strategy for selecting
documents to display, which helps to increase user satisfaction with an ongoing session,
combining short-term and long-term preferences. In particular, we propose a method for
finding an optimal strategy for a recommender system that increases user satisfaction
with an ongoing session for the task of query-free interactive target item retrieval. In
this task, a user has a concept or category of items in mind and the system’s task is
to find the right item that falls within the category. Traditional recommender systems
tend to recommend items greedily, i.e., they display very similar elements that have
the highest estimated relevance. However, early in a session, the degree of uncertainty
about the category of items that is currently of interest to the user is high. We propose an
approach based on deep reinforcement learning in which we combine a reinforcement
learning-based recommendation agent with a relevance feedback step. Specifically,
we introduce an actor-critic-based framework to iteratively select sets of items based
on real-time feedback from users and their purchase history, thereby maximizing user
satisfaction within the entire session.

4.1 Introduction

Over the last decade, e-commerce sites have become ubiquitous [27]. Customers use
them every day for a range of purposes: from exploring available items to purchasing a
specific item [111, 113]. A large portion of purchases in e-commerce sites is focused on
fashion products [17], where images of a product may play an important role. Several
methods have been introduced to extract clothing attributes from images have been
proposed, with successful take-up in industry [68, 127]. By automatically identifying
attributes of fashion items, systems enable users to complement traditional search based
on keyword descriptions [68, 127] . However, usually, the attributes are predefined, and
not all users are familiar with the vocabulary being used.

This chapter is under submission as [103].
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In this paper, we focus on the task of fashion item retrieval in e-commerce sites. We
consider the scenario in which a user wants to find and obtain an item from a particular
category, which can be represented by various “mental pictures” that may vary from a
particular image to the user’s impression. In this context, the task for an e-commerce
site is to find the right item that fits the desired category and in parallel show result
pages that contain fashion items that are close to the target category. We address this
problem, to which we refer as the task of query-free interactive target item retrieval for
experienced users.

In e-commerce sites, a fashion item retrieval can be done by combining signals
from a user’s history of purchases and the signals from the user’s current interaction
with a system. To utilize the user’s historical interaction with the system, the traditional
Recommender Systems (RSs) can be used, which predicts user preferences based only
on past interactions between users and the system [132, 44, 81, 92, 83].

The interaction between a user and a RS consists of two stages:

(1) the RS selects items to be displayed on the result page, and

(2) the user views the result page and provides some level of feedback, such as clicks
on some items or adding items to a cart.

This type of interfaction does not fit well at the start of a new session, which is a stage of
uncertainty. In the task of query-free interactive target item retrieval the target category
is unknown for the system. Previous work has proposed to use Relevance Feedback
(RF) mechanisms [8, 30, 31, 126, 131] to minimize the RS’s uncertainty about a user’s
target category. In RF, a system shows a subset of items to a user and the user interacts
with the system by clicking on the item that is (supposedly) most similar to the target
item. Systems that use an RF mechanism to understand a user’s current preference aim
to minimize the length of the session, by displaying diverse items on the result page.
Consequently, not all the shown items satisfy the user’s preference and a user can be
unsatisfied with the results shown.

We propose a RL approach to finding the optimal strategy for selecting items to
display on the result page in which the selected items are shown to a user in a grid.
Our approach, called ActorCriticRS, maximizes the expected long-term cumulative
reward per user, where the cumulative reward corresponds to user satisfaction during a
session. Moreover, ActorCriticRS adapts its strategy for different approximations of
user satisfaction with the result page. In the context of item search, user satisfaction
depends on a variety of factors and the relation between a user’s perceived search
satisfaction can be complex and remain unclear [113]. ActorCriticRS can automatically
trade-off between greedy exploitation of learned past interests and exploration aimed
at uncovering current interests. ActorCriticRS is built upon a Reinforcement Learning
framework, called Actor-Critic. The use of a RL method is challengnig for a RS, since
the state and action spaces are very large, and recommendations must be given quickly.
We overcome these problems by using a model-free Deep Reinforcement Learning
based algorithm. The overall pipeline is shown in Figure 4.1.

To summarize, in this chapter, we propose a deep RL-based framework to help users
find an item from a target category, using her history of purchases and information
gleaned from the session in progress. Our contribution is three-fold:
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Figure 4.1: Overall recommendation framework.

(1) We propose a deep reinforcement learning-based theoretical framework for target
item retrieval.

(2) We propose simple implementations of each component of the framework.

(3) We analyze the quality of the framework depending on three aspects:

(a) the number of items displayed on the result page,

(b) the duration of the session measured by the number of result pages shown
during the session, and

(c) our approximation of user satisfaction with the result page.



4.2 Problem Description

In this chapter, we consider a task that is similar to “mental image retrieval” [17]. In
our task, a user wants to find an item from a target category. However, the user does
not know the category name and, therefore, does not provide a query. For example, a
user wants to buy leggings that she saw before, but she does not know what kind of
leggings or may consider tights instead. Unlike for “mental image retrieval,” in the task
of query-free interactive target item retrieval for experienced users the user is known to
the system. More formally, we follow the protocol detailed in Section 4.2.1 below.

4.2.1 The recommendation task
Consider a user with a history of purchases who initiates a new session on an e-
commerce site. When she starts a session, she has a concept or category in mind, but
cannot formulate it and does not submit a query to the system. The RS and the user
interact to uncover the implicit need. Interactions between user and recommender agent
consist of the following steps:

(1) user u starts a search session in which she wants to find an item from the target
category c;

(2) recommender agent shows her n items from its dataset I = {i}n1 ;

(3) user u provides feedback by clicking on the best item from I;

(4) recommender agent obtains a reward r equal to the user satisfaction of the result
page;

(5) recommender agent processes the feedback and creates a new list of items; and

(6) the search session ends when the session is too long.

The task of the recommender agent is to maximize the cumulative reward, mathemati-
cally:

t=∞∑

t=0

γt · rt, (4.1)

where rt is the user satisfaction obtained on t-th result page of the session; rt is
equal to 0 if the user leaves the recommender system, examining less than t result
pages. We propose a Reinforcement Learning (RL) approach to finding a strategy that a
recommender agent should follow in order to maximize the expected cumulative reward.

Next, we formalize the concepts that are necessary to use RL.

4.2.2 Recommendation as a Markov decision process
We formulate the process of interaction between a user and a recommender agent
as a Markov decision process and use RL to automatically learn an optimal strategy
for selecting items to display on the result page. The optimal strategy is obtained by
maximizing the long-term cumulative reward (see Eq. 4.1) during the session. Now we
formally define the five necessary components of an MDP (s,A, r, p, γ).



(1) A state s ∈ S is defined as an approximation of the current user preference.
At the beginning of the session, the initial state s0 is generated using the user’s
purchase history:

s0 = Purchases = {i1, . . . , ik}, (4.2)

where i1, . . . , ik are the items that a user bought before. On the t-th result page a
user provides her feedback by clicking on one of the shown items:

Ft = (itclicked , {it1,non-clicked , . . . , i
t
n−1,non-clicked}), (4.3)

where it+1
clicked is a clicked item, it+1

j,non-clicked is a non-clicked item. After the t-th
round of interaction between the user and the recommending agent, the state st
is generated based on the user’s purchase history and feedback that has already
been received from her during the session:

st = (Purchases, F1, . . . , Ft) . (4.4)

(2) The action space A is defined as the set of all subsets containing n items:

{i1, . . . , in} ∈ A. (4.5)

The chosen items are displayed on the result page.

(3) The user examines the result page, and the recommender agent obtains an imme-
diate reward rt, equal to the user’s satisfaction with the current result page.

(4) The transition probability p(st+1|st, at) defines the state transition from st given
an action at.

(5) γ ∈ [0, 1] determines the discount factor for future rewards. If γ = 0, the recom-
mender agent becomes a greedy agent and considers only immediate rewards. If
γ = 1, the recommender agent considers all future rewards without discount.

We model the recommendation task as an MDP defined by (S, A, r, p, γ). Here, the
recommender system is an agent that interacts with a user during a sequence of time
steps. At each time step the agent chooses an action by displaying a set of items and
receives a reward from the user, that is, her satisfaction with the result page. A user
clicks on the item closest to the target category. The environment updates its state. The
agent’s goal is to find a policy π : S → A that maximizes the cumulative reward (see
Eq. 4.1) over a session.

4.3 Theoretical Framework

In this section, we describe our framework for solving the task of query-free interac-
tive target item retrieval for experienced users. It consists of three components (see
Figure 4.2):

(1) an item and user embedder;



Figure 4.2: Framework for query-free interactive target item retrieval for experienced
users.

(2) a state generator, and

(3) a recommender agent.

Next, we describe the desired properties of each component; their specific implementa-
tion is given in Section 4.4.

4.3.1 Item and user embedder

The item and user embedder uses the history of users’ purchases to find a low-dimensional
representation of users and items in the same latent space. The representation of users
is used as an initial state when a new query-free session starts, and should be an approx-
imation of users’ preferences. Dimensions in the latent representation of items should
reflect the most valuable characteristics of the items. Therefore, the dot product between
a user’s representation and an item’s representation should reflect the user’s preference
of this item. The problem of finding such a low-dimensional representation using the
history of users’ feedback for items, can be solved by a recommendation algorithm.

4.3.2 State generator

A state generator generates a low-dimensional representation of the current state. As
a vector representation of the initial state s0 we use the user representation generated
by the items and users embedder. Therefore, the representation of the initial state s0
reflects the user’s preferences, using all the data that is available about the user at the
beginning of the session, namely her purchase history. While the user interacts with the
system, the representation of the state changes to reflect information gleaned from the
session in progress. More precisely, the representation of the state st should be changed



to reflect the user’s clicks on the (t+ 1)-st result page of the session: st+1 should be
closer to the clicked item on this page than to all non-clicked items on the same page.

The constraints on the state generator can be rephrased in the following way. Using
s0, which can be considered to be the initial query q0, the system returns the initial
result page to a user. The user marks the most relevant item by clicking on it. The
received feedback together with the initial query are used to estimate a new state that
can be considered as a new query qt. The new query qt should maximize the similarity
with relevant items while minimizing the similarity with non-relevant items. Below, we
solve this task by methods that utilize an RF mechanism to improve the relevance of
items on a result page.

4.3.3 Recommender agent

The recommender agent uses a low-dimensional representation of the state to produce
a result page of items. After displaying the page, the recommender agent obtains a
reward, which is the user satisfaction for the page. The task for the agent is to maximize
the expected cumulative reward (see Eq. 4.1) obtained during the session. This task
can be solved by a RL approach. However, not every RL method can be used as the
recommender agent. The action space is very large: the number of possible result
pages is even larger than the number of elements, which in ordinary e-commerce
platforms equals 100K or more. Moreover, the space of states is continuous. Therefore,
a recommender agent should be implemented using an RL method that works within
the constraints described above: a continuous state space and a very large or continuous
action space.

4.4 Method

In this section, we describe our implementation of the three components of the frame-
work introduced in Section 4.3: an items and users embedder, a state generator, and a
recommender agent.

4.4.1 Item and user embedder

As we discussed in Section 4.3.1, any matrix factorization model can be used as a
item and user embedder. We use a state-of-the-art MF model that is able to utilize not
only a user’s purchase history but also images of items, viz. VBPR [44]. VBPR is a
preference predictor that is built on top of MF; it embeds all items and users in the same
low-dimensional latent space. He and McAuley [44] partition dimensions in the latent
space: some dimensions represent visual preferences, others non-visual factors. The
structure of the VBPR predictor is shown in Figure 4.1a. The VBPR predictor takes the
following form

ru,i = α+ βu + βi + γTu · γi + θTu · θi, (4.6)

where α is a global offset, βu and βi are user and item bias terms, γu and γi are latent
representations of a user u and item i in non-visual subspace, while θu and θi are
latent representations of a user u and item i in visual latent space. The visual latent



representation of items θi is obtained by projection of features of items’ images to the
latent space:

θi = Efi, (4.7)

where E is a matrix that embeds Deep CNN features [62] of images of item i into the
visual space. As vector representations of users and items, we use a concatenation of
their embedding into visual and non-visual low-dimensional latent spaces: u = 〈γu, θu〉,
i = 〈γi, θi〉.

4.4.2 State generator

As a state generator, we use the Rocchio algorithm [94], which is a classic algorithm
that utilizes information obtained using a RF mechanism. The Rocchio algorithm is
a simple but efficient method that is used in many approaches that incorporate RF
information into the vector space [8, 30, 126, 131]. The Rocchio algorithm changes the
representation of the state st, bringing it closer to the representation of the relevant items
and further from the representation of non-relevant items. In the problem of query-free
interactive item retrieval, the Rocchio algorithm moves the state st in the direction of
the clicked item and in a direction opposite to non-clicked items:

st+1 = a · st + (1− a) · 1

n− 1
·
∑

(iclicked − inon-clicked) , (4.8)

where a is a coefficient for balancing the influence of new information on information
gained earlier, and n is the number of elements displayed on the page. To reflect the fact
that feedback from the user becomes less informative once we have received a user’s
relevance for several result pages we set a to be a function of t:

a(t) = 1− 0.8t · a′, (4.9)

where a′ is a parameter of the state generator. The final formula for updating states is
the following:

st+1 = a(t) · st + (1− a(t)) · 1

n− 1

∑
(iclicked − inon-clicked) . (4.10)

4.4.3 Recommender agent

An RL algorithm that can be used as the recommender agent should be able to deal with
state and action spaces that are continuous high-dimensional spaces (see Section 4.3.3).
Conventional RL methods such as Q-learning [128] and POMDP [43] become infeasible
in this case because it is impossible to estimate the transition probabilities and to store
the Q-value table. Thus, we use Deep Reinforcement Learning [69, 84], which does not
estimate the transition probability and does not store Q-values in a table.

The Actor-Critic framework [69] is able to select actions efficiently when the action
space is continuous. It consists of two parts: an Actor and a Critic (see Figure 4.3). The
Actor generates an action using the current state. The Critic predicts the expectation
of cumulative reward, noted as Q(st,at), given that an action at is taken in state st.



Figure 4.3: Actor Critic Framework.

According to the judgment from the Critic, the Actor updates its parameters to choose
an action at that maximizes Q(st,at) in the state st. In this way, the Actor outputs
better actions in future iterations. Below we describe the architecture of the Actor and
Critic in detail.

Actor

The Actor chooses n items to display on a result page, depending on the current state
st. The Actor first generates a pseudo-action, consisting of n vectors in the latent space
{̂i1, . . . , în}. Then, for each generated vector îj , the most similar item is selected that
was not shown in the session:

ij = argmax
ij

(iTj · îj). (4.11)

This procedure of selecting items, using vectors generated by the Actor, is exactly
the same as the Mapping Algorithm described in [138]. The details of the Mapping
Algorithm are presented in Algorithm 5.

Algorithm 5 Mapping from vector generated by the Actor to items

1: Input: Set of items I that have not been displayed before, n vectors in the latent
space {̂i1, . . . , în} that are generated by the Actor.

2: Output: Set of items Icurrent = {i1, . . . , in}, that will be shown to a user.
3: for j = 1, . . . , n do
4: Select the most similar item ij ∈ I according to Eq. 4.11
5: Add ij to Icurrent
6: Remove item ij from I

To understand the implementation of the Actor, it is important to analyze desiderata
for its behavior. The Actor should change its behavior over time. Indeed, with more
feedback received from a user, the state st moves closer to the embedding of the target
item. This means that the vectors generated by the Actor should get closer to the
state as the time step increases. To achieve this, we design an Actor consisting of two
components:



Figure 4.4: Trainable part of the Actor.

(1) one is trained, and

(2) the other is greedy.

The trained component Atrained generates n vectors {̃i1, . . . , ĩn} in the latent space and
has the following architecture: it is a neural network with one fully connected layer
and a tanh non-linearity (see Figure 4.4). Vectors generated by the Actor are a linear
combination of the current state st and vectors generated by Atrained :

îj = (1− εactort ) ĩj + εactort st, (4.12)

where εactort is a coefficient between 0 and 1, monotonically increasing with t. More
precisely, εactort is obtained by the following formula:

εactort =
1

1 + exp(−aactor · t+ bactor )
, (4.13)

where aactor and bactor are trainable parameters of the Actor.

Critic

The Critic predicts the Q(st,at)-value in the current state st, if the action taken is at.
In RS, the state and action spaces are very large, therefore, estimating the action-value
functionQ(st, at) for each state-action pair is infeasible. Thus, we use an approximation
function to estimate the Q-value. In particular, we use a neural network as the Critic,
which has a similar architecture as the Actor. The Critic also consists of two parts. The
first part is a neural network with one fully connected layer and a tanh non-linearity
(see Figure 4.5). The second part is an addition εcritict that is dependent on the step t:

εcritict =
1

1 + exp(−acritic · t+ bcritic)
, (4.14)

where acritic and bcritic are trainable parameters of the Critic.

4.5 Experiments

4.5.1 Research questions
In this chapter, we consider the task of query-free interactive target item retrieval for
experienced users. To address it, we have proposed a framework with three components:



Figure 4.5: Neural network part of the Critic.

an item and user embedder, a state generator, and a recommender agent. We mainly
focus on the implementation of the recommender agent, while using simple but efficient
solutions for the other components. We address the following research questions:
(RQ3.1) Does user satisfaction within a session increase when items are displayed to a

user according to the strategy obtained by an RL-based method instead of the
traditional greedy strategy?

(RQ3.2) How does the number of items displayed on a result page affect the perfor-
mance of the recommender agent?

(RQ3.3) How does the performance of a recommender agent depend on the way user
satisfaction is measured?

4.5.2 Dataset

Dataset description

As a dataset, we use a large crawl of item reviews from Amazon created by McAuley,
Targett, Shi, and Van Den Hengel [81]. The decision to choose the best item displayed on
the result page becomes easier when the decision can be made according to images of the
items. That is why we only use a category of items for which visual features have already
been demonstrated to be important, namely Women’s Clothing [44]. Following [44],
we take users’ review histories as implicit feedback (if the user wrote a review that is
considered positive, otherwise it is negative), and process the dataset so that each user
has at least 5 reviews. The final dataset contains ∼100K users, ∼330K items, ∼850K
reviews. The reviews in this dataset contain not only user id, item id and review text,
but also timestamp, which helps to build the purchase histories of the users.

Visual features

As visual information about items, we use the image features extracted in [44]. More
precisely, one image was collected for each item. Then the Caffe reference model
[24], which implements the CNN architecture proposed by [62] was used. The model
architecture has 5 convolutional layers followed by 3 fully-connected layers and has
been pre-trained on 1.2 million ImageNet (ILSVRC2010) images. Finally, the output
of the second fully connected layer (i.e., FC7) was used to obtain a 4,096 dimensional
vector of visual features.



Metadata

The dataset contains a taxonomy of the items. There are about 2,700 different categories
in the taxonomy. We create a Categorical space by a hard-code embedding of the items:
each item contains 0 and 1 as coordinates, where the coordinate equals 1 if an item
belongs to the corresponding category in the taxonomy. We use the Categorical space
to simulate user clicks in a session.

4.5.3 Simulation

To evaluate our strategy of selecting items to show to a user we should be able to
obtain users’ feedback on the selected items. However, this information is not directly
available from the historical logs to which we have access. That is why we simulate
users feedback. We simulate users clicks using the Categorical space: in the simulation,
a user always clicks on the item that is most similar to the target one in the Categorical
space. In the case when several items are equally good, a simulated user clicks on one
of them randomly.

In our simulation for each user, we choose the last purchased item as the target
item. All other purchases are used to estimate the user’s preferences. Importantly, the
taxonomy is not used by any of our recommendation methods: all methods use only the
users’ history of purchases and features from images of the items.

4.5.4 Baselines

Below we describe different strategies for selecting items to show to a user, which we
use as our baselines. The item and user embedder and the state generator remain the
same for all the methods that we compare.

Greedy

A common strategy for selecting items to show to a user is a greedy strategy [8, 44, 83,
92, 126, 131]. The greedy strategy selects items with the highest predicted relevance
scores. In this chapter, the predicted relevance scores are proportional to the scalar
product between low-dimensional representations of items received from Item and user
embedder and low-dimensional representations of the current state.

Methods that use a greedy strategy to select items maximize immediate user sat-
isfaction with the result page, rather than long-term user satisfaction with the session.
However, it is a common practice in methods that use RF to use a greedy strategy as a
recommender agent and the Rocchio algorithm as a state generator [8, 126, 131].

It is also worth noting that the initial state is obtained by training VBPR model.
Consequently, the greedy recommender agent can be considered as an interactive version
of the VBPR model.

Random

The Random baseline randomly selects items to display on the result page.



IRF

A very efficient algorithm IRF for query-free image retrieval using interactive relevance
feedback was proposed in [31]. IRF achieves good quality and is widely used in content-
based image retrieval with relevance feedback [4, 114, 115]. The algorithm selects
items by growing subsequent Voronoi cells [25] based on the item similarity distances
and their current score of relevance, denoted as scoret(ik). The mass of each Voronoi
cell scoret(cell) is a fraction of the total mass:

scoret(cell) =
1

n
·
∑

ik∈I
scoret(ik). (4.15)

More specifically, the first item selected by IRF is the one with the highest relevance
score:

it,1 = argmax
ik

scoret(ik). (4.16)

Then the Voronoi cell C1 is grown by including items one by one in the order of their
similarity with it,1 until the mass of C1 is less than scoret(cell). The k-th item is
selected among the items from outside the chosen Voronoi cells:

it,k = argmax
ik∈I\C1∪C2∪···∪Ck−1

pt(ik). (4.17)

The Voronoi cell Ck is grown by including items one by one among the items from
outside the chosen Voronoi cells in the order of their similarity with it,k until the mass
of Ck is less than scoret(cell).

Since IRF does not scale for a large collection of items, we first select 500 items
with the highest predicted relevance scores, and then use IRF only for these items. As a
predicted score of relevance we use the scalar product of the latent embedding of the
state and the latent representation of items:

score(ik) = st · ik. (4.18)

As similarity between items, we use the scalar product of their latent representations.

MGD

An algorithm called MGD has been proposed in [101]. MGD is a reinforcement learning
based algorithm that can be used as a recommender agent. MGD has been designed
for online learning to rank problems that can be reformulated as a query-free target
item retrieval. More precisely, at each timestep t MGD selects n rankers. Then, using
user clicks, the best ranker of the n selected rankers is inferred. Finally, MGD adjusts
the prediction of the vector representation of the globally best ranker. For our task of
query-free item retrieval, the individual items play the role of rankers.

MGD is based on the DBGD [136] algorithm. The key difference between MGD and
DBGD is that MGD selects n rankers, while DBGD selects 2. DBGD is a bandit-based
algorithm that optimizes a cumulative reward, performs a trade-off between exploration
and exploitation, and has theoretical guarantees.



4.5.5 Evaluation methodology

To answer the research questions listed in Section 4.5.1 we perform experiments with a
standard configuration for RS, changing one parameter of the standard configuration at
a time. In the standard configuration, we display 10 items on the result page and use
rmean as an estimation of user satisfaction with the result page:

rmean =
1

n
·
∑

ik

relevance(ik). (4.19)

Answering RQ3.1

To obtain an answer to RQ3.1 (Section 4.5.1), we compare the rmean score obtained by
MGD and ActorCriticRS with the rmean score obtained by the Greedy appraoch.

Answering RQ3.2

To understand the impact of the number of items shown to a user on the result page,
we compare rmean obtained by Greedy, Random, IRF, MGD and ActorCriticRS in the
standard configuration and vary the number of items shown to a user. More precisely,
we run experiments when 3, 5, 7 and 10 items are shown to a user on the result page.

Answering RQ3.3

To obtain an answer to RQ3.3 (Section 4.5.1), we compare rewards obtained by Greedy,
Random, IRF, MGD and ActorCriticRS in the standard configuration and vary the
function that we use to approximate user satisfaction with the result page. Specifically,
we choose 2 reward functions: one that is obtained by Eq. 4.19 and another that is
obtained by:

rmax = max
ik

relevance(ik). (4.20)

The intuition behind rmax is that a user is satisfied if at least one item satisfies her
preference.

4.5.6 Training models

Item and user embedder

To obtain visual-semantic representations of users and items, we use the code from [44].
In [44], all purchases are divided into three subsets: training, validation and testing. We
use the last purchases as a test set. The validation set is created by selecting for each user
u a random item vu from her purchases that are not in the test set. All remaining data
is used for training. We train the VBPR model with 32 dimensions of the non-visual
latent representation and 32 dimensions of the visual latent representation.



State generator

The proposed state generator has only one hyperparameter, namely a′ (see Eq. 4.9). We
chose a′ to be 0.5. We tried other values of a′ (0.3, 0.5, 0.8), but the cumulative reward
obtained by Greedy, IRF and MGD was the largest when a′ is set to 0.5.

Recommender agent

For all configurations, that is, different numbers of items displayed on the result page and
different ways to measure user satisfaction with a page, we use the same hyperparameters
of ActorCriticRS. Specifically, the batch size is equal to 128, the learning rate of the
Actor is 1e− 6, the learning rate of the Critic is 1e− 4.

To train the Actor-Critic framework we use DDPG [69]. More precisely, the Critic
is trained to minimize the following loss function:

L(θcritic) = Es,a,r,s′
[
(r + γ ·Q(s′, a′)−Qθcritic (s, a))2

]
, (4.21)

where θcritic are the trainable parameters of the Critic, and s, a, Q(s′, a′), r are sampled
from the replay buffer [84].

The Actor is trained to maximize the Q value predicted by the Critic:

R(θactor ) = maxEs
[
Qθcritic (s,Actorθactor (s))

]
, (4.22)

where θactor are the trainable parameters of the Actor.
Following the standard procedure of training DDPG, the training algorithm has 2

stages in each iteration:

(1) a transition stage, and

(2) parameter update stage.

In the transition stage, new data is added into the replace buffer. In the update stage, the
parameters of the Actor and Critic are updated using transitions that are sampled from
the replace buffer.

To achieve a statistically significant result, we perform 10-fold cross-validation.

4.6 Results

4.6.1 Answer to RQ3.1
To understand whether a reinforcement learning approach helps to improve user sat-
isfaction with a session, we turn to Tables1–4.1, 4.2, 4.3, 4.4. These tables show the
reward rmean depending on the result page number in the session: rmean(p1) is the
reward for the first result page in the session, rmean(p2) for the second result page, and
so on. We compare the Greedy method with two reinforcement learning based methods:
MGD and ActorCriticRS.

1All results that are marked as ∗ in Tables 4.1 - 4.5 are statistically significant (t-test, p-value < 0.01)



Table 4.1: Rewards obtained on the first, second, . . . , fifth result page of a session, when
3 items are displayed

Method rmean(p1) rmean(p2) rmean(p3) rmean(p4) rmean(p5)

Random 0.39 0.39 0.39 0.39 0.39
IRF 0.46 0.49 0.50 0.51 0.52
Greedy 0.47 0.48 0.49 0.49 0.50
MGD 0.47 0.49 0.50 0.51 0.52

ActorCriticRS 0.46 0.50∗ 0.51∗ 0.52∗ 0.52

Table 4.2: Rewards obtained on the first, second, . . . , fifth result page of a session, when
5 items are displayed.

Method rmean(p1) rmean(p2) rmean(p3) rmean(p4) rmean(p5)

Random 0.39 0.39 0.39 0.39 0.39
IRF 0.46 0.50 0.51 0.52 0.53
Greedy 0.47 0.49 0.50 0.51 0.51
MGD 0.47 0.50 0.51 0.53 0.53

ActorCriticRS 0.45 0.51∗ 0.53∗ 0.54∗ 0.55∗

We expect that Greedy obtains the highest reward for the first result page. However,
it learns user preferences very slowly, because it does not do enough exploration and
displays very similar items on subsequent result pages. Therefore, it should work worse
than RL-based methods for subsequent result pages in the session. Greedy, MGD, and
ActorCriticRS have the expected behavior regardless of the number of items displayed
on the result page. More precisely, for the first result page in the session ActorCriticRS
and MGD perform a little worse than Greedy. For the other result pages shown in the
session, ActorCriticRS and MGD outperform Greedy.

The results prove that for the task of query-free interactive target item retrieval for
experienced users an RL-based approach is useful and outperforms traditional RS.

4.6.2 Answer to RQ3.2

To understand how the number of items displayed on a result page affects the perfor-
mance, we turn to Tables 4.1, 4.2, 4.3, and 4.4. We compare the quality of the algorithms
depending on the number of items displayed on the result page. More precisely, for each
method we compare its results depending on the number of displayed items. Random
obtains the same rmean regardless of the number of displayed items. Other methods
obtain larger rewards when the number of items displayed on the result page increases.
This can be explained by the fact that when a user compares more items, the feedback
obtained from her becomes more informative. Indeed, when a user examines the result
page and clicks on the closest item to the target item, we get n − 1 preferences: the
selected items is better than the others displayed on the result page. As the number of
items displayed on the result page increases, the number of preferences received from



Table 4.3: Rewards obtained on the first, second, . . . , fifth result page of a session, when
7 items are displayed.

Method rmean(p1) rmean(p2) rmean(p3) rmean(p4) rmean(p5)

Random 0.39 0.39 0.39 0.39 0.39
IRF 0.46 0.50 0.52 0.53 0.54
Greedy 0.47 0.49 0.50 0.51 0.52
MGD 0.46 0.50 0.52 0.54 0.55

ActorCriticRS 0.46 0.51∗ 0.53∗ 0.55∗ 0.55

Table 4.4: Rewards obtained on the first, second, . . . , fifth result page of a session, when
10 items are displayed.s

Method rmean(p1) rmean(p2) rmean(p3) rmean(p4) rmean(p5)

Random 0.39 0.39 0.39 0.39 0.39
IRF 0.46 0.51 0.52 0.53 0.54
Greedy 0.47∗ 0.50 0.51 0.52 0.53
MGD 0.46 0.50 0.52 0.54 0.56

ActorCriticRS 0.45 0.52∗ 0.54∗ 0.55∗ 0.56

showing a result page also increases.

4.6.3 Answer to RQ3.3

To understand how the way user satisfaction is measured affects the performance of
algorithms, we turn to Tables 4.4 and 4.5. ActorCriticRS obtains the highest reward
starting from the second result page of the session independently of the reward function.
MGD and IRF obtain comparable rmax , but MGD obtains larger rmean for later result
pages in the session. This can be explained by the fact that during the training the
cumulative reward of MGD uses rmean as an immediate reward. Greedy obtains the
largest rmean for the first result page, but performs worse than the other methods for
later result pages in the session. Random has the worst performance in all cases.

4.7 Related Work

The work related to this chapter comes in three groups: traditional recommender
systems, reinforcement learning approaches to recommender systems, and methods that
utilize relevance feedback.

4.7.1 Traditional recommender systems

CF is one of the most effective techniques to build personalized recommender systems
[93]. CF-based methods collect user-item ratings and derive preference patterns. They



Table 4.5: Rewards obtained on the first, second, . . . , fifth result page of a session, when
10 items are displayed, using an alternative satisfaction function.

Method rmax (p1) rmax (p2) rmax (p3) rmax (p4) rmean(p5)

Random 0.63 0.63 0.63 0.63 0.63
IRF 0.64 0.68 0.70 0.72 0.73
Greedy 0.61 0.64 0.65 0.67 0.68
MGD 0.64 0.68 0.70 0.72 0.73

ActorCriticRS 0.65 0.69∗ 0.72∗ 0.73∗ 0.74

do not use information about the sequence in which the ratings were given nor contextual
information about the items. The main advantage of approaches based on CF is that they
do not require domain knowledge and can easily be adapted to different recommender
settings [83, 92]. Context-aware CF methods use both the contextual item features as
well as ratings [44, 81]. Recently proposed CF-based methods use all the information
available in the data: a sequence of the given ratings, ratings and product specific
features [65, 73, 98]

Traditional recommender systems select items to display on the result page according
to the relevance score of the items, thus the items on the result page are very similar.
Unlike traditional recommender systems, the items displayed on the result page by
ActorCriticRS satisfy the user’s taste and they are diverse too.

4.7.2 Reinforcement learning for recommender systems

Methods that use RL for recommendation consider recommendation as a sequential
process. Each episode consists of interactions between a user and a RS, ordered by time.
In traditional Recommender System, items displayed on the page are predicted to satisfy
users’ preference the most, whereas in RL-based approaches the system maximizes
long-term user satisfaction with recommendations.

Multi-armed bandits are a successful RL technique used for recommendation [3,
66, 117]. In the original bandit problem a gambler on a number of slot machines must
decide which machines to play, how many times to play each machine, and in what
order to play them [78]. Each machine gives a random reward from the probability
distribution specific to that machine. The goal of the player is to maximize the reward
received during the sequence of games. In bandit-based Recommender Systems, items
play the role of machines. A common reward used in Recommender Systems is the
click-through rate [66, 117].

Another RL-technique that is widely used for recommendation is Deep Reinforce-
ment Learning (DeepRL) [69, 84, 139, 138, 140]. DeepRL does not estimate the
transition probability and does not store Q-values in a table. Instead, a neural network
estimates cumulative rewards (see Eq. 4.1). Thus, DeepRL chooses actions quickly and
can be used in Recommender Systems where the action and state spaces are continuous
and/or high-dimensional.

Differently from RL-based recommendations, ActorCriticRS utilizes a RF-mechanism



to obtain information from interactions between user and RS. RF allows us to obtain a
lot of information from each interaction, and, thus, adapt to users’ preferences fast.

4.7.3 Relevance feedback

The idea of RF is to involve a user in the search process so as to improve the recom-
mended results. In RF, a user interacts with a system, marking some items as relevant,
some as irrelevant, or noting that some items are more relevant than others [141]. Using
users’ feedback, the system revises its results and displays items that better satisfy users’
tastes. RF is used when it is difficult to formulate a good query, but it is easy to judge
a particular set of items. The main problem that arises in RF is which items to show.
There are two main approaches to this problem. In the first, a user initiates a session
with a query [8, 30, 31, 126, 131]. Then, all items and the query are embedded in a
high-dimensional latent space. After each iteration, the vector representation of the
query is refined, by bringing it closer to vector representations of relevant items and
farther from irrelevant items. Finally, items that are closest to the new representation of
the query are displayed. In the second approach, instead of estimating the representation
of a query, the probability of items being relevant is modeled [4, 17, 114]. It is modeled
as a conditional probability depending on the given relevance feedback. The displayed
strategies in the two RF approaches are different. In the second approach, the algorithm
selects the items to display in order to minimize the uncertainty or, in other words, the
entropy of the target item.

Methods that use a RF mechanism are not aware of the history of user interaction
with RS prior to the current session. That is why the first result pages shown by methods
that use a RF mechanism are not personalized. As a consequence, these methods use
several iterations to understand a user’s long-term preferences. On the other hand, the
method proposed in this chapter, ActorCriticRS, is aware of the history of a user’s
purchases. As a result, ActorCriticRS has a pretty accurate estimation of a user’s
long-term preferences from the start of a session, and during the session ActorCriticRS
should only infer a user’s current interests. This allows to make the session shorter.

4.8 Conclusion

In this chapter, we have considered the task of query-free interactive target item re-
trieval for experienced users. We do not assume that a user knows how to formulate
a query. Consequently, she is unlikely to find an item that satisfies her preferences on
conventional e-commerce sites where users interact by providing a query.

To solve the task of query-free interactive target item retrieval for experienced users
we have proposed a three-part framework:

(1) an item and user embedder,

(2) a state generator, and

(3) a recommender agent.



The item and user embedder uses a Recommender System approach to infer users’
long-term preferences using their purchase history. The state generator uses information
received from a Relevance Feedback mechanism to generate low dimensional states that
reflect users’ preferences. The recommender agent selects items to display on the result
page, given a state.

We have focused on the implementation of the recommender agent while using
simple and efficient solutions for the other components. Specifically, we have proposed
a model-free deep Reinforcement Learning-based algorithm, ActorCriticRS, that selects
a set of items to display on the result page. We find an optimal strategy by maximizing
the expected user satisfaction with the whole session. Thus, we can infer information
about the target category, while simultaneously showing result pages that satisfy users’
preferences.

We have compared ActorCriticRS with various approaches. A traditional RS-based
approach suffices to generate the first result page in a session but not for subsequent
pages of the session as user satisfaction hardly increases. In contrast, the first result
pages generated using a RF-based approach contain items that do not satisfy user’s
preferences, but users like later result pages in the session. ActorCriticRS is able to show
result pages that maximize user satisfaction with the entire session. In the future we
want to investigate how different implementations of the components of the framework
affect user satisfaction with a session.

In this chapter, we proposed to use a RL-based method to find an optimal strategy
for selecting documents to display on a result page, and hereby we answered the RQ3.
In the next chapter, we will study another aspect of preferences questionnaires: the
interpretability of questions.



5
Evaluating Disentangled Representations

In this chapter, we study one more aspect of preferences questionnaires: the interpretabil-
ity of questions. An interpretable and informative questionnaire can be created using
disentangled representations, where a representation is called disentangled if it captures
and separates factors of variations of data. In this chapter, we focus on the metric of
disentangled representation and answer RQ4: how to measure the disentanglement of
latent representations.

5.1 Introduction

Algorithms for learning representations are crucial for a variety of machine learning
tasks, including image classification [47, 124] and image generation [37, 76]. These
algorithms build a low-dimensional representation for each sample in a dataset, which
is called a latent representation. Interpretable factors that describe every sample from
the dataset are called generative factors of the dataset. While there is no single for-
malized notion of disentangled representation, the key intuition is that a disentangled
representation should capture and separate the generative factors [5, 45]. For example,
we show a dataset containing rectangles of different shapes (see Figure. 5.1a). There
are two generative factors for this dataset: the length and width of the rectangles. In the
disentangled latent representation of this dataset we can choose two latent factors. One
of these factors is an invertible function of the length of the rectangles. Another factor
is an invertible function of the width of the rectangles. In such a representation a change
of one latent factor leads to a change only in one generative factor (see Figure. 5.1b).
While in an entangled representation a change in one latent factor may lead to a change
the length and width of the rectangles (see Figure. 5.1b).

Learning a disentangled representation is an important step towards better repre-
sentation learning because a disentangled representation contains information about
elements in a dataset in an interpretable and compact structure [5, 45]. Interpretability of
the representation helps in tasks where users interact with a system, as they understand
how it works and can provide informative feedback. Moreover, learning a disentangled
representation helps for tasks where state-of-the-art machine learning-based approaches
still struggle but where humans excel. Such scenarios include learning with knowledge

This chapter is under submission as [104].
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(a) Example of a dataset con-
taining rectangles with widthw
and height h from the uniform
distribution U(0, 1)

(b) Change in the elements of
the dataset caused by a change
in the disentangled latent rep-
resentation. Horizontally, the
change is caused by a change
in the first hidden factor; verti-
cally, the change is caused by
another hidden factor.

(c) Change in the elements of
the dataset caused by a change
in the entangled latent repre-
sentation. Horizontally, the
change is caused by a change
in the first hidden factor; verti-
cally, the change is caused by
another hidden factor.

Figure 5.1: Example of a dataset and disentangled and entangled representations.

transfer [50, 88, 122], zero-shot inference [64, 96] and supervised learning [86, 116].
The possible reason why people successfully solve these tasks is that they have a mental
model that captures explanatory factors about the world. These factors are generalized
and used in a new way when a person solves a new task. Algorithms that can obtain the
same representation of the samples in a collection as humans will have a similar ability
to generalize.

Recently, several important steps have been taken towards the formal evaluation
of disentangled representations. For example, there is a recent comparison of existing
metrics of disentanglement through an experimental study on several datasets [74]. An
important step is the intoduction of a framework for the evaluation of disentangled
representations [28]. One more step is the creation of a formal definition of disentangled
representation using group theory [45]. In this chapter we continue this important line of
research by providing an analysis of theoretical properties of disentanglement metrics.

To summarize, our key technical contributions are:

• We review existing metrics of disentanglement and discuss their properties.

• We propose a new metric of disentanglement with theoretical guarantees, and
establish its properties.1

1A comparison of methods for learning a disentangled representation is beyond the scope of this chapter.



5.2 Background

5.2.1 Representation learning
Usually, a representation learning algorithm consists of two parts: an encoder and a
decoder. An encoder is a function:

fe : Rd → RN , c = fe(x), (5.1)

where c is a latent representation of the data sample x. Typically, the dimension of the
latent representation is much smaller than the dimension of the data. A decoder is a
function:

fd : RN → Rd, fd(fe(x)) ∼ x, (5.2)

where fd(fe(x)) should be close to x. Thus, the latent representation should contain
almost all the information that is contained in the original data.

5.2.2 Ground truth generative factors
Generative factors of a dataset are interpretable factors that describe the difference be-
tween any two samples from X . Consider, for example, a dataset containing rectangles
of different shapes presented, as illustrated in Figure. 5.1a. The generative factors for
this dataset are the length and width of the rectangles. Formally, the definition of the
generative factor can be formulated as follows:

∃g : RK → Rd such that ∀x ∈ X∃! z : x = g(z), (5.3)

where g is a generative process. The ground truth generative factors are generative
factors that are given for a collection. This means that for each dataset sample x ∈ X ,
the values of the generative factors z ∈ RK are known.

5.3 Metrics of Disentanglement of Representations

In this section, we analyze the properties of the metrics of disentangled representa-
tions proposed in [16, 28, 46, 58, 63]. To this end, we first repeat the definitions of
disentanglement of representations that the proposed metrics reflect.

Definition 1 ([28, 46, 58]). A disentangled representation is a representation where a
change in one latent dimension corresponds to a change in one generative factor while
being relatively invariant to changes in other generative factors.

Definition 2 ([63, 74]). A disentangled representation is a representation where a
change in a single generative factor leads to a change in a single factor in the learned
representation.2

2This property of representations is also called completeness [28].



A representation is entangled if it is not disentangled. Below we analyze the existing
disentanglement metrics using these definitions: for each metric, we use a definition of
disentanglement depending on which definition it should reflect according to the authors
of the metric. In particular, we analyze if the existing metrics satisfy the following
properties:

Property 1. A metric gives a high score to all almost perfectly disentangled represen-
tations.

Property 2. A metric gives a low score for all entangled representations.

5.3.1 BetaVAE and FactorVAE
BetaVAE [46] and FactorVAE [58] are metrics that rely on the following property of
disentangled representations:

Property 3. If one generative factor is fixed, while other generative factors are arbi-
trarily changed, then in the corresponding disentangled representation one latent factor
should vary less than the others.

Definition of BetaVAE

The algorithm that calculates BetaVAE [46] consists of the following steps:

(1) Choose a generative factor zk.

(2) Generate a batch of pairs of vectors for which the value of zk within the pair is
equal, while other generative factors are chosen randomly:

(p1 = 〈z1,1, . . . , z1,K〉,p2 = 〈z2,1, . . . , z2,K〉), z1,k = z2,k

(3) Calculate the latent code of the generated pairs: (c1 = fe(g(p1)), c2 = fe(g(p2)))

(4) Calculate the absolute value of the pairwise differences of these representations:

e = 〈
∣∣c1,1 − c2,1

∣∣ , . . . ,
∣∣c1,N − c2,N

∣∣〉

(5) The mean of these differences across the examples in the batch gives one training
point for the linear regressor that predicts which generative factor was fixed.

(6) BetaVAE is the accuracy of the linear regressor.

Definition of FactorVAE

The idea behind FactorVAE [58] is very similar to BetaVAE. The main difference
between them concerns how a batch of examples is generated to obtain a variation of
latent variables when one generative factor is fixed. Another difference is the classifier
that predicts which generative factor was fixed using the variation of latent variables.
FactorVAE can be calculated by performing the following steps:



(1) Choose a generative factor zk.

(2) Generate a batch of vectors for which the value of zk within the batch is fixed,
while other generative factors are chosen randomly.

(3) Calculate latent codes of vectors from one batch.

(4) Normalize each dimension in the latent representation by its empirical standard
deviation over the full data.

(5) Take the empirical variance in each dimension of these normalized representa-
tions.

(6) The index of the dimension with the lowest variance and the target index k
provides one training point for the classifier.

(7) FactorVAE is the accuracy of the classifier.

Facts about BetaVAE and FactorVAE

Fact 1. BetaVAE and FactorVAE do not satisfy Property 1 when the disentangled
representation is defined using Definition 1.

Proof. By Definition 1, in a perfectly disentangled representation there may be several
latent factors that correspond to changes in the same generative factor. Consequently,
these latent factors have variation 0 when the corresponding generative factor is fixed.
That is why the classifier cannot distinguish between these latent factors and its accuracy
is less than 1. Consequently, the BetaVAE and FactorVAE metrics return scores of less
than 1 for a perfectly disentangled representation.

Fact 2. BetaVAE does not satisfy Property 2 when the disentangled representation is
defined using Definition 1.

Proof. As a proof, we give a counterexample. Let us consider all training points for a
linear classifier with a fixed label. The classifier can learn to map some regularity in the
values of features to the right class. However, there do not exist any constraints on this
regularity. The classifier can learn to map samples with a value of 0 of some feature to
the correct class. But the classifier can also learn to map samples with other patterns in
the feature values to the correct class. Given this intuition, let us consider the following
example. Suppose there are 3 generative factors from a uniform distribution and the
dimension of the latent representation is 3. Assume that the latent variables are equal to
the generative factors with the following probabilities:

p1 = (0.5, 0.5, 0), p2 = (0, 0.5, 0.5), p3 = (0.5, 0, 0.5).

We generate 10,000 training points with a batch size of 128. The accuracy of the linear
classifier is equal to 0.9967 in this case, but the latent representation is totally entangled.
This shows that BetaVAE can assign high scores to entangled representations.

Fact 3. FactorVAE does not satisfy Property 2 when the disentangled representation is
defined using Definition 1.



Proof. First, let us analyze the algorithm that calculates the FactorVAE score. Suppose
that for each generative factor zj there is a latent variable cij that correlates with zj more
than other variables in the latent code c. In this case, when zj is fixed and the batch size
is large enough, the variation in the latent factor cij will be smaller than the variation
in other latent factors. Consequently, the classifier will have high accuracy. Given this
intuition, let us consider the following example. Suppose there are 3 generative factors
from a Gaussian distribution with µ = 0, σ = 1, and each latent variable is a weighted
sum of the generative factors:

c1 = 0.5 · z1 + 0.4 · z2 + 0.5 · z3,
c2 = 0.4 · z1 + 0.5 · z2 + 0.5 · z3,
c3 = 0.4 · z1 + 0.4 · z2 + 0.6 · z3.

We generate 10,000 training points with a batch size of 128. The FactVAE disentangle-
ment score is equal to 1 in this case, but the representation is entangled. This shows that
FactoVAE can assign high scores to entangled representations.

5.3.2 The DCI, MIG and SAP metrics

In this section, we describe metrics of disentangled representations that are calculated
using a notion of informativeness between latent variables and generative factors.

DCI: Disentanglement, Completeness and Informativeness

Eastwood and Williams [28] propose to use a metric of disentangled representations,
which we call DCI, that is calculated as follows:

(1) First, the informativeness between ci and zj is calculated. To determine the
informativeness between ci and zj , Eastwood and Williams [28] suggest training
K regressors. Each regressor fj predicts zj given c (ẑj = fj(c)) and can provide
an importance score Pi,j for each ci. The normalized importance score obtained
by regressor fj for variable ci is used as the informativeness between ci and zj :

Ii,j =
Pi,j∑k=K
k=0 Pi,k

.

(2) For each latent variable its score of disentanglement is calculated as follows:

HK(Ii) = 1 +
K∑

k=1

Ii,k logK Ii,k.

(3) The weighted sum of the obtained scores of disentanglement for the latent vari-
ables is DCI:

DCI(c, z) =
∑

i

(
ρi ·HK(Ii)

)
, where ρi =

∑
j Pi,j∑
ij Pi,j

. (5.4)



MIG: Mutual Information Gap

Chen, Li, Grosse, and Duvenaud [16] propose a disentanglement metric, Mutual In-
formation Gap (MIG), that uses mutual information between the j-th generative factor
and the i-th latent variable as a notion of informativeness between them. The mutual
information between two variables c and z is defined as

I(c; z) = H(z)−H(z|c),

where H(z) is the entropy of the variable z. Mutual information measures how much
knowing one variable reduces uncertainty about the other. A useful property of mutual
information is that it is always non-negative I(c; z) > 0. Moreover, I(c; z) is equal to 0
if and only if c and z are independent. Also, mutual information achieves its maximum
if there exists an invertible relationship between c and z. The following algorithm
calculates the MIG score:

(1) Compute a matrix of informativeness Ii,j , in which the ij-th entry is the mutual
information between the j-th generative factor and the i-th latent variable.

(2) For each column of the score matrix Ii,j , which corresponds to a generative
factor, calculate the difference between the top two entries, and normalize it by
dividing by the entropy of the corresponding generative factor. The average of
these normalized differences is the MIG score:

MIG(c, z) =
1

K

∑

k

Iik,k −maxl 6=ik Il,k
H(zk)

, ik = argmax
i

Ii,k.

SAP: Separated Attribute Predictability

Kumar, Sattigeri, and Balakrishnan [63] provide a metric of disentanglement that is
calculated as follows:

(1) Compute a matrix of informativeness Ii,j , in which the ij-th entry is the linear
regression or classification score of predicting the j-th generative factor using
only the i-th variable in the latent representation.

(2) For each column in the matrix of informativeness Ii,j , which corresponds to a
generative factor, calculate the difference between the top two entries (correspond-
ing to the top two most predictive latent factors). The average of these differences
is the final score, which is called the SAP, for Separated Attribute Predictability:

SAP(c, z) =
1

K

∑

k

(
Iik,k −max

l 6=ik
Il,k

)
, ik = argmax

i
Ii,k.

Facts about DCI, MIG and SAP

Fact 4. DCI does not satisfy Property 1 when the disentangled representation is defined
using Definition 1.



Proof. We argue that using entropy as a score of disentanglement of one latent variable
is not correct. Indeed, a score of disentanglement of ci should be high when ci reflects
one generative factor well, while it reflects other generative factors equally poorly.
However, since the distribution may be close to uniform for these generative factors, the
entropy is large. Let us provide an example that is built on this observation. Suppose
there are 11 generative factors, and 11 is the dimension of the latent representation.
Each latent factor ci captures primarily a generative factor zi:

Pi,i = 0.8, Pi,k = 0.02, k 6= i.

Then, the DCI score is 0.6, so the DCI assigns a small score to a disentangled represen-
tation.

Fact 5. MIG satisfies Property 1 when the disentangled representation is defined using
Definition 2.

Proof. Indeed, in a disentangled representation each generative factor is primarily
captured in only one latent dimension. This means that for each generative factor zj ,
there is exactly one latent factor cij for which zj is a function of cij : zj ∼ f(cij ).
Therefore,

Iij ,j = H(zj)−H(zj |ci,j) ∼ H(zj),

whereas for other latent variables Ik,j = I(ck, zj) ∼ 0. Consequently, according to
MIG, the score of disentanglement of each generation factor is close to 1:

Iij ,j −maxk 6=ij Ik,j
H(zj)

∼ 1. (5.5)

Therefore, the average of these scores is also close to 1. This shows that MIG score
always assigns a high score to disentangled representations.

Fact 6. SAP does not satisfy Property 1 when the disentangled representation is defined
using Definition 2.

Proof. We think that it is incorrect to use the R2 score of linear regression as informa-
tiveness between latent variables and generative factors. Indeed, a linear regression
cannot capture non-linear dependencies. Thus, informativeness, which is calculated
using the R2 score of a linear regression, may be low if each generative factor is a
non-linear function of some latent variable. Let us give an example that is built on
this observation. Suppose there are 2 generative factors from the uniform distribution
U([−1, 1]) and the dimension of the latent representation is 2. Let us assume the latent
variables are obtained from the generative factors according to the following equations:

c1 = z151 , c2 = z152

For this perfectly disentangled representation, we generate 10,000 examples and obtain
a SAP score equal to 0.32. This proves that SAP can assign a low score to disentangled
representations.



Fact 7. DCI does not satisfy Property 2 when the disentangled representation is defined
using Definition 1.

Proof. We give a counterexample, which is built on the fact that the weighted sum in
Eq. 5.4 can be large if only one latent variable is disentangled, while the other latent
variables are entangled and do not capture any information about generative factors.
Suppose there are 2 generative factors and the dimension of the latent representation is
2, and the matrix of informativeness is the following:

P0,0 = 1, P0,1 = 0, P1,1 = 0.09, P1,0 = 0.01.

In this case, the DCI score is 0.957. This counterexample shows that the DCI score can
be close to 1 for entangled representations.

Fact 8. MIG satisfies Property 2 when the disentangled representation is defined using
Definition 2.

Proof. A high MIG score indicates that the majority of generative factors is captured
in only one latent dimension. Consequently, a change in one of the generative factors
entails a change primarily in only one latent dimension.

Fact 9. SAP does not satisfy Property 2 when disentangled representation is defined
using Definition 2.

Proof. A high SAP score indicates that the majority of generative factors is captured
linearly in only one latent dimension. However, the SAP metric does not penalize the
existence of several latent factors that capture the same generative factor non-linearly.
Let us consider the following example. Suppose there are 2 generative factors from the
uniform distribution U([−1, 1]), and the dimension of the latent representation is 3. Let
us assume that the latent factors are obtained from the generative factors according to
the following equations:

c1 = z1, c2 = z251 + z252 , c3 = z2.

For this latent representation, a change in each generative factor leads to a change in
several latent factors, but the SAP score is equal to 0.98. This shows that the SAP score
can be close to 1 for entangled representations.

A summary of the results of our analysis is given in Table 5.1.

Table 5.1: Summary of facts about proposed metrics of disentangled representations.

Metric Satisfies Property 1 Satisfies Property 2 Definition used

BetaVAE No No Definition 1
FactorVAE No No Definition 1
DCI No No Definition 1
SAP No No Definition 2
MIG Yes Yes Definition 2



5.4 A New Metric of Disentanglement, DCIMIG

While previous metrics are either based on Definition 1 or on Definition 2, we believe
that both of these definitions should be satisfied simultaneously for a disentangled repre-
sentation. This means that we should consider the following definition of disentangled
representation:

Definition 3. A disentangled representation is a representation satisfying the following
properties. In a disentangled representation, we can choose a subset of latent variables:
c′ =

{
ci1 , . . . , ciK

}
, which satisfy Definition 1 and Definition 2. Moreover, a disentan-

gled representation should contain nearly all information about generative factors, i.e.,
it should have a high degree of informativeness [28].

Based on Definition 3, we propose a new metric of disentanglement of representation,
called DCIMIG. The previously introduced MIG metric is a good starting point because
it is the only metric that gives high scores for disentangled representations and low
scores for entangled representations when using Definition 2. However, the MIG metric
has some drawbacks. The MIG metric does not penalize latent representations in
which latent factors capture several generative factors. Consequently, the MIG metric
can assign large scores to representations that are entangled according to Definition 1.
Moreover, the MIG metric does not capture the informativeness of latent representation
as it equally penalizes latent representations for not capturing informative generative
factors and for not capturing non-informative generative factors. That is why we
propose a new metric, DCIMIG, that captures the Disentanglement, Completeness (see
footnote 2) and Informativeness of a representation using the Mutual Information Gap.

5.4.1 Definition of DCIMIG
Following MIG, we create a matrix of informativeness Ii,j , in which the ij-th entry is
the mutual information between the j-th generative factor and the i-th variable in the
latent representation. The following steps for calculating DCIMIG differ from the steps
suggested in MIG:

(1) For each latent variable ci, find the generative factor zji that it reflects the most:
ji = argmaxj Ii,j .

(2) Calculate the disentanglement for each latent variable: Di = Ii,ji−maxk 6=ji Ii,k.

(3) For each generative factor zj , find the most disentangled latent factor ckj , that
reflects zj : kj = argmaxl∈Ij Dl, where Ij = {i : zji = zj}.

(4) For each generative factor zj , calculate the disentanglement score Dz
j , which is

equal to Dkj if there is at least one latent factor, that captures zj , otherwise, it is
0.

(5) Finally, the disentanglement score of a latent representation according to DCIMIG
is the normalized sum of Dz

j :

DCIMIG(c, z) =

∑K
j=1D

z
j∑K

j=1H(zj)
,



where H(zj) is the entropy of zj .

5.4.2 Facts about DCIMIG

Fact 10. DCIMIG satisfies Property 1 when the disentangled representation is defined
using Definition 3.

Proof. Indeed, in a disentangled representation according to Definition 3, there is a
subset c′ of latent variables, in which each latent variable is sensitive to changes in one
generative factor only. Moreover, for each generative factor zj there is only one latent
variable cij ∈ c′ that captures the changes in zj . Consequently, cij is a function of zj :
cij = fj(zj), while the other latent factors are invariant to changes in zj . This means
that, Dij = Iij ,j −maxk 6=j Iij ,k = Iij ,j . Also, the disentangled representation should
have a high degree of informativeness. Consequently, the latent variables in c′ should
capture all the information contained in zj . But only cj,i contains some information
about zj . Therefore, Iij ,j = H(zj), and Dz

j = H(zj). Consequently, DCIMIG is equal
to 1 in this case.

Fact 11. DCIMIG satisfies Property 2 when the disentangled representation is defined
using Definition 3.

Proof. When a representation is entangled for the majority of informative generative
factors z′, we cannot find a factor in the latent representation that reflects only this
factor. There are 2 cases for the generative factors from z′. In the first case, there is no
latent factor that captures the generative factor zj ∈ z′. In that case, Dz

j is equal to 0.
The second case is characterized by the fact that there is a latent factor that captures
a generative factor, but this latent factor also captures other generative factors. In that
case the disentangled score of this latent factor Dij is small, and consequently, Dz

j is
small.

5.4.3 Distinctions between DCIMIG, DCI and MIG

DCIMIGis similar to DCI and MIG, but has important distinctions from them. We
describe the differences between these metrics below. First, we list the differences
between DCIMIGand DCI:

(1) DCIMIGpenalizes a latent representation if there is a generative factor that is not
captured by any latent variable, while DCI does not penalize such a representation.

(2) DCIMIGgives a high score to a representation in which, in addition to the en-
tangled latent variables, there is a subset of the disentangled latent variables that
capture all the generative factors. On the other hand, DCI penalizes represen-
tations that in addition to disentangled latent variables contain entangled latent
variables.

The main differences between DCIMIGand MIG are:



(1) DCIMIGpenalizes representations in which all the latent factors capturing some
generating factor are entangled. Our measure penalizes representations in which
all hidden factors capturing some generative factor are entangled MIG score may
be close to 1 in this case.

(2) DCIMIGgives a lower score to representations that do not capture informative
generativr factors than to representations that do not capture non-informative
generative factors. MIG does not distinguish between these representations.

To support the claim that DCIMIG, DCI and MIG give different scores we provide
experimental results in Appendix A.

5.5 Related work

This chapter is relevant to two research directions: the formulation of a notion of
disentangled representation and the analysis of differences between proposed metrics of
disentangled representations.

A definition of disentangled representation is presented by Higgins, Amos, Pfau,
Racaniere, Matthey, Rezende, and Lerchner [45], who proposed to call a representation
disentangled if it is consistent with transformations that characterize the dataset. In
particular, Higgins, Amos, Pfau, Racaniere, Matthey, Rezende, and Lerchner [45] sug-
gested that transformations that change only some properties of elements in the dataset,
while leaving other properties unchanged, given the structure of a dataset. Desirable
properties of a disentanglement metric were formulated by Eastwood and Williams [28],
namely disentanglement, completeness, and informativeness. Eastwood and Williams
[28] claimed that a good representation should satisfy all of these properties, namely
(1) if a representation is good, then change in one latent factor should lead to change in
one generative factor, (2) a change in one generative factor should lead to a change in
one latent factor, and (3) a latent representation should contain all information about the
generative factors. Therefore, Eastwood and Williams [28] proposed three metrics to
satisfy each of the properties listed. However, the proposed metrics were not analyzed
— a gap that we fill.

Several papers analyze the differences between metrics of disentanglement through
experimental studies [16, 74]. For example, Locatello, Bauer, Lucic, Gelly, Schölkopf,
and Bachem [74] trained 12,000 models that cover the most prominent methods and
evaluate these models using existing metrics of disentanglement. The study showed that
the metrics are correlated, but the degree of correlation depends on the dataset. It is im-
portant to note that their experimental results are consistent with our theoretical findings:
the BetaVAE [46] and FactorVAE [58] metrics are strongly correlated with each other;
and the SAP [63], MIG [16], DCI [28] scores are also strongly correlated. Locatello,
Bauer, Lucic, Gelly, Schölkopf, and Bachem [74] made an important step towards the
evaluation of methods to create disentangled representations, however, the properties of
the metrics were not analyzed theoretically. Chen, Li, Grosse, and Duvenaud [16] took
a step in this direction, but only analyzed the BetaVAE, FactorVAE and MIG metrics.
Chen, Li, Grosse, and Duvenaud [16] compared metrics by analyzing their robustness
to the choice of the hyperparameters during experiments. The experimental findings are



quite similar to ours: BetaVAE is a very optimistic metric and assigns high scores to
entangled representations.

To summarize, the key distinctions of our work compared to previous efforts are:
(1) an in-depth analysis of previously proposed metrics of disentanglement, and (2) a
proposal of a single metric of disentanglement that reflects all properties of previously
proposed ones and has theoretical guarantees.

5.6 Conclusion

In recent years, several models have been developed to obtain disentangled represen-
tations [22, 49, 58, 135]. The importance of developing a reliable metric of disentan-
glement has been clearly stated by Kim and Mnih [58]. In this chapter, we analyzed
whether existing metrics of disentanglement are close to 1 when a representation is
disentangled and whether the metrics are close to 0 when a representation is entangled.
As the definition of disentanglement varies from paper to paper, for our analysis we
use definitions of disentanglement used by the authors of the corresponding metrics.
Surprisingly, we found that most of the existing metrics can either give a low score to a
disentangled representation or a high score to an entangled representation.

In some papers, disentangled representations are defined as representations in which
a change in one generative factor should lead to a change in a single latent factor. While
in other papers, disentangled representations are defined as representations in which
a change in one latent factor should lead to a change in one generative factor. We
argued that both properties should be satisfied by a disentangled representation. Based
on this richer definition of a disentangled representation, we propose a new metric
of disentanglement, DCIMIG, that captures the Disentanglement, Completeness and
Informativeness of a representation using the Mutual Information Gap. We prove that
DCIMIG assigns high scores to disentangled representation and low scores to entangled
representations.

In future work, we plan to extend DCIMIG to the case where some generative factors
form a subspace and a disentangled representation should align with these subspaces
instead of single generative factors.

This chapter was the last research chapter in this thesis. We studied metrics of
disentanglement of representations. Next, we will conclude the thesis and elaborate on
the possible future work.



Appendix

A Experiments
We experimentally assess metrics by considering examples and understanding score
differences. We will include outcomes of experiments using [74]’s library, with the
dimensionality reduction method UMAP [82] on the cars3d dataset [91] (with different
hyperparameter settings for the number of neighbors). DCIMIG, DCI and MIG give
different results; see the tables below.

First, DCIMIG decreases when UMAP100 is used instead of UMAP20, but MIG,
DCI scores increase (see left-most able). To see why, consider the informativeness ma-
trices (IMs) of UMAP20 and UMAP100 (center and right-most tables). MIG increases
because a latent variable of UMAP100 starts capturing z0: I2,0 = 0.2; this does not
increase DCIMIG as c2 captures other generative factors: I2,1 = 0.8. DCI increases
because c3 in UMAP20 is entangled, but has a large weight; c3 in UMAP100 is still
entangled but has lower weight. DCIMIG does not consider c3 since c3 captures mostly
z1, but the most disentangled variable that captures z1 is c0.

MIG DCI DCIMIG

UMAP3 0.005 0.033 0.015
UMAP4 0.006 0.035 0.021
UMAP5 0.016 0.031 0.041
UMAP10 0.015 0.038 0.1
UMAP20 0.017 0.07 0.12
UMAP100 0.04 0.12 0.1

Disentanglement scores on car3D

z0 z1 z2

c0 0.025 1.2 0.25
c1 0.05 1.12 0.37
c2 0.063 0.81 0.63
c3 0.08 1.07 0.57
c4 0.04 0.53 0.77
c5 0.015 0.62 0.68

IM of UMAP20

z0 z1 z2

c0 0.09 1.11 0.41
c1 0.03 1.04 0.32
c2 0.2 0.8 0.29
c3 0.1 0.71 0.64
c4 0.028 0.47 0.73
c5 0.01 0.85 0.85

IM of UMAP100



6
Conclusions

In this chapter, we first revisit our research questions introduced in Chapter 1 and
summarize the main findings and implications of our research in Section 6.1. Then, in
Section 6.2, we describe the main limitations of our work and possible future directions.

6.1 Main Findings

6.1.1 Inferring long-term preferences from history of users’ clicks
We started with the task of inferring user profiles using click signals from her history
log and asked:

RQ1 How to infer a user’s long-term preferences, using only their click interactions
with the system?

To answer this question, we proposed a model that calculates the probability of a click
on a document depending on the document position and the relevance of the document
to the current query. But, differently from general click models, in our model, called
personalized ranking of document and attractiveness (PRA), the probability of a click
also depends on the preferences of users. Moreover, inspired by learning to rank
algorithms, in contrast to click models, we do not optimize the log likelihood of a click,
but explicitly fit the probability that one document is more relevant than another on the
result page.

We empirically evaluated the proposed model for the personalized reranking, where
the goal is to rerank 10 documents displayed on the result page, depending on the user’s
preference. We compared PRA with the state of the art methods for this task. We found
that PRA achieves comparable or better results than the state of the art methods. To
investigate the properties of PRA more deeply and eliminate bias from our evaluation,
we also assessed the quality of PRA for a subset of the data in which the documents
were seen by users with a high probability. The advantage of using PRA becomes
even more obvious on this subset. Thus, our model achieves good results while being
very simple and interpretable: for each 4-tuple (query, user, document, position of the
document) it just calculates the probability that a user will explore the position of the
document, the document’s relevance to the query, and the user’s preference for the
document.
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6.1.2 Inferring new users’ preferences

We were interested in determining the preferences of new users for whom there is no
interaction history and answered the second research question:

RQ2 How to create an informative preference questionnaire to infer cold users’ prefer-
ences?

It is almost impossible to create an informative questionnaire without assumptions about
the method that utilizes the answers the the questionnaire. That is why we focus only
on one type of method, namely Collaborative Filtering (CF) based methods. We choose
to answer the research question RQ2 for CF based methods for two reasons:

(1) they are widely used in recommendations due to their effectiveness and indepen-
dence from the domain;

(2) and these methods utilize information about past interactions between users and a
system and, therefore, the user cold start problem arises very sharply for them.

Many of the previous methods for producing a preference questionnaire use heuristics
and are inefficient: many algorithms perform a brute force search of all possible
preference questions. In contrast, we formalized the notion of informativeness of
questionnaires and reformulated the task of finding informative questionnaires as solving
an optimization problem. In addition to theoretical conclusions, we proposed an efficient
algorithm that solves the optimization problem.

We empirically evaluated the proposed method by comparing it with state of the art
methods for creating preference questionnaires. We found that the proposed method
SPQ achieves the best performance. We concluded that in order to achieve good quality,
a method must solve the correct optimization problem. In addition, we explored how a
dataset affects the importance of choosing a questionnaire. We found two cases:

(1) datasets for which recommendations based on the popularity of items has good
performance;

(2) datasets for which a non-personalized list of recommendations has far worse
quality than a personalized one.

We concluded that for the first type of datasets if the questionnaire consists of a small
number of questions the choice of elicitation procedure is not so important, however in
the second case the method for creating questionnaires should be chosen carefully.

6.1.3 A reinforcement learning approach for inferring users’ pref-
erences

Our third research question was:

RQ3 How to find the optimal strategy for selecting documents to display, which helps
to increase user satisfaction with an ongoing session, combining short-term and
long-term preferences?



To answer this question, we used a CF based method to derive user’s long term prefer-
ences from a log of their historical interactions. Different from standard recommender
systems, we proposed to collect relevance feedback from users. That is, we ask users to
specify their preferences for each shown page, choosing the best displayed document.
One more distinction of the proposed method is the use of Reinforcement Learning
(RL) to simultaneously select all documents for display on the result page, while most
of the methods display items with the highest scores. Moreover, our RL-based approach
optimizes long-term reward, which is users’ satisfaction with the entire session. In addi-
tion, various standard methods have been developed to maximize some specific function
that aims to approximate users’ satisfaction. But the problem of understanding which
functions correctly approximate users’ satisfaction is still unsolved. The advantage of
ActorCriticRS, the proposed method, is that in order to find an optimal strategy for a
new approximation function of users’ satisfaction, there is no need to design a new
algorithm: only the reward function should be changed.

We empirically evaluated the proposed method, comparing it with state of the art
methods that select items to recommend to users. In particular, we first evaluated it
depending on the number of pages shown in the session. We conclude that ActorCriticRS
works a little worse than the state of the art method for recommending items when a
session consists of only one page, but for longer session ActorCriticRS outperforms
other models. Then, we evaluated the performance of ActorCriticRS depending on the
number of items shown on the page. We found that ActorCriticRS outperforms other
methods regardless of the number of shown documents. Moreover, we showed that
ActorCriticRS can adapt to various reward functions that are designed to reflect users’
satisfaction with a session.

6.1.4 Understanding disentanglement of representations

Finally, we took a step towards interpretable, but informative questionnaires and ex-
plored a definition of a metric of disentangled representations, answering the following
research question:

RQ4 How to measure the disentanglement of latent representations?

To answer this question, we explored the metrics proposed so far in the literature [16, 28,
46, 58, 63]. Most of the metrics were created to evaluate a new method of representation
learning that aims to build disentangled representations. As a consequence, the metrics
were not the focus of previously published papers and were proposed since there is
no generally accepted metric of disentanglement. That is why the properties of these
metrics were not analyzed in depth so far. However, some papers partially filled this
gap in the understanding of a metric of disentanglement by extensive experiments. In
contrast to previous work, we analyzed the theoretical properties of the metrics. In
particular, we analyzed whether the metrics satisfy two properties:

(1) give a high score to all almost perfectly disentangled representations; and

(2) give a low score to all entangled representations.



We found that almost all metrics do not satisfy these basic properties. Moreover,
the definition of disentanglement varies between different papers. We proposed a new
metric of disentanglement and proved that these properties hold for this metric.

6.2 Future work

To conclude the thesis, we list possible directions for future work grouped by our main
research questions.

6.2.1 Inferring long-term user preferences from history of users’
clicks

PRA, the proposed approach for personalized reranking, covers only those queries that
have been seen in the training data. However, most queries are tail queries, that is,
queries that are unique and have been seen only once. An important direction is the
understanding of similarity between queries.

Moreover, users change their behavior depending on the query: for some queries,
users look at a lot of displayed documents, while for other queries, users look only at
the top ranked results. For example, if a user is studying some new scientific area, she
will probably examine more documents on the result page than when she is looking for
some specific movie. We think that a good future direction is modeling position bias as
a function of query embedding.

Also, it will be interesting to identify topics that reflect interests of users. This can
be done by embedding the context of the document in a hidden space and deducing the
interests of users from their clicks.

6.2.2 Constructing a questionnaire for inferring a user’s prefer-
ences

To answer RQ2, we proposed a method SPQ, that has some drawbacks. The proposed
method SPQ relies heavily on two assumptions:

(1) An MF based method is used for recommendation; and

(2) a latent representation of items has a good quality.

However, these assumptions do not always hold. Recently, many CF methods have
been proposed that are built on a neural network [137]. These methods usually take
into account a variety of signals, both behavioral and contextual. For example, using
knowledge of users’ reviews, descriptions of the items, images of items, categories
of items, users purchases, submitted queries, etc., helps to improve the quality of
recommendations. However, the theory developed behind SPQ is not applicable to deep
learning methods since they use a non-linear function to predict the scores of items. An
interesting future direction is to understand which questions about items provide the
most information when the scoring function is nonlinear.

Moreover, SPQ selects items based only on their latent representation. Nevertheless,
for some items, there are many ratings, but for others only a few. As a result, for



some items, their latent representations are reliable, while for others, they are not. The
inference from the preferences of items for which the latent representation is unreliable
and may be incorrect.

6.2.3 A reinforcement learning approach for inferring a user’s
preferences

In Chapter 4 we studied the task of target item retrieval. For finding a target item we
proposed a framework consisting of three components:

(1) an item and user embedder;

(2) a state generator, and

(3) a recommender agent.

We chose the simplest implementation for each component, except for the recommender
agent. In future work, we plan to explore possible implementations of each component.
In particular, the component called item and user embedder, embeds items and users
into latent space reflecting users’ long term preferences. As an implementation of
this component, we used the VBPR model [44]. However, VBPR is quite simple, the
method does not take into account relations between items. For example, knowledge
that items were purchased simultaneously can improve the quality of recommendations.
Also, VBPR only uses images as contextual features, however, several other contextual
features can be very useful.

Another component, called state generator, changes the state of the system depend-
ing on user’s feedback. As a state generator, we chose a simple model that changes the
state linearly. We can choose as a state generator a different model. One option is to
combine a state generator with a recommendation agent in one function and train them
jointly.

Another direction of future work is to understand how the system works when the
answers of users are noisy. In our experimental setup, users always answer correctly:
they never make mistakes and choose the item closest to the target item. But this
assumption is not always true, especially when displayed items are similar.

Moreover, the recommendation agent in the ActorCriticRS approach is not aware of
the number of a user’s purchases in the past, and how diverse her choices were. But this
information can be very useful. For example, if a user used the system many times and
only bought a specific type of jeans, then she likely wants to buy jeans again. On the
other hand, if a user used the system only a few times and bought jeans, a dress, and
tights, then at the beginning of a new session the system does not know what the user
wants to buy now. For the user in the first example, the items shown should not be so
diverse, while for the user in the second example the diversity of items is a necessary
condition for effective search. One of the possible research directions in the future is
to study the balance between exploitation and exploration of a recommender agent,
depending on a user’s historical log.



6.2.4 Disentangled representations
In Chapter 5 we studied properties of the metrics of disentangled representations and
proposed a new metric of disentangled representations. However, the proposed metric
has some limitations. In particular, the proposed metric gives intuitively correct scores
only in the case when the ground truth factors of variation are known, and it is important
to have a one-to-one correspondence between latent variables and generative factors.
First, in real life, the ground truth factors of variation are not given, but we can infer
whether the representation is disentangled by looking at its properties. For example,
suppose we ask people to indicate which of the shown items is the most similar to the
target one, and the shown products have the same latent representations, except for the
value of one latent variable. Then the values of this latent variable of the target product
and the selected should be equal.

Moreover, the proposed metric penalizes a representation if there is no one-to-one
mapping between the latent representation and factors of variation. However, in some
cases, factors of variation form a subspace. For example, a variation factor such as
“color” has three dimensions. A metric should not penalize a latent representation that
contains latent factors that correspond to “purple, red, green” instead of “blue, red,
green.” Consequently, a future direction of defining a metric of disentanglement is to
create a metric that provides intuitive results in the case when there is no need to have a
one-to-one mapping.
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[29] Ömer Eg̃eciog̃lu and Bahman Kalantari. “Approximating the diameter of a set of points in the

Euclidean space”. In: Information Processing Letters 32.4 (1989), pp. 205–211.
[30] Bahaeddin Eravci and Hakan Ferhatosmanoglu. “Diverse relevance feedback for time series with

autoencoder based summarizations”. In: IEEE Transactions on Knowledge and Data Engineering
30.12 (2018), pp. 2298–2311.

[31] Marin Ferecatu and Donald Geman. “A statistical framework for image category search from a
mental picture”. In: IEEE Transactions on Pattern Analysis and Machine Intelligence 31.6 (2009),
pp. 1087–1101.

[32] Daniele V. Finocchiaro and Marco Pellegrini. “On computing the diameter of a point set in high
dimensional Euclidean space”. In: Theoretical Computer Science 287.2 (2002), pp. 501–514.

[33] Alexander Fonarev, Alexander Mikhalev, Pavel Serdyukov, Gleb Gusev, and Ivan Oseledets.
Efficient rectangular maximal-volume algorithm for rating elicitation in collaborative filtering.
arXiv preprint arXiv:1610.04850. 2016.

[34] Jerome H. Friedman, Ron Kohavi, and Yeogirl Yun. “Lazy decision trees”. In: AAAI/IAAI, Vol. 1.
1996, pp. 717–724.

[35] Nadav Golbandi, Yehuda Koren, and Ronny Lempel. “Adaptive bootstrapping of recommender
systems using decision trees”. In: Proceedings of the fourth ACM international conference on Web
search and data mining. ACM. 2011, pp. 595–604.

[36] Nadav Golbandi, Yehuda Koren, and Ronny Lempel. “On bootstrapping recommender systems”. In:
Proceedings of the 19th ACM international conference on Information and knowledge management.
ACM. 2010, pp. 1805–1808.

[37] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair,
Aaron Courville, and Yoshua Bengio. “Generative adversarial nets”. In: Advances in Neural Infor-
mation Processing Systems. 2014, pp. 2672–2680.

[38] Sergei A. Goreinov, Ivan V. Oseledets, Dimitry V. Savostyanov, Eugene E. Tyrtyshnikov, and
Nikolay L. Zamarashkin. “How to find a good submatrix”. In: Matrix Methods: Theory, Algorithms,
Applications. Ed. by Vadim Olshevsky and Eugene E. Tyrtyshnikov. Hackensack, NY: World
Scientific, 2010, pp. 247–256.

[39] Artem Grotov, Aleksandr Chuklin, Markov. Ilya, Luka Stout, Finde Xumara, and Maarten de
Rijke. “A comparative study of click models for web search”. In: International Conference of the
Cross-Language Evaluation Forum for European Languages. Springer International Publishing,
2015.

[40] Xiaoxiao Guo, Hui Wu, Yu Cheng, Steven Rennie, Gerald Tesauro, and Rogerio Feris. “Dialog-
based interactive image retrieval”. In: Advances in Neural Information Processing Systems. 2018,
pp. 678–688.

[41] Jutta Haider and Olof Sundin. Invisible Search and Online Search Engines: The ubiquity of search
in everyday life. Routledge, 2019.

[42] F. Maxwell Harper and Joseph A. Konstan. “The movielens datasets: History and context”. In: ACM
Transactions on Interactive Intelligent Systems 5.4 (2016), p. 19.

[43] Milos Hauskrecht. “Incremental methods for computing bounds in partially observable Markov
decision processes”. In: AAAI/IAAI. Citeseer. 1997, pp. 734–739.



[44] Ruining He and Julian McAuley. “VBPR: visual bayesian personalized ranking from implicit
feedback”. In: Thirtieth AAAI Conference on Artificial Intelligence. 2016.

[45] Irina Higgins, David Amos, David Pfau, Sebastien Racaniere, Loic Matthey, Danilo Rezende, and
Alexander Lerchner. “Towards a Definition of Disentangled Representations”. In: arXiv preprint
arXiv:1812.02230 (2018).

[46] Irina Higgins, Loic Matthey, Arka Pal, Christopher Burgess, Xavier Glorot, Matthew Botvinick,
Shakir Mohamed, and Alexander Lerchner. “beta-vae: Learning basic visual concepts with a
constrained variational framework”. In: ICLR. 2017.

[47] Geoffrey E Hinton and Ruslan R Salakhutdinov. “Reducing the dimensionality of data with neural
networks”. In: Science 313.5786 (2006), pp. 504–507.

[48] Fangwei Hu and Yong Yu. “Interview process learning for top-n recommendation”. In: Proceedings
of the 7th ACM conference on Recommender systems. ACM. 2013, pp. 331–334.
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Summary

People use search engines and recommender systems for various information needs
every day. The task that these systems solve is to provide users with the right information.
This means that these systems must show information that is relevant to the submitted
query, is up-to-date and satisfies a user’s preferences. In this thesis, we focus on the last
aspect: personalization. The common way to make a result personalized consists of two
steps: 1. infer a user’s profile; and 2. provide information that is relevant to people with
this profile. There are two types of signal about users that are used to generate their
profile: explicit and implicit. To collect explicit signals, users are encouraged to take
the initiative and explicitly provide information about their preferences. Implicit signals
are signals from user interaction with the system. Moreover, a user profile consists
of two components: 1. long-term user preferences; and 2. short-term user preferences.
Long-term preferences are preferences that represent lasting user interests. Short-term
preferences are preferences that are present only in the current session.

In this thesis, we investigate different ways of inferring user profiles using different
types of signal: explicit and implicit. We start with analyzing how to infer a user’s
preferences, using implicit signals from all sessions to perform personalized re-ranking
of a non-personalized list of documents. We propose a model in which the probability
of a click on a document depends on three components: 1. the position of the document
on the result page; 2. the relevance of the document to the query; and 3. the user’s
preferences. We show that this model obtains the best or equal results with the state-
of-the-art models that perform personalized re-ranking of a non-personalized list of
documents.

We continue our research by studying how to create an informative questionnaire to
gather explicit feedback and infer a user’s preferences. In particular, we analyze how
this problem can be formulated and propose an optimization problem as a mathematical
formalization. Also, we propose an algorithm that solves the formulated optimization
problem and creates an informative questionnaire. We show that using answers from the
created questionnaire we can infer a more accurate user profile than using answers from
previously proposed questionnaires, which consist of questions of relative preferences.

Next, we improve a list of recommendations in the current session by combining
implicit signals from the users’ historical logs and explicit signals from the current
session. In particular, we formulate the recommendation process in the current session
as a game in which a user interacts with a recommender agent by clicking on the best
document from the displayed documents; and a recommender agent tries to maximize
the user’s satisfaction with the session. We show how to apply Reinforcement Learning
methods for this task and overcome the difficulty of a large number of actions that
can be performed by a recommender agent. In particular, we use a model-free Deep
Reinforcement Learning algorithm that is based on ActorCritic framework.

Finally, we investigate how to create interpretable questionnaires. We think that
disentangled representations can be useful for creating interpretable questionnaires.
But in order to choose the best disentangled representation, there must be a metric of
disentanglement. We study the available metrics of disentangled representation and
conclude that most of the current metrics may either give a low score to disentangled
representations or give a high score to entangled representations. We propose a new
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metric of disentanglement, which has the desired behavior: it gives high scores to all
disentangled representations and low scores to all entangled representations.



Samenvatting

Mensen gebruiken dagelijks zoekmachines en aanbevelingssystemen voor verschillende
informatiebehoeften. De taak die deze systemen oplossen is om gebruikers van de juiste
informatie te voorzien. Dit betekent dat deze systemen informatie moeten tonen die
relevant is voor de ingediende zoekopdracht, up-to-date is en voldoet aan de voorkeuren
van een gebruiker. In dit proefschrift richten we ons op het laatste aspect: personal-
isatie. De gebruikelijke manier om een resultaat gepersonaliseerd te maken, bestaat
uit twee stappen: 1. leid een gebruikersprofiel af; en 2. geef informatie die relevant is
voor mensen met dit profiel. Er zijn twee soorten signalen over gebruikers die worden
gebruikt om hun profiel te genereren: expliciet en impliciet. Om expliciete signalen
te verzamelen, worden gebruikers aangemoedigd om het initiatief te nemen en expli-
ciet informatie te verstrekken over hun voorkeuren. Impliciete signalen zijn signalen
van gebruikersinteractie met het systeem. Bovendien bestaat een gebruikersprofiel
uit twee componenten: 1. lange-termijn voorkeuren; en 2. korte-termijn voorkeuren.
Lange-termijn voorkeuren zijn voorkeuren die langdurige interesses van gebruikers
vertegenwoordigen. Korte-termijn voorkeuren zijn voorkeuren die alleen aanwezig zijn
in de huidige sessie.

In dit proefschrift onderzoeken we verschillende manieren om gebruikersprofielen
af te leiden met behulp van verschillende soorten signalen: expliciet en impliciet.
We beginnen met het analyseren van manieren waarop we de voorkeuren van een
gebruiker kunnen afleiden, met behulp van impliciete signalen uit alle sessies om een
niet-gepersonaliseerde lijst van documenten opnieuw te rangschikken. We stellen een
model voor waarin de waarschijnlijkheid van een klik op een document afhankelijk
is van drie componenten: 1. de positie van het document op de resultaatpagina; 2. de
relevantie van het document voor de query; en 3. de voorkeuren van de gebruiker.
We laten zien dat dit model de beste of gelijke resultaten behaalt met state-of-the-art
modellen die een gepersonaliseerde herrangschikking van een niet-gepersonaliseerde
lijst van documenten uitvoeren.

We zetten ons onderzoek voort door te bestuderen hoe we een informatieve vra-
genlijst kunnen maken om expliciete feedback te verzamelen en de voorkeuren van
een gebruiker af te leiden. We analyseren met name hoe dit probleem kan worden
geformuleerd en stellen een optimalisatieprobleem voor als een wiskundige formalisatie.
We stellen ook een algoritme voor dat het geformuleerde optimalisatieprobleem oplost
en een informatieve vragenlijst creert. We laten zien dat we met behulp van antwoorden
uit de gemaakte vragenlijst een nauwkeuriger gebruikersprofiel kunnen afleiden dan met
antwoorden uit eerder voorgestelde vragenlijsten, die bestaan uit vragen met relatieve
voorkeuren.

Vervolgens verbeteren we een lijst met aanbevelingen in de huidige sessie door
impliciete signalen uit de historische logs van gebruikers en expliciete signalen uit de
huidige sessie te combineren. In het bijzonder formuleren we het aanbevelingsproces in
de huidige sessie als een spel waarin een gebruiker interactie heeft met een aanbevel-
ingsagent door te klikken op het beste document uit de weergegeven documenten; en
een aanbevelingsagent probeert de tevredenheid van de gebruiker met de sessie te maxi-
maliseren. We laten zien hoe Reinforcement Learning-methodes voor deze taak kunnen
worden toegepast en lossen het probleem op van het grote aantal acties dat door een aan-
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bevelingsagent kunnen worden uitgevoerd. In het bijzonder gebruiken we een modelvrij
Deep Reinforcement Learning-algoritme dat is gebaseerd op ActorCritic-framework.

Ten slotte onderzoeken we hoe interpreteerbare vragenlijsten kunnen worden gemaakt.
Wij denken dat disentangled representaties nuttig kunnen zijn voor het maken van inter-
preteerbare vragenlijsten. Maar om de beste disentangled weergave te kiezen, moet er
een metriek van disentanglement zijn. We bestuderen de beschikbare metrieken van
disentangled representaties en concluderen dat de meeste van de huidige metrieken
ofwel een lage score kunnen geven aan disentangled representaties of een hoge score
kunnen geven aan entangled representaties. We stellen een nieuwe metriek van disentan-
glement voor, die het gewenste gedrag heeft: het geeft hoge scores aan alle disentangled
representaties en lage scores aan entangled representaties.


