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Abstract. We use a strong form of the tree model property to boost
the performance of resolution-based first-order theorem provers on
the so-called relational translations of modal formulas. We provide
both the mathematical underpinnings and experimental results con-
cerning our improved translation method.
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1 INTRODUCTION

Modal and modal-like logics such as temporal logic, description
logic, and feature logic, have had a long history in artificial intel-
ligence, both as an area of foundational research and as a source for
useful representation formalisms and reasoning methods [4, 8].

The recent advent of agent-based technologies has dramatically
increased the need for efficient automated reasoning methods for
modal logic [4]. Broadly speaking, there are three general strate-
gies for modal theorem proving: (1) develop purpose-built calculi
and tools; (2) translate modal problems into automata-theoretic prob-
lems, and use automata-theoretic methods to obtain answers; and
(3) translate modal problems into first-order problems, and use gen-
eral first-order tools. The advantage of indirect methods such as (2)
and (3) is that they allow us to re-use well-developed and well-
supported tools instead of having to develop new ones from scratch.

In this paper we focus on the third option: translation-based the-
orem proving for modal logic, where modal formulas and reasoning
problems are translated into first-order formulas and reasoning prob-
lems to be fed to first-order theorem provers. Our starting point is
the standard or relational translation [1, 9], which translates modal
formulas by transcribing their truth definitions in first-order terms.
First-order theorem provers perform poorly on the outputs of this
translation [9]. To overcome this, very sophisticated decision proce-
dures have been developed [3], and alternative translations have been
proposed [9]. In this paper, we describe a very intuitive and effective
heuristic for modal theorem proving that can be implemented on top
of existing strategies and procedures. Briefly, we propose a syntactic
encoding of the fact that many modal languages enjoy a very strong
form of the so-called tree model property: a modal formula is satis-
fiable (or more precisely: �-satisfiable) if and only if it is satisfiable
at the root of a model based on a tree.

Below, we start by explaining why plain resolution is not a deci-
sion procedure for relational translations of modal formulas. To mo-
tivate our proposed solution we then explain the tree model property,
and recall some basic facts about it. In Section 4 we exploit the tree
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model property in a new relational translation of modal formulas into
first-order logic that encodes the tree model property. Then, in Sec-
tion 5, we report on our experimental work with the new translation,
focusing mainly on our tests with the modal QBF benchmark devel-
oped within the TANCS [11] competition on theorem proving and
satisfiability testing for non-classical logics. Problems were fed to
SPASS [10], a general first-order theorem prover. We conclude with
a discussion and plans for future work.

2 BACKGROUND

We start by explaining in more detail why plain resolution is not a
decision procedure for relational translations of modal formulas. We
begin by recalling the relational translation.

Let ���� be a non-empty set of proposition letters. Formulas of
the uni-modal language �� are built up from proposition letters
� � ���� , using �, �, and the modal operator�. Let ����� be some
index set. Formulas of the multi-modal language ��� are built
up from proposition letters � � ����, using �, �, and modal opera-
tors ���, for � � ����� . The vocabulary of the first-order language
��� has unary predicate symbols � corresponding to the proposi-
tion letters in ���� , and a single binary relation symbol �. Instead
of a single binary relation symbol �, the vocabulary of the first-order
language��� has binary relation symbols��, for every � � ����� .

Models for �� are structures of the form � � ����� � �,
where � is a non-empty domain, � is a binary relation on � , and
� is a function that takes a proposition letter to the set of states (el-
ements of � ) where it is true. Truth is defined relative to a state in
a model. The important case is �� � 	� �� iff there exists 	 in �
with �� 	 	� � and ��	. Models for ��� are structures �� ,

�� 	 � � ������, � � where each modal operator ��� is interpreted
using its own binary relation ��. Models for �� and ��� can
also be viewed as models for the corresponding first-order languages
��� and ���, respectively. To interpret the unary predicate sym-
bols, we look up the values of the corresponding proposition letters
in the valuation.

Definition 2.1 (Relational Translation) The relational translation
	
 ��� of uni-modal formulas � into first-order formulas of ���, is
defined as follows. Let 
 be an individual variable.

	
���� � � �
� (1)

	
����� � �	
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� � 	
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In (1), � is the unary predicate symbol corresponding to the propo-
sition letter �; in (2), the variable � is fresh. Observe how (2) reflects
the truth definition for the modal operator �. The translation 	




is easily extended to a translation taking multi-modal formulas into
���, by using the relation symbol �� instead of just � in the trans-
lation of the modal operator ���.

For example, the modal formula ��� ��� translates into the first-
order formula �� ��
� ���  �� ����������; here � is short
for ���.

One can show that a modal formula is satisfiable iff its relational
translation is. This effectively embeds the modal languages consid-
ered here into first-order languages, and, thus, opens the way to solv-
ing modal problems by first-order means. The resulting first-order
fragments can be described as follows.

Definition 2.2 (Modal Fragment) Let 
 be an individual variable.
The modal fragment �� of ��� is built up from unary atoms �
,
using negation, conjunction, and guarded quantifications of the form
�� ��
� � ��
 � ���, and �� ��
�  ��
 � ���, where � is
fresh, and ��
 � �� is the result of replacing all free occurrences
of 
 in � by �, and ��
� � �� only has 
 free. Observe that the
relational translation maps modal formulas into MF.

The modal fragment of ��� is defined analogously.

Example 2.3 Consider the formula ���  ��� again; it is clearly
satisfiable. Proving this in first-order logic amounts to showing that
the following set of clauses is satisfiable.

1. 
����, ���, �������
2. 
����, ���, ������

The clauses have two resolvents (�� is � applied � times):

3. 
����, ���, ������, ���������
4. 
�������, ����������, ����, ����.

Clauses 2 and 4 resolve to produce

5. 
��������, �����������, �������, ����, ����.

Clauses 2 and 5 resolve again to produce an analogue of 5 with even
higher term-complexity, etc. None of the clauses is redundant and can
be deleted; in the limit our input set has infinitely many resolvents.
This shows that standard resolution does not necessarily terminate
for relational translations of satisfiable modal formulas.

What went wrong in Example 2.3? First, to obtain the resolvent in
line 3, a positive and negative binary literal were resolved; note that
these literals (or rather: the modal operators from which they de-
rive) live at different modal depths in the original modal formula
���  ���. This resolution step is useless: the negative �-literal
derives from the �-operator which occurs at modal depth 0, and the
positive �-literal comes from the �-operator which occurs at modal
depth 1. Unless we explicitly stipulate so (by means of axioms), dif-
ferent modal depths are completely independent and cannot resolve.
Second, a similar comment can be made about the resolvent obtained
in line 4, where a positive and negative unary literal corresponding to
the two occurrences of the proposition letter � were resolved upon.

We will boost the performance of resolution procedures on the re-
lational translation of modal formulas by making literals living at dif-
ferent modal depths syntactically different. The mathematical justifi-
cation for these ideas is provided by a strong form of the tree model
property, as we will explain in the following section.

3 THE TREE MODEL PROPERTY

To increase the performance of general first-order theorem provers
on ‘modal input,’ we will feed the provers with information about
the modal character of the input. More precisely, we will aim to en-
code by syntactic means the fact that basic modal logic enjoys a very
strong form of the tree model property. In recent years, the latter
has been identified as one of the semantic key features explaining
the good logical and computational behavior of many modal logics;
see [5, 12] for two very accessible presentations.

First, by a tree � we mean a relational structure ��� �� where � ,
the set of nodes, contains a unique � � � (called the root) such that
�� � � ������; every element of � distinct from � has a unique
�-predecessor; and �� is acyclic; that is, �� �������. (Here, ��

and �� denote the transitive and reflexive, transitive closure of �,
respectively.)

A tree model (for the uni-modal language ��) is a model � �
����� � �, where ����� is a tree. A tree-like model for the multi-
modal language ��� is a model ��� 
�� 	 � � ������� � � such
that ���

�
�
��� is a tree. A logic� has the tree model property if ev-

ery �-satisfiable formula is satisfiable at the root of a tree or tree-like
model for �. Observe that the tree model property is incomparable
to the finite model property; there are modal logics where the former
fails but the latter holds, and vice versa.

We refer the reader to any introduction to modal logic for defini-
tions of the basic uni-modal logic� and the basic multi-modal logic
����; see [2], for instance.

Proposition 3.1 1. The basic uni-modal logic � has the tree model
property.

2. The basic multi-modal logic ���� has the tree model property.

Many modal logics, including � and ����, enjoy stronger versions
of the tree model property, where the degree of the tree model can
be bounded by the size of the formula [2]. But � and ���� en-
joy an even stronger version of the tree model property. The key
notion here is that of layering, both w.r.t. tree models and w.r.t.
formulas. Tree (or tree-like) models come with a layering induced
by the depth of the nodes. Likewise, the parse tree of a modal
formula induces a natural formula layering, where new layers be-
gin immediately below nodes labeled by modal operators. For in-
stance, in ���  ���, the � occurs in layer 0, while the � oc-
curs in layer 1, with its argument in layer 2. Next, the modal depth,
mdepth���, of a uni-modal or multi-modal formula � is defined as
follows. Proposition letters � have mdepth��� � �; mdepth���� �
mdepth���; mdepth����� � �	
�mdepth����mdepth����, while
mdepth���� � mdepth������ � � � mdepth���.

Proposition 3.2 Let � be a modal formula, and � be a tree (or
tree-like) model with root � such that �� � 	� �.

Let � be a subformula of � which occurs in formula layer � and
which has modal depth �. To determine the truth value of � we only
need to consider nodes at tree depth �, where � � � � � � �.

In words: there is a direct correlation between formula layers and lay-
ers in a tree (or tree-like) model; as a consequence, literals occurring
at different formula layers cannot resolve and need not be combined.

4 BOOSTING THE RELATIONAL
TRANSLATION

In this section we exploit the tree-based intuitions developed in the
previous section, and propose a new relational translation of modal



formulas into first-order formulas, one that tries to encode the fact
that modal formulas enjoy the tree model property.

We will proceed in two steps: we will first translate into an in-
termediate modal language, and from there into first-order logic; the
latter step will use the relational translation of Definition 2.1. We start
by defining the translation process for uni-modal formulas; after that
we give the translation for multi-modal formulas.

From Uni-Modal to First-Order. The key idea behind our trans-
lation is to label unary and binary relations according to the num-
ber of modal operators nested within a modal formula. For instance,
the formula � is translated into ��
, while the formula �� becomes
�� ���
� � ����. The index � of the relation symbols �� and ��
measures the modal depth of the modal formula.

To motivate the translation of uni-modal�� formulas into an in-
termediate multi-modal language, consider the following examples,
where we use new operators and new proposition letters each time
we change modal depth:

��� � ������

��� ��� � �����  �����

If we then apply the relational translation (Definition 2.1) to the
intermediate multi-modal representations, we obtain �� ���
� �
�� ����� � ����� and �� ���
�  ����  �� ����� � ������,
respectively. Observe that the problematic derivation from the stan-
dard relational translation of��� ��� in Example 2.3 is no longer
possible with the new first-order translation.

To make things precise, we need an intermediate multi-modal lan-
guage ����, whose collection of modal operators is 
�� 	 � � ��.

Definition 4.1 Let � be a uni-modal formula. Let � be a natural
number. The translation 
���� �� of � into the intermediate modal
language ���� is defined as follows:


���� �� � ��


����� �� � �
���� ��


��� � �� �� � 
���� �� � 
���� ��


����� �� � ����
���� �� ��

Our next aim is to show that the intermediate translation
� preserves
satisfiability.

Lemma 4.2 Let � be a uni-modal formula. If � is satisfiable, then
so is its intermediate multi-modal translation 
���� ��.

Proof. By Proposition 3.1 we may assume that � is satisfiable at the
root � of a tree model � � ����� � �. Since � is a tree model,
for every state 	 � � there exists a unique path of �-steps from the
root � to 	; let ���� 	� denote the length of this path.

We define a model � � ��� 
���� 	 � � ��� � �� for the in-
termediate multi-modal language ���� by taking its universe to
be � , the universe of �. Its relations are defined by stipulating
that ������� 	� holds iff ���� �� � � and ���� 	� both hold. We
complete the definition of � by defining the valuation � �: for every
proposition letter � and every state 	 � � such that ���� 	� � �,
we put 	 � � ��
���� ��� iff 	 � � ���.

We leave it to the reader to show that for every uni-modal formula
�, every state 	 and every � such that ���� 	� � �, we have�� 	 	�
� iff � � 	 	� 
���� ��. From this the lemma follows. �

Lemma 4.3 Let � be a uni-modal formula. If its intermediate multi-
modal translation 
���� �� is satisfiable, then so is �.

Proof. Let 
� ��� �� be satisfied at some state � in some model �
for the intermediate multi-modal language ����. As before we
may assume that � is a tree-like model with root �. We define a
uni-modal model � which differs from � in that it has only one
relation (�) and in its valuation. The relation � consists of all pairs
��� 	� such that ��� 	� � ���� and ������ � �, where ���� �� is
the length of the path � to � (in �). The valuation � � of our model
� is defined as follows: for every proposition letter �, for every 	
such that ���� 	� � �, we put 	 � � ��� iff 	 � � �
���� ���,
where � is �’s valuation. One can then show that if ���� 	� � �,
then �� 	 	� 
���� �� iff � � 	 	� �. This implies the lemma. �

Theorem 4.4 Let � be a uni-modal formula. Then � is satisfiable iff
its intermediate multi-modal translation 
���� �� is.

The layered relational translation is the composition of 
� and 	
 .

Theorem 4.5 Let � be a uni-modal formula. Then � is satisfiable iff
its layered relational translation 	
 �
���� ��� is.

From Multi-Modal to First-Order. We now extend the layered
translation to the multi-modal language ���; again, we go
through an intermediate multi-modal language. The basic ideas are
the same as in the uni-modal case, but the presence of multiple modal
operators in the source language calls for changes. The set of opera-
tors of the intermediate language ���� is 
�� 	 � � �������.

Definition 4.6 Let � be a multi-modal formula in ���. Let � �
������. The translation 
���� �� of � into ���� is given by:


���� �� � ��


� ���� �� � �
���� ��


��� � �� �� � 
� ��� �� � 
���� ��


������� �� � ������
���� � � ���� (3)

In (3) we encode both the modal depth of a subformula as well as the
particular modal operator in whose scope it occurs.

Using the tree model property we obtain the following result:

Theorem 4.7 Let � be a multi-modal formula. Then � is satisfiable
iff its intermediate multi-modal translation 
���� �� is.

Theorem 4.8 Let � be a multi-modal formula. Then � is satisfiable
iff its layered relational translation 	
 �
���� ��� is.

Comments. With the layered relational translation we have ob-
tained a new way of turning modal problems into first-order prob-
lems. The layered translation is conservative in the sense that it can
work on top of existing strategies. In particular, the layered transla-
tion maps modal formulas into the modal fragment, thus we can use
any existing decision procedure for MF [3].

Theorem 4.9 Let ����� and ����� denote the sets of clauses
derivable from 	
 ��� and 	
�
� ��� ��� or 	
 �
���� ���, respec-
tively, by means of binary resolution and factoring. Then 	�����	 �
	�����	.

So, the layered translation will perform at least as well as the stan-
dard translation. Below we report on our experiments which show a
dramatic improvement of the layered over the standard translation.



5 EXPERIMENTAL RESULTS

We will now put our new relational translation to the test. Before
going into the test results, we comment on the problem set and theo-
rem prover used in our experiments. The scripts used in conducting
our experiments are available at http://www.illc.uva.nl/
˜mdr/ACLG/Software.

The Problem Sets. To evaluate our tree-based heuristics, we have
run a series of tests on a number of problem sets. Our main focus
was on the modal QBF benchmark. This benchmark is the basic
yardstick for the TANCS (Tableaux Non-Classical Systems Compar-
isons) competition on theorem proving and satisfiability testing for
non-classical logics [11]. It is a random problem generator that has
been designed for evaluating solvers of (un-) satisfiability problems
for the modal logic �.

The formulas of this benchmark are generated using quantified
boolean formulas. For the generation, a quantified boolean formula
with � clauses is generated with a quantifier alternation depth  ,
and for each alternation at most � variables are used. The resulting
formula is then translated into modal logic using an encoding orig-
inally proposed by Halpern [6]. The output of the QBF generator is
a file named p-qbf-cnf-K4-C�-V!-D�, where �, !, � stand for the
number of clauses, variables and depth respectively.

The Theorem Prover. Tests were performed on a Sun ULTRA II
(300MHz) with 1Gb RAM, under Solaris 5.2.5, with SPASS version
1.0.3. SPASS is an automated theorem prover for full sorted first-
order logic with equality that extends superposition by sorts and a
splitting rule for case analysis; it has been in development at the Max-
Planck-Institut für Informatik for a number of years [10].

SPASS was invoked with the auto mode switched on; no sort con-
straints were built, and both optimized and strong Skolemization
were disabled.

C/V/D Average Time M Average Clauses M
Layered Standard Layered Standard

5/2/1 0.53469 9.6222 1 726 5695 1
10/2/1 0.41734 3.9909 1 546 2367 1
15/2/1 0.10859 0.13172 0 10 10 0
5/2/2 0.66141 450.44 3 437 27029 2

10/2/2 0.78297 370.09 3 500 22306 2
15/2/2 0.75656 147.38 2 473 11368 1
5/2/3 36.048 N/A N/A 10714 N/A N/A

10/2/3 58.996 N/A N/A 15395 N/A N/A
15/2/3 94.192 2094.4 1 20786 45798 0
5/2/4 20.362 N/A N/A 3121 N/A N/A

10/2/4 33.084 N/A N/A 4971 N/A N/A
15/2/4 35.068 N/A N/A 5358 N/A N/A
5/2/5 1136.1 N/A N/A 48546 N/A N/A

10/2/5 2896 N/A N/A 91767 N/A N/A
15/2/5 3758.2 N/A N/A 106870 N/A N/A
5/3/1 7.1862 2047.9 2 4372 105960 1

10/3/1 9.752 2324.2 2 5390 108110 1
15/3/1 14.066 1506.8 2 6687 72605 1
5/3/2 7.0931 N/A N/A 1804 N/A N/A

10/3/2 8.3192 N/A N/A 2221 N/A N/A
15/3/2 9.3902 N/A N/A 2687 N/A N/A
5/3/3 1445.2 N/A N/A 52153 N/A N/A

10/3/3 4045.1 N/A N/A 107800 N/A N/A
15/3/3 4865.4 N/A N/A 119150 N/A N/A

Table 1. Comparison.

Results. To explore the behavior of our heuristics in a large por-
tion of the landscape of the �-satisfiability problem, we randomly
generated sets of 10 problems by means of QBF for different sets of
parameters. Table 1 compares the average time in CPU seconds and
number of clauses for two methods: layered (our improved transla-
tion) and standard (the relational method). “C/V/D” in the first col-
umn denotes the number of clauses, the number of variables, and
the depth used in the generation. Columns labeled by “M” show the
magnitude of the difference between the preceding two columns, i.e.,
�������� � �"#�$%$ ���. We used a time out of 3 hours on a shared
machine; N/A indicates that a value is not available due to a time out.

As can easily be seen from Table 1, our improved translation
method outperformed the standard translation in every case, both in
computing time (CPU time) and number of clauses generated; this is
not only an average behavior but it was observed in each instance.
For some configurations the drop in computing time is as much as
three orders of magnitude. The average number of clauses generated
was nearly always smaller by one order of magnitude.
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Figure 1. A sample from the tests.

In Figure 1 we display a sample from our experimental results:
64 instances of the 10/3/1 configuration. The top curve indicates the
CPU time needed by the standard relational translation, and the bot-
tom one the CPU time needed by the layered translation. Note that
the standard translation can be very sensitive to certain hard prob-
lems, which results in significant differences between easy and hard
instances; the layered method responds in a much more controlled
way to hard problems. Interestingly, the curves follow each other,
even at many orders of magnitude of difference. This shows that our
heuristics does not change the nature of the problem: it simply makes
it much easier for the resolution prover.

The latter phenomenon can also be observed more globally. The
plots in Figure 2 were obtained with V � D � �, while C ranged
from 2 to 40. Figures 2 (a) and (b) show the number of clauses gen-
erated and the CPU time needed, respectively, for the standard and
layered method, while 2 (c) plots the proportion of satisfiable in-
stances as C increases. The curves for the standard and layered meth-
ods are very similar, with the layered method lacking the sharp lows
and highs that seem to be characteristic for the relational method.
Both display a clear easy-hard-easy behavior, but the layered trans-
lation is better by several orders of magnitude. Note that the biggest
improvements are achieved in the satisfiable region, i.e., for C & ��.

Once we were confident that the layered method consistently dis-
played a good behavior and a significant improvement over the stan-
dard translation, we ran the standardized tests provided by TANCS
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Figure 2. Easy-hard-easy.

(64 instances randomly generated with the 20-clauses/2-variables/2-
depth parameters); see Figure 3 for the outcomes.
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Figure 3. Standard TANCS test 20/2/2.

Finally, to obtain the results in Figure 4 we generated 64 instances
of problems for 2 and 3 variables with depths ranging from 1 to 6,
again with a time out of 3 hours. The figure shows the average values
we obtained. We ran the same tests with the standard instead of the
layered translation, but even for moderate depths the computing time
and number of clauses exceeded the available resources.
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Figure 4.

Additional Tests. Given that the problems generated by the QBF
generator were generally too hard for the prover using the standard
translation, we also performed tests with a number of ‘easier’ prob-
lem sets, including the one proposed by Heuerding and Schwendi-

mann [7], which were used in, for example, Tableaux’98. Invariably,
the layered translation outperformed the standard one; it was able to
solve substantially harder instances in all categories.

6 CONCLUSION

We have described a new relational translation of modal formulas
into first-order formulas. The key idea underlying the improvement
is to encode a very strong form of the tree model property in the trans-
lation. Using our tree-based heuristics, we have consistently seen im-
provements, both in terms of the number of clauses generated and in
terms of CPU time used. Our ongoing and future work is aimed at ex-
ploring the behavior of our heuristics in larger parts of the problem
space, and at encoding weaker forms of the tree model property to
boost the performance of resolution provers on input from different
modal logics, such as ��, ��, and temporal logic.
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