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Top-𝑁 recommendations have been studied extensively. Promising results have been achieved by recent

item-based collaborative filtering methods. The key to item-based collaborative filtering lies in the estimation

of item similarities. Observing the block-diagonal structure of the item similarities in practice, we propose a

block-diagonal regularization over item similarities for item-based collaborative filtering. The intuitions behind

block-diagonal regularization are: (1) with block-diagonal regularization, item clustering is embedded into the

learning of item-based collaborative filtering methods; (2) block-diagonal regularization induces sparsity of

item similarities, which guarantees recommendation efficiency; and (3) block-diagonal regularization captures

in-block transitivity to overcome rating sparsity. By regularizing the item similarity matrix of item similarity

models with block-diagonal regularization, we obtain a block-aware item similarity model. Our experimental

evaluations on a large number of datasets show that the block-diagonal structure is crucial to the performance

of top-𝑁 recommendation.
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1 INTRODUCTION
Given a user profile with a record of purchases or ratings, the top-𝑁 recommendation task is to

recommend a small set of 𝑁 items from a large item collection [15], in order to effectively and
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2 Yifan Chen et al.

efficiently help the user identify the services and products that best fit his/her taste. A well-designed

top-𝑁 recommendation algorithm should predict the recommendation scores for each user on each

item in the pool of products, so as to recommend the top-𝑁 items with the highest scores.

Collaborative filtering (CF) has been successfully employed for top-𝑁 recommendations [47]. CF-

based methods include latent space models [15] and neighborhood-based methods [17]. Although

latent space models can be utilized to generate an ordered list of items, they were originally

designed for rating prediction tasks and therefore they are sub-optimal for top-𝑁 recommendation.

Neighborhood-based methods (user-based or item-based) identify similar users or items. Compared

with other models, they deliver better performance for top-𝑁 recommendation [1, 17, 30, 42], and

item-based methods outperform user-based methods [11].

Early item-based collaborative filtering (ICF) methods employ statistical measures, e.g., Pearson

coefficient or cosine similarity, to estimate item similarities [17, 48]. Recommendations by such

heuristic-based approaches are efficient but have inferior performance. Item similarity models (ISMs)

are a later proposal. The sparse linear method (SLIM) [42] makes high-quality recommendations

and ensures efficiency of recommendation by learning a sparse item similarity matrix. One inherent

limitation of SLIM is that it can only model relations between items that have been co-rated by at

least some users; their performance downgrades when ratings are sparse. To address this issue, the

factored item similarity model (FISM) [30] factorizes the similarity matrix into low-rank matrices,

so that transitive relations between items can be well captured. However, the item similarity matrix

generated by FISM is dense. To ensure sparsity while enforcing low-rankness, the low-rank sparse

linear method (LorSLIM) [10] uses rank regularization for the item similarity matrix, where the

learned similarity matrix is empirically shown to have a block-diagonal structure.

1.1 Motivation for block-diagonal structure
The block-diagonal structure is critical to top-𝑁 recommendation: it captures latent item groups,
which are subsets of items so that items contained in them are more similar to each other than to

items in other subsets. Latent item groups are used in a wide spectrum of real-world collaborative

filtering applications. For instance, in themovie domain, “Inception”would be similar to “Interstellar”

as both are science fiction and suspense movies, whereas its degree of similarity to “Titanic” is low

as the latter belongs to the categories of romantic and disaster movies. In many real-world datasets,

the item collection is increasingly large, making the top-𝑁 recommendation task increasingly

hard. As shown by [4], training recommender systems globally for all items can leave many items

badly-modeled and thus under-served. Rather than learning globally, we propose block-diagonal
regularization (BDR) to enforce a block-diagonal structure in the item similarity matrix, so that

similarities with a block can be better modeled locally.

Low-rankness enforced by LorSLIM can be seen as an indirect way of enforcing a block-diagonal

structure. Theoretically, the block-diagonal matrix can only be generated under rigid conditions [39].

In practice, learned item similarity matrices are far from being block-diagonal [20, 38]. Even if the

similarity matrix is block-diagonal, we cannot require it to exactly have a pre-specified number of

blocks.

An alternative way of capturing latent item groups is to group items into sub-groups based on

rating information. While clustering is prevalent in the context of collaborative filtering (CF) [11, 54,

56, 58–60], it has been less studied for item-based collaborative filtering (ICF). Recent work [2, 11, 12]

studies user clustering for ICF. In these publications, users are clustered into subgroups based on

ratings and a local ICF model is estimated for each cluster; hence, clustering and the estimation of

local models are treated as separate procedures.

Different from these methods, the model proposed in this paper forms a multi-task learning

framework, where item clustering and item similarity learning are optimized in an alternating

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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(a) Rating matrix (b) Without BDR (c) With BDR

rank 1 2 3 4 5

(d) Recommendation

Fig. 1. Example to show the effect of BDR. Figure 1(a) is a rating matrix from the movie recommendation
domain, where the rows and columns represent movies and users, respectively. If a user has rated a movie,
the corresponding entry is marked with “✓”, otherwise with “?”; Figure 1(b) represents the item similarity
matrix obtained by an ICF method without BDR, where the non-zero entries are grayed; Figure 1(c) is the
learned item similarity matrix with BDR when 𝑐 = 2; Figure 1(d) is the sorted list of recommendations of
unrated movies. The item similarity matrix in Figure 1(c) has a block-diagonal structure, with two blocks
inside the rectangles with thick borders. Sparsity is achieved as off-block similarities are penalized. Transitive
relations are also recovered within the block (the blue grids).

manner. The two tasks mutually enhance each other: the optimized item similarities help to better

categorize items and items within the same group are tend to be more similar than in different

groups.

1.2 Our contributions
In this paper, we propose block-diagonal regularization (BDR) in order to obtain a block-diagonal

structure in the item similarity matrices of item similarity models (ISMs) methods. BDR encourages

the learned item similarity matrix to be, or to be close to, a 𝑐-block diagonal, where 𝑐 is the number

of blocks. BDR integrates item clustering into the learning of item similarities, where off-block

similarities are penalized. The block-diagonal structure achieved by BDR is adaptively optimized

during the training process.

Although many recent top-𝑁 recommendation methods are neural-based approaches [18, 25,

37, 57], doubts have been raised about the reproducibility of these methods; many are being

outperformed by relatively simple heuristic methods [16]. Interestingly, the neural-based methods

fail to consistently outperform SLIM.We view these findings as a justification to continue to improve

linear top-𝑁 recommendation methods. We formulate block-aware item similarity model (BISM)

based on SLIM, where we penalize the item similarity matrix by BDR in order to capture the

block-diagonal structure. Figure 1 gives an illustrative example of how BDR works for ISMs. BISM

is empirically shown to outperform SLIM consistently and significantly, and the superiority over

other state-of-the-art baselines is established.

We demonstrate that with BDR, the learned item similarity matrix of ISMs enjoys the following

properties: (1) block-diagonality: BDR captures latent item groups for fine-grained ICF; (2) sparsity:
BDR ensures efficiency when performing top-𝑁 recommendation; and (3) transitivity: BDR captures

transitive relations between items that are essential for good performance in sparse datasets.

Our main contributions in this paper are the following:

(1) we propose block-diagonal regularization (BDR) to capture the block-diagonal structure in

item similarity matrices so as to improve item-based collaborative filtering (ICF);

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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4 Yifan Chen et al.

Table 1. Notation.

Notation Description

𝑚 number of users

𝑛 number of items

𝑐 number of latent item groups

𝑅 ∈ R𝑚×𝑛 user rating matrix

𝑆 ∈ R𝑛×𝑛 item similarity matrix

𝐿𝑆 ∈ R𝑛×𝑛 the laplacian matrix of 𝑆

𝐹 ∈ R𝑛×𝑐 the auxiliary matrix of BDR

𝑠𝑖 𝑗 the similarity between item 𝑖 and 𝑗

R+𝑢 the set of items rated by user 𝑢

𝑟𝑢𝑖 the score of item 𝑖 rated by user 𝑢

𝑟𝑢𝑖 the predicted score of rating 𝑟𝑢𝑖

(2) we apply BDR to item similarity models (ISMs) and formulate block-aware item similarity

model (BISM), whose effectiveness is theoretically guaranteed; and

(3) we conduct extensive experiments to assess block-aware item similarity model (BISM), which

is shown to outperform the state-of-the-art.

2 PRELIMINARIES
Before introducing our techniques, we describe the notation used in the paper. All vectors are

column vectors and represented by bold lowercase letters (e.g., 𝒙). All matrices and constants are

represented by uppercase letters (e.g., 𝑋 ) and Greek letters (e.g., 𝛼), respectively. Given a matrix 𝑋 ,

𝑥𝑖 𝑗 represents the entry at the 𝑖-th row and 𝑗-th column. ∥𝑋 ∥1 =
∑

𝑖, 𝑗

��𝑥𝑖 𝑗 �� and ∥𝑋 ∥𝐹 = (∑𝑖, 𝑗 𝑥
2

𝑖 𝑗 )1/2
are the ℓ1-norm and ℓ𝐹 -norm of matrix 𝑋 , respectively. We write 𝐼 to denote the identity matrix.

We write𝑚 and 𝑛 for the number of users and items, respectively. 𝑅 ∈ R𝑚×𝑛 represents user

ratings, either explicit or implicit. Item similarity matrices are denoted by 𝑆 ∈ R𝑛×𝑛 , where 𝑠𝑖 𝑗
represents the similarity between item 𝑖 and 𝑗 . We summarize the notation used in this paper in

Table 1. Given 𝑆 , ICF methods predict the score of user 𝑢 for target item 𝑖 by:

𝑟𝑢𝑖 =
∑︁
𝑗 ∈R+𝑢

𝑠 𝑗𝑖 , (1)

where R+𝑢 indicates the set of items rated by 𝑢. To learn the item similarity matrix 𝑆 , SLIM [42]

formulates the following model:

min

𝑆

1

2

∥𝑅 − 𝑅𝑆 ∥2𝐹 + 𝛼 ∥𝑆 ∥1 +
𝛽

2

∥𝑆 ∥2𝐹 such that ∀𝑖, 𝑗, 𝑠𝑖 𝑗 ≥ 0 and 𝑠𝑖𝑖 = 0. (2)

3 THE PROPOSED METHOD
In this section, we propose a regularization method to achieve block-diagonality in item similarity

matrices for ICF methods. In Section 3.1, we introduce the BDR and present theoretical findings of

BDR. We then discuss negative effects of BDR and provide our solution in Section 3.2. Finally, we

apply BDR to SLIM and introduce a BISM in Section 3.3.

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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3.1 Block-diagonal regularization
Block-diagonality. We recall some basic results from spectral graph theory [13]. Let 𝑆 be an item

similarity matrix. We define the Laplacian matrix of 𝑆 , denoted by 𝐿𝑆 , as:

𝐿𝑆 = Diag(𝐴1) −𝐴, (3)

where 𝐴 = 𝑆+𝑆𝑇
2

. Diag(𝒙) forms a diagonal matrix from 𝒙 with its 𝑖-th element on the diagonal

being 𝑥𝑖 . We use 1 ∈ R𝑛 to denote a vector whose elements are all 1. It is easy to see that 𝐿𝑆
is positive semidefinite as 𝒙𝑇𝐿𝑆𝒙 ≥ 0,∀𝒙 ∈ R𝑛 . We recall the following theorem to capture the

connection between the Laplacian matrix and clusters of items.

Theorem 3.1 ([41]). Let 𝑆 be an item similarity matrix. The multiplicity 𝑐 of the eigenvalue 0 of
the Laplacian matrix 𝐿𝑆 is equal to the number of connected components of the graph underlying 𝑆 .

Theorem 3.1 indicates that if rank (𝐿𝑆 ) = 𝑛 − 𝑐 , then 𝑆 provides an ideal assignment for items

by partitioning items into 𝑐 groups. To capture latent item groups, we can require that the item

similarity matrix 𝑆 learned by ICF methods follows this rank constraint, so that we learn 𝑆 with a

𝑐-block-diagonal structure. However, the rank constraint brings great difficulty for optimization.

Besides, having exactly 𝑐 blocks is not always desirable for 𝑆 , as in many cases, item groups are not

non-overlapping. Instead, we introduce regularization to 𝑆 , in order to enforce the rank of 𝐿𝑆 , in

place of the rank constraint.

We first recall Ky Fan’s Theorem [19]:

𝑐∑︁
𝑖=1

𝜎𝑖 = min

𝐹

𝑛∑︁
𝑖, 𝑗

∥𝒇 𝑖 − 𝒇 𝑗 ∥22𝑠𝑖 𝑗 , such that 𝐹 ∈ R𝑛×𝑐 , 𝐹𝑇 𝐹 = 𝐼 , (4)

where 𝜎𝑖 denotes the 𝑖-th smallest eigenvalue of 𝐿𝑆 ; 𝐹 is an auxiliary matrix and 𝒇 𝑖 is the 𝑖-th row

of 𝐹 . As 𝐿𝑆 is positive semidefinite, e.g., 𝜎𝑖 ≥ 0, we can enforce

∑𝑐
𝑖=1 𝜎𝑖 to be zero, so as to achieve

the 𝑐-block-diagonal structure. Thus, the BDR is given as:

∥𝑆 ∥𝐵 = min

𝐹𝑇 𝐹=𝐼

𝑛∑︁
𝑖, 𝑗

∥𝒇 𝑖 − 𝒇 𝑗 ∥22𝑠𝑖 𝑗 . (5)

Sparsity. Besides block-diagonality, BDR can also increase sparsity as the block-diagonal structure

is also sparse. To see this, we establish Theorem 3.2.

Theorem 3.2. BDR is a weighted ℓ1-norm regularization if 𝑆 ≥ 0.

Proof. Suppose 𝒙1, 𝒙2, . . . , 𝒙𝑛 are the eigenvectors for 𝐿𝑆 , which are in ascending order of

eigenvalues. For all 𝑖, 𝑗 , if 𝑖 = 𝑗 , we have: ∥𝒙𝑖 − 𝒙 𝑗 ∥22 = 0, else we have 𝒙𝑇𝑖 𝒙 𝑗 = 0 and 𝒙𝑇𝑖 𝒙𝑖 = 1, and

we can derive ∥𝒙𝑖 − 𝒙 𝑗 ∥22 as:
∥𝒙𝑖 − 𝒙 𝑗 ∥22 = 𝒙𝑇𝑖 𝒙𝑖 + 𝒙𝑇𝑗 𝒙 𝑗 − 2𝒙𝑇𝑖 𝒙 𝑗 = 2. (6)

As 𝑆 ≥ 0, we can rewrite the block-diagonal regularization as:

∥𝑆 ∥𝐵 =

𝑛∑︁
𝑖, 𝑗

∥𝒇 𝑖 − 𝒇 𝑗 ∥22𝑠𝑖 𝑗 =
𝑛∑︁
𝑖, 𝑗

��𝑑𝑖 𝑗𝑠𝑖 𝑗 �� = ∥𝐷 ◦ 𝑆 ∥1,
where 𝐷 is a Euclidean distance matrix with 𝑑𝑖 𝑗 = ∥𝒇 𝑖 −𝒇 𝑗 ∥22. Therefore, BDR is a weighted ℓ1-norm

regularization and 𝑑𝑖 𝑗 can be formulated as:

𝑑𝑖 𝑗 =

{
2 −∑𝑛

𝑙=𝑐+1 (𝑥𝑖𝑙 − 𝑥 𝑗𝑙 )2, 𝑖 ≠ 𝑗

0, otherwise. □
(7)

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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(a) 𝑆𝑙 (b) 𝑆𝑔 (c) 𝑆 = 𝑆𝑙 + 𝑆𝑔

Fig. 2. BDR with 𝑐 = 3.

Transitivity. We also show that the learned item similarity matrix 𝑆 regularized by BDR can

capture transitivity. We first rewrite Eq. (2) by introducing an auxiliary matrix 𝑆 ′:

min

𝑆,𝑆′

1

2

∥𝑅 − 𝑅𝑆 ∥2𝐹 +
𝛾

2

∥𝑆 − 𝑆 ′∥2𝐹 + _∥𝑆 ′∥𝐵 . (8)

Eq. (8) is equivalent to Eq. (2) as long as 𝛾 is large enough. We first show that 𝑆 ′ is learned to

capture transitive relations among blocks. By fixing 𝑆 , the closed-form solution of 𝑆 ′ to Eq. (8) can

be derived:

𝑆 ′ = 𝑆 − _𝐷. (9)

We then propose Theorem 3.3 to show the transitivity, indicating that if 𝑠 ′𝑖 𝑗 and 𝑠 ′
𝑗𝑘

are no less

than a certain value, then 𝑠 ′
𝑖𝑘
can be ensured to be non-negative. This implies that the relation is

extended from 𝑖 to 𝑘 based on connections between 𝑖, 𝑗 and 𝑗, 𝑘 .

Theorem 3.3. Given 𝑠 ′𝑖 𝑗 ≥ 0 and 𝑠 ′
𝑗𝑘
≥ 0, if 𝑠 ′𝑖 𝑗 > 𝑠𝑖 𝑗 − 1

4
𝑠𝑖𝑘 and 𝑠 ′

𝑗𝑘
> 𝑠 𝑗𝑘 − 1

4
𝑠𝑖𝑘 , then 𝑠 ′𝑖𝑘 ≥ 0.

Proof. According to Eq. (9), we have:

𝑠 ′𝑖 𝑗 = 𝑠𝑖 𝑗 − _𝑑𝑖 𝑗
𝑠 ′
𝑗𝑘

= 𝑠 𝑗𝑘 − _𝑑 𝑗𝑘

𝑠 ′
𝑖𝑘

= 𝑠𝑖𝑘 − _𝑑𝑖𝑘 .
(10)

As 𝐷 is a Euclidean distance matrix, the triangle inequality holds:√︁
𝑑𝑖𝑘 ≤

√︃
𝑑𝑖 𝑗 +

√︃
𝑑 𝑗𝑘 . (11)

Therefore, we have

𝑠 ′
𝑖𝑘
≥ 𝑧𝑖𝑘 − _

(√︃
𝑑𝑖 𝑗 +

√︃
𝑑 𝑗𝑘

)
2

= 𝑧𝑖𝑘 − _
(√︂

1

_
(𝑧𝑖 𝑗 − 𝑠 ′𝑖 𝑗 ) +

√︂
1

_
(𝑧 𝑗𝑘 − 𝑠 ′𝑗𝑘 )

)
2

> 0. □

Since 𝑆 is equal or close to 𝑆 ′ if 𝛾 is large enough, the learned 𝑆 can also capture transitive relations.

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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3.2 Global item similarities
In the previous section we established basic theoretical properties of BDR. However, directly

penalizing 𝑆 by BDR can trigger an adversarial effect: some columns of 𝑆 will be entirely zero-value.

The reason behind this is that if the pre-defined value 𝑐 is larger than the intrinsic number of latent

item groups, some lonely items that do not show much affiliation with any of the groups could be

sacrificed. Recall the example rating in Figure 1. If we set 𝑐 = 3, the third column of 𝑆 is learned to

be all-zero, as shown in Figure 2(a). This is justifiable as the BDR tries to encourage three blocks,

where the third item is itself a block, so that every off-diagonal entry within the third column is

encouraged to be zero. While this conforms to three blocks, it is not desirable for recommendation

purposes as the movie in gray cannot be recommended.

To address the adversarial effect noted above, besides learning an item similarity matrix regular-

ized by BDR, we introduce another item similarity matrix, which is not penalized by BDR. Since the

one penalized by BDR captures latent item groups, we denote it by 𝑆𝑙 , namely local item similarity

matrix (Figure 2(a)). Similarly, we denote the one without the regularization of BDR by 𝑆𝑔, namely

global similarity matrix (Figure 2(b)). The effect of learning a combination of 𝑆𝑔 and 𝑆𝑙 is two-fold:

(1) it compensates for the negative effect of BDR that some columns of 𝑆𝑙 will learn to be entirely

zero-value; and (2) it captures similarities among different blocks. As shown in Figure 2(c), the

combination of 𝑆𝑙 and 𝑆𝑔 can capture the underlying relations among items.

3.3 Block-aware item similarity model
Based on the above discussions, we can formulate the proposed BISM by the following equation:

min

𝑆𝑙 ,𝑆𝑔,𝐹

1

2

∥𝑅 − 𝑅(𝑆𝑙 + 𝑆𝑔)∥2𝐹 + 𝛼 ∥𝑆𝑔∥1 +
𝛽

2

(
∥𝑆𝑙 ∥2𝐹 + ∥𝑆𝑔∥2𝐹

)
+ _∥𝑆𝑙 ∥𝐵

such that 𝑆𝑙 , 𝑆𝑔 ≥ 0, diag(𝑆𝑙 ) = diag(𝑆𝑔) = 0 and 𝐹𝑇 𝐹 = 𝐼 .

(12)

Let us explain BISM in some detail. (1) The first term in the objective forms the loss function by

ICF, as given in Eq. (1). The difference with Eq. (1) is that we construct the item similarity 𝑠𝑖 𝑗 as the

linear summation of 𝑠𝑙𝑖 𝑗 and 𝑠
𝑔

𝑖 𝑗
. (2) We penalize 𝑆𝑙 by BDR to capture the block-diagonal structure

behind item similarities. The structure of 𝑆𝑙 is close to 𝑐-block-diagonal if _ is large enough. (3) The

ℓ1-norm regularization is introduced to 𝑆𝑔 to encourage sparsity. The ℓ1-norm is not used for 𝑆𝑙

since the BDR can encourage sparsity. (4) Both 𝑆𝑙 and 𝑆𝑔 are penalized by the ℓ𝐹 -norm to avoid

overfitting. (5) The constraint on the diagonal of 𝑆𝑙 and 𝑆𝑔 is proposed to avoid the trivial solution

that 𝑆𝑙 + 𝑆𝑔 = 𝐼 . (6) We follow Eq. (2) and require both 𝑆𝑙 and 𝑆𝑔 to be non-negative, in order to

learn meaningful similarities.

4 OPTIMIZATION
BISM learns the combination of a local similarity matrix 𝑆𝑙 and a global similarity matrix 𝑆𝑔.

Recall from the definition in Eq. (5) that BDR for ISMs involves another variable 𝐹 , which is an

auxiliary variable introduced to adaptively optimize BDR according to item similarities. Therefore,

we introduce an alternating minimization algorithm to optimize BISM.

4.1 Fixing 𝑆𝑙 , 𝑆𝑔 and update 𝐹

When fixing 𝑆𝑙 , Eq. (12) is reduced to the following problem:

min

𝐹
Tr

(
𝐹𝑇𝐿𝑆𝑙 𝐹

)
such that 𝐹𝑇 𝐹 = 𝐼 , (13)
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8 Yifan Chen et al.

where 𝐿𝑆𝑙 is the Laplacian matrix of 𝑆𝑙 (see Eq. (3)). A closed-form solution for 𝐹 can be obtained

as the 𝑐 eigenvectors corresponding to the 𝑐 smallest eigenvalues of 𝐿𝑆𝑙 .

4.2 Fixing 𝐹 and update 𝑆𝑙 , 𝑆𝑔

We then optimize Eq. (12) with fixed 𝐹 . Due to the independence of columns of 𝑆𝑙 and 𝑆𝑔, we can

rewrite Eq. (12) by decoupling it into a set of 𝑛 independent optimization problems:

min

𝒔𝑙
𝑖
,𝒔
𝑔

𝑖

1

2

∥𝒓𝑖 − 𝑅(𝒔𝑙𝑖 + 𝒔
𝑔

𝑖
)∥2

2
+ 𝛼 ∥𝒔𝑔

𝑖
∥1 +

𝛽

2

(
∥𝒔𝑙𝑖 ∥22 + ∥𝒔

𝑔

𝑖
∥2
2

)
+ _

𝑛∑︁
𝑗=1

𝑑𝑖 𝑗𝑠
𝑙
𝑖 𝑗

such that 𝒔𝑙𝑖 , 𝒔
𝑔

𝑖
≥ 0, 𝑠𝑙𝑖𝑖 = 𝑠

𝑔

𝑖𝑖
= 0,

(14)

where 𝒓𝑖 , 𝒔𝑙𝑖 and 𝒔
𝑔

𝑖
are the 𝑖-th column of 𝑅, 𝑆𝑙 and 𝑆𝑔 , respectively, and 𝑑𝑖 𝑗 = _∥𝒇 𝑖 − 𝒇 𝑗 ∥22. Learning

𝑆𝑙 and 𝑆𝑔 can easily be parallelized given the 𝑛 independent problems in Eq. (14). Due to the

non-negative constraint on 𝒔𝑙𝑖 and 𝒔𝑔
𝑖
, we apply the multiplicative update method [34] for efficient

updating. The multiplicative update method is an iterative updating method that ensures that

during each iteration, the variables to be updated are non-negative.

We derive the update rule for 𝒔𝑙 . We denote 𝐽 as a shorthand for the objective function in Eq. (14)

regarding 𝒔𝑙 only, which is written as follows:

𝐽 =
1

2

∥𝒓𝑖 − 𝑅(𝒔𝑙𝑖 + 𝒔
𝑔

𝑖
)∥2

2
+ 𝛽

2

∥𝒔𝑙𝑖 ∥22 + _
𝑛∑︁
𝑗=1

𝑑𝑖 𝑗𝑠
𝑙
𝑖 𝑗 (15)

Then the partial derivative over 𝒔𝑙 is:

𝜕𝐽

𝜕𝒔𝑙
= 𝑅𝑇𝑅(𝒔𝑙 + 𝒔𝑔) − 𝑅𝑇 𝒓𝑖 + 𝒅𝑖 + 𝛽𝒔𝑙 , (16)

where 𝒅𝑖 is the 𝑖-th column of 𝐷 . Applying the Karush-Kuhn-Tucker first-order optimality condi-

tions [14] to 𝐽 , we derive

𝒔𝑙 ≥ 0,
𝜕𝐽

𝜕𝒔𝑙
≥ 0, 𝒔𝑙 ◦ 𝜕𝐽

𝜕𝒔𝑙
= 0, (17)

where ◦ is the element-wise multiplication between two matrices of the same dimension. This leads

to the following update rule:

𝒔𝑙𝑖 ← 𝒔𝑙𝑖 ◦
𝑅𝑇 𝒓𝑖[

𝑅𝑇𝑅(𝒔𝑙
𝑖
+ 𝒔𝑔

𝑖
) + 𝒅𝑖 + 𝛽𝒔𝑙𝑖

] , (18)

where
[ ·]
[ ·] denotes the element-wise matrix division operator. The update rule for 𝒔𝑔 can be similarly

derived:

𝒔𝑔
𝑖
← 𝒔𝑔

𝑖
◦ 𝑅𝑇 𝒓𝑖[

𝑅𝑇𝑅(𝒔𝑙
𝑖
+ 𝒔𝑔

𝑖
) + 𝛼 + 𝛽𝒔𝑔

𝑖

] . (19)

We summarize the resulting algorithm in Algorithm 1.

Time complexity of Algorithm 1. For optimizing 𝒔𝑙 and 𝒔𝑔 , we compute 𝑅𝑇𝑅 and 𝑅𝑇 𝒓𝑖 in an offline

fashion. Due to the sparsity of 𝑅𝑇𝑅, updating of each iteration by Eq. (18) and (19) has complexity

of 𝑂 (𝑛𝑧), where 𝑧 is the average number of non-zeros in the rows of 𝑅𝑇𝑅.

When optimizing 𝐹 , we only need the 𝑐 eigenvectors corresponding to the 𝑐 smallest eigenvalues,

with complexity 𝑂 (𝑛2𝑐). This is superior compared with clustering-based methods since applying

clustering on rating matrix 𝑅 has complexity 𝑂 (𝑚𝑛𝑐), which is prohibitive with a large number

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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Algorithm 1: Alternating minimization

1 while not converge do
2 𝐹 ← 𝑐 eigenvectors corresponding to the 𝑐 smallest eigenvalues;

3 while not converge do
4 for 𝑖 = 1, . . . 𝑛 do
5 𝒔𝑙𝑖 ← 𝒔𝑙𝑖 ◦

𝑅𝑇 𝒓𝑖
[𝑅𝑇𝑅 (𝒔𝑙𝑖+𝒔𝑔𝑖 )+𝒅𝑖+𝛽𝒔𝑙𝑖]

;

6 𝒔𝑔
𝑖
← 𝒔𝑔

𝑖
◦ 𝑅𝑇 𝒓𝑖
[𝑅𝑇𝑅 (𝒔𝑙𝑖+𝒔𝑔𝑖 )+𝛼+𝛽𝒔𝑔𝑖 ]

;

of users. Besides, packages like ARPACK
1
provide additional benefit to calculate the eigenvectors

when 𝑆𝑙 is sparse, which can further reduce the complexity in optimizing 𝐹 .

Convergence analysis of Algorithm 1. We prove that the alternating minimization optimization

in Algorithm 1 will converge. We first show that the update rule for 𝒔𝑙𝑖 ensures convergence. The
convergence of 𝒔𝑔

𝑖
can be proved in a similar manner.

Theorem 4.1. The objective function 𝐽 in Eq. (15) is non-increasing under the update rule Eq. (18).
𝐽 is invariant under the update rule if and only if 𝒔𝑙𝑖 is at a stationary point.

Proof. The objective function 𝐽 in Eq. (15) is bounded from below by zero. We only need to

show that the objective 𝐽 is non-increasing under the update rule Eq. (18). We follow a similar

procedure as described in [5] based on auxiliary functions. We write 𝐽 𝑗 (𝒔), 𝐽 ′𝑗 (𝒔), and 𝐽 ′′𝑗 (𝒔) for the
objective function, the first and second order derivatives of 𝐽 over the 𝑗-th element of 𝒔 ∈ R𝑛 :

𝐽 𝑗 (𝒔) =
1

2

∥𝒓𝑖 − 𝑅(𝒔 + 𝒔𝑔𝑖 )∥
2

2
+ 𝛽

2

𝑠2𝑗 + _𝑑𝑖 𝑗𝑠 𝑗 , (20)

where 𝑠 𝑗 is the 𝑗-th element of 𝒔. 𝐽 ′𝑗 (𝒔) and 𝐽 ′′𝑗 (𝒔) can be written as:

𝐽 ′𝑗 (𝒔) =
[
𝑅𝑇𝑅(𝒔 + 𝒔𝑔

𝑖
) − 𝑅𝑇 𝒓𝑖

]
𝑗
+ 𝛽𝑠 𝑗 + _𝑑𝑖 𝑗 (21)

𝐽 ′′𝑗 (𝒔) =
[
𝑅𝑇𝑅

]
𝑗 𝑗
+ 𝛽. (22)

The auxiliary function is defined as:

𝐺 (𝑠 𝑗 , 𝑠0𝑗 ) = 𝐽 𝑗 (𝒔0) + 𝐽 ′𝑗 (𝒔0) (𝑠 𝑗 − 𝑠0𝑗 ) +

[
𝑅𝑇𝑅(𝒔0 + 𝒔𝑔

𝑖
)
]
𝑗
+ 𝛽𝑠0𝑗 + 𝑑𝑖 𝑗

2𝑠0
𝑗

(𝑠 𝑗 − 𝑠0𝑗 )2. (23)

We show that the minimization based on the auxiliary function is equivalent to the update rule in

Eq. (18):

𝑠1𝑗 = argmin

𝑠 𝑗
𝐺 (𝑠 𝑗 , 𝑠0𝑗 ) = 𝑠0𝑗 −𝑠0𝑗

𝐽 ′𝑗 (𝒔0)[
𝑅𝑇𝑅(𝒔0 + 𝒔𝑔

𝑖
)
]
𝑗
+ 𝛽𝑠0

𝑗
+ 𝑑𝑖 𝑗

= 𝑠0𝑗 ·

[
𝑅𝑇 𝒓𝑖

]
𝑗[

𝑅𝑇𝑅(𝒔0 + 𝒔𝑔
𝑖
)
]
𝑗
+ 𝛽𝑠0

𝑗
+ 𝑑𝑖 𝑗

. (24)

We then write 𝐽𝑖 𝑗 (𝑠) by a Taylor series expansion:

𝐽 𝑗 (𝒔) = 𝐽 𝑗 (𝒔0) + 𝐽 ′𝑗 (𝒔0) (𝑠 𝑗 − 𝑠0𝑗 ) +
1

2

𝐽 ′′𝑗 (𝒔0) (𝑠 𝑗 − 𝑠0𝑗 )2. (25)

1
https://www.caam.rice.edu/software/ARPACK/
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It is immediate that 𝐺 (𝑠0𝑗 , 𝑠0𝑗 ) = 𝐽 𝑗 (𝒔0). To prove 𝐺 (𝑠 𝑗 , 𝑠0𝑗 ) ≥ 𝐽 𝑗 (𝒔), we need to show:[
𝑅𝑇𝑅(𝒔0 + 𝒔𝑔

𝑖
)
]
𝑗
+ 𝛽𝑠0𝑗 + 𝑑𝑖 𝑗

𝑠0
𝑗

≥
[
𝑅𝑇𝑅

]
𝑗 𝑗
+ 𝛽, (26)

which immediately holds as 𝑑𝑖 𝑗 ≥ 0. Thus we have:

𝐽 𝑗 (𝒔1) ≤ 𝐺 (𝑠1𝑗 , 𝑠0𝑗 ) ≤ 𝐺 (𝑠0𝑗 , 𝑠0𝑗 ) = 𝐽 𝑗 (𝒔0). (27)

Therefore, we have shown that ∀𝑗 , 𝐽 𝑗 (𝒔) is non-increasing under the update rule. The equal sign in

Eq. (27) holds if and only if 𝑠1𝑗 = 𝑠0𝑗 , which indicates that 𝐽 is invariant under the update rule if and

only if 𝒔𝑙𝑖 is at a stationary point. □

Theorem 4.1 guarantees the convergence of 𝒔𝑙 under the update rule in Eq. (18). The convergence

of 𝒔𝑔 can be similarly guaranteed. We write 𝑆 =
{
𝑆𝑙 , 𝑆𝑔

}
for the combination of 𝑆𝑙 and 𝑆𝑔 . We write

𝐽 (𝐹, 𝑆) as the objective function of Eq. (12). Thus 𝑆 (𝑡+1) is optimal w.r.t. 𝐽 (𝐹 (𝑡+1) , 𝑆). We then prove

the convergence of Algorithm 1.

Theorem 4.2. The sequence
{
𝑆 (𝑡 ) , 𝐹 (𝑡 )

}
generated by Algorithm 1 has at least one limit point. Any

limit point {𝑆∗, 𝑃∗} is a stationary point of Eq. (12).

Proof. As 𝐹 (𝑡+1) and 𝑆 (𝑡+1) are optimal w.r.t. 𝐽 (𝐹, 𝑆 (𝑡 ) ) and 𝐽 (𝐹 (𝑡+1) , 𝑆), and 𝑆 is 𝛽-strongly

convex w.r.t. 𝐽 (𝑆, 𝐹 (𝑡+1) ), according to Eq. (22), we have

𝐽 (𝐹 (𝑡+1) , 𝑆 (𝑡+1) ) ≤ 𝐽 (𝐹 (𝑡+1) , 𝑆 (𝑡 ) ) − 𝛽

2

∥𝑆 (𝑡+1) − 𝑆 (𝑡 ) ∥2𝐹

≤ 𝐽 (𝐹 (𝑡 ) , 𝑆 (𝑡 ) ) − 𝛽

2

∥𝑆 (𝑡+1) − 𝑆 (𝑡 ) ∥2𝐹 .
(28)

Summing over Eq. (28), we have:

+∞∑︁
𝑡=1

𝛽

2

∥𝑆 (𝑡+1) − 𝑆 (𝑡 ) ∥2𝐹 ≤ 𝐽 (𝑆 (0) , 𝐹 (0) ), (29)

which implies

𝑆 (𝑡+1) − 𝑆 (𝑡 ) → 0. (30)

Based on Eq. (30), as 𝐹 (𝑡+1) is obtained as the 𝑐 eigenvectors of 𝐿𝑆 (𝑡 ) , we have:

𝐹 (𝑡+1) − 𝐹 (𝑡 ) → 0. (31)

Therefore, the sequence

{
𝑆 (𝑡 ) , 𝐹 (𝑡 )

}
has at least one limit point. According to [23, Corollary 2], any

limit point of the sequence is a stationary point of Eq. (12). □

5 EXPERIMENTAL SETUP
In this section, we introduce our experimental setup.

5.1 Research questions
Our research questions are:

(RQ1) What is the overall performance of BISM in comparison to state-of-the-art linear and neural-

based methods for top-𝑁 recommendation?

(RQ2) How do BISM and the baselines perform when recommending different numbers of items to

users?

(RQ3) What is the impact of BDR on the learned item similarity matrix and the performance of

top-𝑁 recommendation?

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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Table 2. Descriptive statistics of the datasets: #user, #item and #rating denote the number of users, items and
ratings, respectively. Density is calculated as #rating/(#user×#item).

Name #user #item #rating Density

Amazon 5,653 11,944 86,149 0.13%

BookX 5,671 5,367 86,354 0.28%

Yahoo 7,594 8,641 106,593 0.16%

MovieLens 6,040 3,706 1,000,209 4.47%

Pinterest 55,187 9,916 1,500,809 0.27%

(RQ4) What is the impact of regularization parameters on the performance of BISM?

5.2 Datasets
We evaluate the performance of BISM on five benchmark datasets. Table 2 lists descriptive statistics

of the datasets.

• Amazon:2 A dataset based on the Amazon product catalogue [40]; we select one of the

categories, Sports & Outdoors, which contains transactions between different product items

and users indicated with multivariate rating values.

• BookX :3 A subset of the Book-Crossing dataset, containing implicit feedback from users,

which was collected by [62] from the Book-Crossing community.

• Yahoo:4 A small sample of the Yahoo!Movies community’s preferences for various movies,

rated on a scale from A+ to F.

Following the common setting for evaluating top-𝑁 recommendation, we binarize the ratings if it

is explicit. We also adopt two datasets for a fair comparison against DeepICF and NAIS [25, 57]:

• MovieLens:5 The MovieLens 1M Dataset released by the GroupLens research project.

• Pinterest: The implicit feedback data is constructed by [21] for evaluating content-based

image recommendation.

5.3 Evaluation methodology
We evaluate themethods using leave-one-out cross-validation (LOOCV): we hold out one interaction

of each user as the test data and use the remaining interactions as training set. The validation

set consists of a randomly drawn interaction for each user from the training set. This evaluation

method is widely utilized for top-𝑁 recommendations [3, 27, 46].

To perform top-𝑁 recommendation for a user, the widely used method is to rank all items that

the user has not rated and the first 𝑁 items are recommended to her. Since ranking all items can

be time-consuming during evaluation, existing work tries to manually and randomly construct a

relatively small set of candidate items for each user [25, 26, 57]. While sampling candidate items

ensures the efficiency of evaluation, it can introduce randomness for testing [45]. The performance

of top-𝑁 recommender systems varies when candidate items are constructed differently. Therefore,

we first evaluate the top-𝑁 recommendation performance by recommending from all unrated items,

which is a comparably difficult task. For a fair comparison with the state-of-the-art neural methods,

NAIS [25] and DeepICF [57], we also evaluate by sampling 100 candidate items (we use the same

candidate set of items as those two papers) to compare BISM.

2
http://jmcauley.ucsd.edu/data/amazon/

3
http://www2.informatik.uni-freiburg.de/~cziegler/BX/

4
https://webscope.sandbox.yahoo.com/catalog.php

5
https://grouplens.org/datasets/movielens/
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We use hit rate (HR) and average reciprocal hit-rank (ARHR) [17, 17, 30] to evaluate the perfor-

mance:

𝐻𝑅 =
#ℎ𝑖𝑡

#𝑢𝑠𝑒𝑟
, 𝐴𝑅𝐻𝑅 =

1

#𝑢𝑠𝑒𝑟

#ℎ𝑖𝑡∑︁
𝑖=1

1

𝑝𝑜𝑠 (𝑖) . (32)

where #users is the total number of users, #hits is the number of hits in the top-𝑁 recommendations

across all users, and 𝑝𝑜𝑠 (𝑖) is the position of the test item in the ranked list of recommendations

for the 𝑖-th hit. ARHR is a weighted version of HR, which takes the ranking position of the test

item 𝑖 in the list of recommendations into account. Note that when evaluating using LOOCV, HR

and ARHR can be regarded as Recall and mean reciprocal rank (MRR), respectively. We also use

normalized discounted cumulative gain (nDCG) [25] as evaluation metric:

𝐷𝐶𝐺@𝑁 =

𝑁∑︁
𝑖=1

𝑟𝑒𝑙𝑖

log
2
(𝑖 + 1) ,

where 𝑟𝑒𝑙𝑖 indicates whether the item at position 𝑖 is relevant. The objective of nDCG is to compare

any given ranked list of items with a benchmark that represents the optimal ranking:

𝑛𝐷𝐶𝐺@𝑁 =
𝐷𝐶𝐺@𝑁

𝐼𝐷𝐶𝐺@𝑁
,

where the idealized discounted cumulative gain (IDCG) with cut at𝑁 , i.e., the best possible𝐷𝐶𝐺@𝑁 ,

is used to normalize discounted cumulative gain (DCG) value so that 𝑛𝐷𝐶𝐺@𝑁 is within [0, 1].

5.4 Methods used for comparison
Baselines. We compare BISM with the following baselines, including both linear and neural

methods.
6
Besides, to show whether learning global similarities is helpful or not, we also implement

localized item similarity model (LISM), the simplified version of BISM, which learns local similarities

only.

• Bayesian personalized ranking (BPR) [46]: A ranking/retrieval criteria-based method. We train

a latent space model with the pair-wise loss function;

• Factored item similarity model (FISM) [30]: An ISM that factorizes item similarity matrix into

two low-rank matrices. We use the implementation in [25] for the experiments, which takes

advantage of advanced learning algorithms.

• Item-based 𝑘 nearest neighbors approach (item𝑘NN) [17]: An early ICF method that heuris-

tically computes item similarities. We choose cosine as the similarity function and apply

shrinkage to the similarities;

• Sparse linear method (SLIM) [42]: An ISM that learns a sparse item similarity matrix;

• SLIMlocal : A SLIM with item clustering. Items are clustered into 𝑐 groups based on the rating

matrix, where for each group we learn a local SLIM. For each user, the predicted score of a

target item is calculated by the local SLIM of the group that the item belongs to.

• Embarrassingly shallow autoencoders (EASE) [49]: a simplified version of SLIM. EASE drops

the ℓ1-norm and the non-negative constraint in SLIM. Due to the simplification, closed-form

solution is available for EASE;

6
We exclude LorSLIM [10], the low-rank sparse linear model, from our experimental comparisons. We failed to generate

a set of reasonable recommendations using LorSLIM on all datasets and we were also unable to reproduce the results

obtained using LorSLIM as reported in [10]. The source code of LorSLIM on MovieLens with 100k ratings (ML-100k) is

evaluated with 336 items, rather than all 1,682 items. For a fair comparison, we evaluate BISM in the same setting, which

provides much better results than reported in their paper, i.e., HR@10 = 0.574, ARHR@10 = 0.265 against HR@10 = 0.397,

ARHR@10 = 0.207. A similar issue exists with the lorSLIMappro method proposed in [31], which approximates the nuclear

norm used in lorSLIM. Therefore, we exclude the two methods from our experiments.
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• Pure Singular-Value-Decomposition (PureSVD) [15]: A latent space model designed for top-𝑁

recommendation;

• Weighted regularized matrix factorization (WRMF) [29]: A latent space model specially for

implicit datasets;

• Multinomial variational auto-encoder (mVAE) [37]: A state-of-the-art neural method for

top-𝑁 recommendation. It utilizes variational auto-encoder (VAE) and assume multinomial

likelihood function to capture implicit feedback;

• Neural attentive item similarity model (NAIS) [25]: A neural-based ISM that utilizes the

attention mechanism to capture similarities between the target item and user rated items. We

compare with both implementations with different choices of attention function. NAISconcat
denotes the use of 𝑓𝑐𝑜𝑛𝑐𝑎𝑡 , which simply concatenates 𝒑𝑖 and 𝒒 𝑗 to learn the attention weight

𝑤𝑖 𝑗 . NAISprod denotes the use of 𝑓𝑝𝑟𝑜𝑑 , which feeds the element-wise product of 𝒑𝑖 and 𝒒 𝑗

into the attention network.

• Deep item-based collaborative filtering (DeepICF) [57]: A neural-based ISM that accounts for

the nonlinear and higher-order relationships among items;

Implementation details. We use LibRec [24] to run the experiments for item𝑘NN, SLIM, BPR and

WRMF. We use the source code implementation in [25] to run experiments for FISM and NAIS
7

(both NAISconcat and NAISprod ), the implementation in [37] for mVAE
8
and that in [57] for DeepICF

9
.

As shown by [25, 57], both NAIS and DeepICF suffer from slow convergence and poor performance

when all model parameters are initialized randomly. Therefore, we follow their solution to pretrain

item embeddings of NAIS and DeepICF by FISM. Following the experimental settings of [25, 57], we

train NAISconcat , NAISprod and DeepICF with binary cross-entropy loss and the optimizer Adagrad.

We implement BISM and LISM in PyTorch. Instead of following the auto-gradient optimization,

we update parameters manually according to the Algorithm 1. We also implement PureSVD and

SLIMlocal .

Parameters. The parameters of all methods are explored within the parameter space. We select

parameters based on the best performance in terms of HR@10 on the validation set. For BISM we

tune the ℓ1, ℓ𝐹 -norm regularization parameter 𝛼, 𝛽 , block-diagonal regularization parameter _ and

the number of item groups 𝑐 (explored within {1, 2, . . . , 10}).
The parameters tuned for the baselines are the following: (1) For BPR we tune the parameter of

the latent dimension 𝑘 . (2) For FISMrmse and FISMauc we tune the neighbor agreement parameter 𝛼

(explored within {0.1, 0.2, . . . , 1}), ℓ𝐹 -norm regularization parameter 𝛽 , the ℓ2-norm regularization

of item bias _ and the latent dimension 𝑘 . (3) For item𝑘NNwe tune the number of nearest neighbors

𝑘 . (4) For SLIM we tune the ℓ1-norm regularization parameter 𝛼 and the ℓ𝐹 -norm regularization

parameter 𝛽 . (5) For SLIMlocal we tune the ℓ1-norm and ℓ𝐹 -norm regularization parameter 𝛼 and

𝛽 . (6) For PureSVD we tune the parameter of the latent dimension 𝑘 . (7) For WRMF we tune the

confidence level 𝛼 (explored within {0.1, 0.2, . . . , 1}) and the latent dimension 𝑘 . (8) For DeepICF

we choose a three-layer perceptron for the deep neural network structure with 𝑘, 100, 50 as the

number of neurons, where 𝑘 is also the latent dimension of user/item embeddings. We tune the

parameter 𝑘 of the latent dimension. For DeepICF we tune the neighborhood agreement 𝛼 . Both 𝛼

and 𝛽 are explored within {0.1, 0.2, . . . , 1}. (9) For mVAE we tune the Kullback–Leibler (KL) term

regularization parameter 𝛽 . (10) For NAIS we follow the paper to fix the neighborhood agreement

as 𝛼 = 0, which empirically leads to the best performance. We tune parameter for the latent

7
https://github.com/AaronHeee/Neural-Attentive-Item-Similarity-Model

8
https://github.com/dawenl/vae_cf

9
https://github.com/linzh92/DeepICF
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Table 3. Comparison of top-𝑁 recommendation methods on Amazon and BookX datasets. The best result is
shown in boldface and the best result achieved by the baselines (except BISM and LISM) is underlined. We
conducted two-sided tests for the null hypothesis that the best and the second best have identical average
values. Asterisks indicate the best score if the improvement over the second best is statistically significant;
we use an asterisk ∗ if 𝑝 < 0.05 and two asterisks ∗∗ if 𝑝 < 0.01.

Method 𝛼 𝛽 _ 𝑘 𝑐 HR@10 ARHR@10 nDCG@10

A
m
az
on

BPR [46] – – – 500 – 0.0603 0.0238 0.0328

FISM [25] 0.5 0.01 10 100 – 0.0686 0.0244 0.0346

item𝑘NN [17] – – – – 10 0.0663 0.0251 0.0355

SLIM [42] 0.01 1 – – – 0.0528 0.0230 0.0298

SLIMlocal 10.0 0.01 – – 5 0.0692 0.0291 0.0384

PureSVD [15] – – – 20 – 0.0475 0.0171 0.0226

WRMF [29] 4 – – 100 – 0.0666 0.0267 0.0360

EASE [49] – 100 – – – 0.0800 0.0345 0.0451

DeepICF [57] 0 – 10 100 – 0.0513 0.0176 0.0262

mVAE [37] – 0.5 – – – 0.0570 0.0222 0.0278

NAISconcat [25] 0 0.5 10 100 – 0.0402 0.0144 0.0197

NAISprod [25] 0 0.5 10 100 – 0.0435 0.0167 0.0228

LISM 0.01 100 100 – 7 0.0849* 0.0358 0.0472

BISM 1 100 10 – 9 0.0867** 0.0372** 0.0488**

B
oo

kX

BPR [46] – – – 500 – 0.1047 0.0520 0.0564

FISM [25] 0.5 0.01 10 500 – 0.1095 0.0543 0.0673

item𝑘NN [17] – – – – 10 0.0908 0.0409 0.0555

SLIM [42] 0.1 1 – – – 0.1135 0.0599 0.0720

SLIMlocal 1.0 0.01 – – 2 0.1001 0.0472 0.0582

PureSVD [15] – – – 500 – 0.0920 0.0504 0.0610

WRMF [29] 3 – – 200 – 0.1126 0.0554 0.0710

EASE [49] – 100 – – – 0.1247 0.0638 0.0781

DeepICF [57] – – 0.1 500 – 0.0741 0.0324 0.0451

mVAE [37] – 0.7 – – – 0.0813 0.0388 0.0483

NAISconcat [25] – – 0.1 500 – 0.0779 0.0359 0.0429

NAISprod [25] – – 0.1 500 – 0.0827 0.0335 0.0446

LISM 0.01 100 10 – 2 0.1315** 0.0654* 0.0809**

BISM 10 100 10 – 6 0.1333** 0.0663** 0.0819**

dimension 𝑘 and set the attention factor 𝑎 = 𝑘 . We tune 𝑘 , the latent dimension (or the number of

neighbors), from {10, 20, 50, 100, 200, 500}. All the parameters for regularization are explored from

{0.01, 0.1, 1, 10, 100}.

6 EXPERIMENTAL RESULTS
We answer the research questions listed in Section 5.1 based on the experimental results.

6.1 RQ1: Top-𝑁 recommendation performance
To answer RQ1, we compare BISM with state-of-the-art baselines, both linear and neural. The

overall results of all methods on the Amazon, BookX, MovieLens and Yahoo datasets are reported in

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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Table 4. Comparison of top-𝑁 recommendation methods on MovieLens and Yahoo datasets.

Method 𝛼 𝛽 _ 𝑘 𝑐 HR@10 ARHR@10 nDCG@10

M
ov

ie
Le

ns

BPR [46] – – – 500 – 0.2353 0.0977 0.1284

FISM [25] 0.5 1 10 100 – 0.2001 0.0725 0.0994

item𝑘NN [17] – – – – 200 0.1740 0.0705 0.0944

SLIM [42] 0.01 1 – – – 0.2122 0.0907 0.1289

SLIMlocal 0.1 10 – – 2 0.2334 0.0990 0.1304

PureSVD [15] – – – – 20 0.2142 0.0920 0.1219

WRMF [29] 2 – – – 20 0.2339 0.0967 0.1331

EASE [49] – 100 – – – 0.2542 0.1093 0.1431

DeepICF [57] – – 0.1 100 – 0.2382 0.0968 0.1298

mVAE [37] – 0.9 – – – 0.2318 0.0926 0.1219

NAISconcat [25] – – 0.1 100 – 0.2139 0.0831 0.1100

NAISprod [25] – – 0.1 100 – 0.2172 0.0872 0.1183

LISM 0.01 100 1 – 7 0.2571 0.1107 0.1437

BISM 0.1 100 10 – 1 0.2602* 0.1104 0.1460

Ya
ho

o

BPR [46] – – – 500 – 0.3460 0.1675 0.2055

FISM [25] 0.5 1 1 50 – 0.2541 0.1167 0.1486

item𝑘NN [17] – – – – 500 0.3368 0.1611 0.2038

SLIM [42] 0.01 1 – – – 0.3934 0.2011 0.2479

SLIMlocal 1.0 0.10 – – 2 0.3791 0.1910 0.2352

PureSVD [15] – – – – 10 0.2385 0.1029 0.1307

WRMF [29] 6 – – – 20 0.3458 0.1574 0.2031

EASE [49] – 100 – – – 0.4076 0.2089 0.2555

DeepICF [57] – – 1 50 – 0.3069 0.1343 0.1735

mVAE [37] – 0.9 – – – 0.3745 0.1762 0.2065

NAISconcat [25] – – 1 50 – 0.3028 0.1379 0.1668

NAISprod [25] – – 1 50 – 0.3080 0.1385 0.1681

LISM 0.01 100 1 – 5 0.4058 0.2058 0.2515

BISM 0.1 100 0.1 – 6 0.4101 0.2091 0.2560

Table 3 and 4. In both tables, we report and compare HR@10, ARHR@10 and nDCG@10. For each

method, the results and the parameter settings corresponding to the best HR@10 on the validation

set are reported.

We discuss the results per dataset. First, the Amazon dataset has the largest number of items, the

smallest number of users, and the most sparse feedback. Therefore, the overall accuracy for the

Amazon dataset is low. EASE is the best performing baseline. BISM and LISM outperform EASE and

the difference with BISM is significant. Besides, SLIMlocal also shows good performance. While SLIM

is outperformed by FISM, SLIMlocal beats FISM by clustering items. Therefore, the effectiveness of

capturing latent item groups is well confirmed on the Amazon dataset. The neural-based methods

generally show poor performance on this dataset. The best performance is achieved by DeepICF,

which is outperformed by SLIM.

Second, on the BookX dataset, while results are similar to Amazon, the overall performance

is better. While SLIM outperforms FISM and WRMF, its performance is still inferior to that of

ACM Transactions on Information Systems, Vol. 1, No. 1, Article . Publication date: July 2020.
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Table 5. Top-𝑁 recommendation from 100 candidate items of compared methods at embedding size 16.

Method MovieLens Pinterest

HR@10 nDCG@10 HR@10 nDCG@10

FISM [25] 0.6647 0.3949 0.8740 0.5522

NAISconcat [25] 0.6972 0.4196 0.8844 0.5720

NAISprod [25] 0.6969 0.4194 0.8844 0.5722
DeepICF [57] 0.6881 0.4113 0.8806 0.5631

EASE [49] 0.7096 0.4495 0.8150 0.5439

LISM 0.7146 0.4445 0.8648 0.5581

BISM 0.7190 0.4459 0.8702 0.5632

EASE. Although SLIMlocal fails to perform better than SLIM, both BISM and LISM show significant

improvement over SLIM. This shows that while capturing latent item groups is helpful for recom-

mendation, the generated item similarity matrix via the static way of clustering is sub-optimal

or even harmful. Again, the neural-based methods show poor performance. The effectiveness of

neural-based methods is conditioned on the number of training samples. However, both Amazon

and BookX datasets are very sparse, which means that they are less qualified to train these complex

models.

Next, the overall performance on the MovieLens dataset is high since this dataset has the least

sparse ratings. While EASE is still the best performed baseline, the second best performed baseline

is the neural model DeepICF. Due to dense ratings, this is the only case when the neural-based

methods can outperform linear ones. Again, BISM and LISM improves over DeepICF and EASE

and the improvement w.r.t. HR@10 is significant. And finally, on the Yahoo dataset, while it is also

relatively sparse, the overall performance is the best among all the datasets. The superiority of

ISMs is clearly visible on this dataset. SLIM outperforms mVAE substantially (5.0% w.r.t. HR@10

and 14.1% w.r.t. ARHR@10), and BISM improves over SLIM significantly (4.5% w.r.t. HR@10 and

3.8% w.r.t. ARHR@10). Although BISM still performs better than EASE, the improvement is not

significant.

The experiments discussed so far show that linear methods generally show better performance

than neural methods for top-𝑁 recommendation. The poor performance of mVAE can be explained

by the suggestion in [49] that the zero constraint of the diagonal of item similarities may be more

effective on sparse data than neural methods. For other neural methods (NAIS and DeepICF),

where the zero constraint has been considered, we conduct further experiments to analyze their

relatively poor performance. For a fair comparison, we follow the same experimental settings used

for NAIS and DeepICF. To be more specific, rather than ranking all items to perform the top-𝑁

recommendation, we follow the setting of sampling 99 negative items together with 1 positive item

for a user to form the candidate items. We run experiments on the two datasets (MovieLens and

Pinterest). The authors open-source the two datasets, the split and the sampled negative items. Our

comparison can therefore be conducted under the exact same experimental settings. We run BISM

and LISM on these two datasets and compare with the results reported in [25, 57]. Since EASE is

the best performing baseline, it is also taken as a baseline to compare.

Results are recorded in Table 5. On the MovieLens dataset, the effectiveness of neural methods is

clearly demonstrated. However, they fail to outperform EASE. While BISM and LISM reach higher

HR@10 scores than EASE, in terms of nDCG@10 EASE performs slightly better. On the Pinterest

dataset, however, EASE cannot achieve comparable performance. While BISM and LISM perform
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better than EASE, they also fail to outperform neural methods, except that BISM beats DeepICF

w.r.t. nDCG@10.

We summarize the above experimental analysis and conclude as follows: (1) the effectiveness

of BDR is well demonstrated since BISM and LISM outperform baseline methods on all datasets

except for the Pinterest and the outperformance is significant generally; (2) comparing with the

state-of-the-art linear baseline method EASE, BISM show better performance in most cases, which

further confirms the effectiveness of BDR; and (3) neural methods show their effectiveness on

the MovieLens and Pinterest datasets, which have comparably more data samples, indicating that

neural methods generally require more data to be well trained;

6.2 RQ2: Top-𝑁 recommendation with different 𝑁
To better illustrate the gains achieved by BISM over competing approaches, we show the HR and

ARHR scores of all algorithms for different values of 𝑁 (i.e., 5, 10, 15, 20) on the Amazon, BookX,

MovieLens and Yahoo datasets. For ease of illustration, we separate the comparison of BISM with

linear and with neural methods. Figures 3 and 4 show the comparison of results. Overall, BISM

consistently outperforms other methods w.r.t. all metrics and on all datasets.

Figure 3 compares BISM with linear methods. We discuss the results per dataset: (1) As shown

in Figure 3(a) (top-left), on the Amazon dataset, BISM performs the best, followed by LISM and

EASE. Besides, FISM, item𝑘NN and WRMF show similar performance. While FISM is inferior than

item𝑘NN and WRMF when 𝑁 = 5, it outperforms item𝑘NN and WRMF when 𝑁 is larger. As

for ARHR@𝑁 in Figure 3(b) (top-left), item𝑘NN and WRMF outperform FISM constantly. The

superiority of BDR is well demonstrated since both BISM and LISM improve over other compared

methods, regardless of the length of recommendation lists. (2) On the BookX dataset, as shown in

Figure 3(a) (top-right), while both BISM and LISM outperform other methods, BISM is outperformed

by LISM when 𝑁 = 15 and 20. Besides, SLIM and LorSLIM show their effectiveness. Except for

𝑁 = 20, they outperform other methods except BISM and LISM. This trend can also be observed for

ARHR@𝑁 in Figure 3(b) (top-right). (3) On theMovieLens dataset (Figure 3(a) and 3(b) (bottom-left)),

while the best results are also generated by BISM, LISM and EASE, comparable results are achieved

by WRMF, BPR, SLIM, LorSLIM and PureSVD. Besides BISM, LISM and EASE, WRMF and BPR

achieves the best result on HR@𝑁 and ARHR@𝑁 , respectively. (4) On the Yahoo dataset, results of

BISM, LISM and EASE are similar, followed by SLIM, which outperforms other baselines.

Figure 4 compares BISM with neural methods. The superiority of BISM and LISM are better

illustrated, especially w.r.t. ARHR@𝑁 . We also discuss the results per dataset: (1) On the Amazon

dataset, besides BISM and LISM, DeepICF performs the best w.r.t. HR@𝑁 (the top-left of Figure 4(a))

and NAISprod performs the best w.r.t. ARHR@𝑁 (the top-left of Figure 4(b)). (2) On the BookX

dataset, while mVAE is significantly outperformed by BISM and LISM, it outperforms other neural

methods (the top-left of Figure 4(a) and 4(b)). (3) On the MovieLens dataset, DeepICF and mVAE

show comparable performance and outperform other methods, though still being outperformed

by BISM and LISM. (4) On the Yahoo dataset, mVAE is a promising method. When 𝑁 = 20, mVAE

can achieve comparable results to BISM and LISM. While BISM performs better than LISM w.r.t.

HR@5 and HR@10, it has been outperformed by LISM w.r.t. other metrics.

To summarize, despite the differences shown when performing top-𝑁 recommendation with

different values of 𝑁 , methods with BDR (BISM and LISM) always generate better results regardless

of metrics and the length of the list of recommended items.

6.3 RQ3: Impact from the latent item groups
We further analyze the impact of BDR on the retrieval performance to answer RQ4. We first

conduct a qualitative evaluation. We visualize the learned item similarity matrix by different
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Fig. 3. Comparison with linear methods for different values of 𝑁 .

models. However, in real applications, the block-diagonal structure is not easily visible. Therefore,

we consider the qualitative evaluation on a smaller dataset, i.e., ML-100k
10
.

To see the structure difference of item similarity matrix by different ISMs, we visualize the matrix

in Figure 5, using ML-100k dataset. As shown by Figure 5(a), SLIM cannot capture latent item

groups as the structure of item similarity matrix is not block-diagonal. The matrix learned by

LorSLIM captures the main component in the top left of Figure 5(b), which can be regarded as a

single block. Besides the block discovered by LorSLIM, LISM further captures a block in the bottom

right of Figure 5(c), within which the transitive relations have also been recovered.

10
https://grouplens.org/datasets/movielens/100k/
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Fig. 4. Comparison with neural methods for different values of 𝑁 .

To further see the impact of BDR on the top-𝑁 recommendation performance, we also evaluate

BISM and LISM with different values of 𝑐 . EASE is taken as the baseline for compare, which does

not consider item grouping. The results are plotted as line-point figures in Figure 6, where we use

the same parameter settings as Table 3 and 4 but vary 𝑐 from 1 to 20 with step 1. Clearly, learning

different numbers of item groups has an impact on the performance of top-𝑁 recommendation.

We find the following. (1) On the Amazon dataset, as shown in Figure 6(a), LISM outperforms

EASE significantly and BISM further improves over LISM. While LISM shows better performance

when 𝑐 is small, BISM performs better when 𝑐 is large. This is due to the learning of global

similarities, which overcomes the negative effect of BDR. The effectiveness of item grouping is well

demonstrated on the Amazon dataset, which has the largest candidate items. (2) On the BookX
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(a) SLIM (b) lorSLIM (c) LISM with 𝑐 = 2

Fig. 5. Item Similarity Matrix on ML-100k.
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Fig. 6. Top-𝑁 recommendation performance when learning different numbers of item groups.

dataset, as shown in Figure 6(b), while both LISM and BISM outperform EASE significantly, LISM

and BISM show similar performance, except that BISM reaches the top when 𝑐 = 6. The negative

effect of BDR is not shown on the BookX dataset, indicating that the intrinsic number of item

groups may be large. (3) On the MovieLens dataset, as shown in Figure 6(c), the value of 𝑐 shows

greater impact on the performance. Both LISM and BISM are unstable, especially when 𝑐 is small.

BISM gradually stabilizes with the growth of 𝑐 , whereas LISM keeps fluctuating. BDR has a higher

impact on LISM and BISM in the MovieLens dataset. This may be that the MovieLens dataset has

the least number of items, resulting in the sensitivity to item grouping. (4) On the Yahoo dataset, as

shown in Figure 6(d), LISM fail to outperform EASE due to the negative effect of BDR. By learning

global similarities, the negative effect can be overcome, where BISM outperforms EASE.

To conclude, on different datasets, the number of item groups has various impact. The perfor-

mance of BISM and LISM vary with different number of latent item groups. BISM generally shows
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Fig. 7. Impact of block-aware similarity regularizations. The color intensity corresponds to HR@10.

better and more stable performance than LISM by also learning global similarities. Compared with

BISM, which is less sensitive to 𝑐 , we need to carefully tune 𝑐 to reach the peak performance of LISM.

Compared with 𝑐 = 1, 𝑐 > 1 generally leads to better performance, which means that capturing

multiple latent item groups helps to improve performance.

6.4 RQ4: The effect of regularization
Finally, we evaluate the impact of regularization parameters on the performance of BISM. Recall

that the learning process for BISM is controlled by several regularization terms. To avoid the impact

from the number of item groups in this experiments, we fix 𝑐 = 5 for all datasets and perform

a grid-search of the parameters 𝛼, 𝛽 and _ that control the ℓ1, ℓ𝐹 -norm regularizations and BDR,

respectively. We visualize the results with heat maps in Figure 7, where 𝛼 is shown on the 𝑥-axis

and 𝛽 on the 𝑦-axis, and different settings of _ are shown with different facets.

Specifically, for the Amazon dataset (the first row of Figure 7), as we have mentioned, when

𝛽 = 100, the performance of BISM is insensitive to 𝛼 and _. However, when 𝛽 is relatively small,
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larger value of 𝛼 generally leads to better performance. BDR can show its effectiveness on the

Amazon dataset as long as we set larger value for 𝛽 . A similar result is shown on the BookX dataset

(the second row of Figure 7), which also prefers larger value of 𝛽 but BISM is less sensitive to _, the

best value of 𝛼 is around 1. Similar heat map distributions are shown for the MovieLens dataset

(the third row of Figure 7). Different from the Amazon and BookX datasets, on the MovieLens

dataset the performance of BISM varies slightly when we change the value of _: a large value _

with a small value of 𝛼 or a small value of _ with a large value of 𝛼 generally works better. This is

understandable because both 𝛼 and _ control the regularization of sparsity. The last row of Figure 7

of the Yahoo dataset shows a small difference compared with the Amazon, BookX and MovieLens

datasets. BISM shows better performance when 𝛽 = 10 instead of 𝛽 = 100.

In short, the parameter spaces of all the datasets have shown similar patterns: larger values of

𝛽 generally lead to better performance and when 𝛽 is large enough, BISM is insensitive to 𝛼 and

_. The insensitivity of _ can easily be understood. BDR is dynamically optimized along with the

learning of item similarities. This means that no matter what prior value is set for _, BDR can adapt

to the right scale for regularization.

7 RELATEDWORK
To better appreciate our research findings, we position them w.r.t. the literature.

7.1 Item collaborative filtering
ICF methods are widely studied for the top-𝑁 recommendation. ISMs learn item similarities from

data to demonstrate strong performance. Ning and Karypis [42] have proposed SLIM, by learning

a sparse item similarity matrix. Low-rankness has been introduced to SLIM in order to recover

transitive relations. To achieve low-rankness while ensuring sparsity, Cheng et al. [10] proposed

LorSLIM, which introduces a rank regularization term to SLIM. Kang and Cheng [31] improves

LorSLIM with a better rank approximation.

However, LorSLIM is challenging to be optimized due to the rank constraint. In comparison, by

factorizing item similarity matrix into low-rank matrices, the low-rankness is naturally captured [30,

33]. Kabbur et al. [30] have proposed FISM to factorize the item similarity matrix into two low-

dimensionalmatrices. Due to the successful application of deep learning in information retrieval [51],

recent works propose to extend FISM by neural networks. He et al. [25] proposed NAIS to aggregate

item similarities by the attention mechanism. Xue et al. [57] studied DeepICF to model non-linear

and higher-order relations among items.

A recent trend is to extend linear ICF to non-linear by using auto-encoders. The auto-encoders

are item-side: they encode from and decode to user rating vectors of all items, which can be regarded

as a generalization of ICF. Wu et al. [53] learn to recover the rating matrix through denoising

auto-encoders. Liang et al. [37] introduce variational auto-encoders for top-𝑁 recommendations.

However, the recommendations generated by these models have weak interpretability. Similar to

FISMs, they also failed to achieve sparsity.

Other ICF methods consider different aspects to improve top-𝑁 recommendations. Ning and

Karypis [43] and Chen et al. [6, 8] utilize side information to overcome rating sparsity. Kang et al.

[32] and Hu et al. [28] address rating sparsity for top-𝑁 recommendation by leveraging graphs [9].

Wang et al. [52] and Zhao and Guo [61] investigate ranking loss functions.

7.2 Local models
Clustering has been well studied for CF models [4, 7, 22, 35, 44, 56, 58, 60]. These methods cluster

users or items based on user ratings into subgroups and estimate a local model for each cluster.

Results from all subgroups are aggregated to generate recommendations. Christakopoulou and
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Karypis [12] propose local latent factor models, where the assignments of the users to subsets are

constantly updated. Wang et al. [50] propose a probabilistic model to cluster items as topics. Wu

et al. [54] propose a mixture model to infer memberships of users or items to subgroups. Lee et al.

[36] describe an iterative way for estimation where first the latent factors representing the anchor

points are estimated and then based on the similarities of observed entries to the anchor points,

the latent factors are re-estimated.

A few number of research specifically investigate clustering for ICF methods. Christakopoulou

and Karypis [11] explore user subsets to learn user-specific local ISMs, which is combined with

a global ISM. Al-Ghossein et al. [2] study online recommendation, where a user’s membership

is adaptively updated during incremental learning. However, these models only investigate user

subsets rather than item groups. Clustering and the estimation of local models in these methods

are also treated as separate tasks.

Unlike these methods, we propose to cluster items for ICF. We introduce BDR to encourage a

block-diagonal structure to ICF methods, which embeds the clustering into the learning.

7.3 Subspace clustering
Learning block-diagonal representations has originally been studied for subspace clustering [20,

38, 55]. While these methods can be utilized to generate a block-diagonal item similarity matrix,

they fail to provide desirable item similarities for the top-𝑁 recommendation task. This is because

the ultimate goal of these methods is for subspace clustering. These methods rely on the self-
expressiveness property [20, 38, 55], which states that each data point in a union of subspaces

can be well represented by a linear combination of other points in the dataset, i.e., 𝑅 = 𝑅𝑆 . In

comparison, ISMs address top-𝑁 recommendation. Rather than perfectly expressing 𝑅 by 𝑅𝑆 under

the self-expressiveness constraint, ISMs minimize ∥𝑅 − �̃�∥2
𝐹
and generate the prediction �̃� by 𝑅𝑆 .

In this paper, we apply BDR to ISMs and propose the BISM. Besides learning block-diagonal

representations, BISM improves over these methods for top-𝑁 recommendations in the following

manner: (1) BISM makes up a combination of local and global similarity matrices to overcome

the adversarial effect on top-𝑁 recommendation caused by BDR (discussed in Section 3.2); (2) the

optimization by these subspace clusteringmethods requires intermediate terms, which can introduce

bias for the learned item similarity matrix; in comparison, BISM directly penalizes the item similarity

matrix by BDR;

8 CONCLUSION
In this paper, we have proposed a block-diagonal regularization (BDR) to capture the block-diagonal

structure in item similarities for item-based collaborative filtering (ICF) methods, so as to improve

the top-𝑁 recommendation performance. We have applied BDR to item similarity models (ISMs)

and formulate the proposed block-aware item similarity model (BISM), with a theoretical guarantee

of block-diagonality, Besides, our method theoretically ensures that the learned item similarities are

sparse and capture transitive relations within blocks. Experimental evaluations on a large number

of datasets show the effectiveness of BDR for ICF methods.

Despite its effectiveness, one limitation of BDR is that it can only be applied to item similarity

model currently. Since item similarity models is not scalable when there is a large number of items,

in future work, we will extend BDR to factored item similarity model, which is more scalable.

CODE AND DATA
To facilitate the reproducibility of the reported results, this work only made use of publicly available

data and our experimental implementation is publicly available at https://github.com/yifanclifford/

BISM.
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