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1
Introduction

Machine learning is widely applied in research fields such as information retrieval (IR),
natural language processing, and computer vision. Constructing high-quality datasets
plays a crucial role in developing machine learning models. At the same time, it has
become one of the biggest bottlenecks, not only for the research community, but also
for industry or governmental organizations [130]. Why has dataset construction al-
ways been a critical issue? One obvious reason is that new tasks and new applications
of machine learning emerge. The research field is moving fast, the number of pub-
lications in 2018 has increased about 30 times since 2009 [47]. Meanwhile, machine
learning models, especially deep learning models, are becoming bigger and more com-
plex, usually requiring large amounts of labeled data to be trained. The dependence of
machine learning models on large labeled training data has led to various techniques
for dealing with a lack of labeled training data, such as active learning, weak or dis-
tant supervised learning, semi-supervised learning, self-supervised learning, transfer
learning, and multi-task learning [130].

It is instructive to look at the history of IR techniques through the lens of dataset
construction. IR as a discipline dates back to the 1940s during the first burgeoning
of publications [170]. The Cranfield collection was a pioneering dataset in allowing
precise quantitative measures of indexing and retrieval effectiveness. It grew out of the
Cranfield project [32–34, 79], which marks a transition from IR as a traditional theoret-
ical field of study to rigorous empirical experiments in IR. Two crucial questions for the
Cranfield project were, first, how to generate the retrieval requests (information needs),
and second, how to determine whether a request has been addressed successfully by
the output of a search, or how to evaluate retrieval effectiveness. The project collec-
ted 18,000 papers on aeronautical science as the document collection, from which a
set of papers were selected and the corresponding authors were asked to write down
the original research questions. These research questions, 225 in total, served as the
retrieval requests. In order to save on assessment costs, 1,400 papers were selected for
exhaustive relevance assessment. Then, search was conducted using different indexing
schemes. The effectiveness of the search results was evaluated by precision and recall.

The Cranfield paradigm of controlled laboratory experiments set the foundations
of modern evaluation methodology of IR. Since then, test collections for evaluation in
IR typically contain three parts: (1) a document collection, against which the search is
conducted; (2) a set of information needs, expressed as topics or queries, defining the
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1. Introduction

search goal; and (3) a set of relevance assessments, typically binary labels of relevance
for query-document pairs. Relevance is assessed relative to an information need, not a
query.

Later projects, like SMART [138], followed the evaluation framework of Cran-
field. One important contribution of SMART was that it digitized the Cranfield and
other datasets and demonstrated the possibilities of fully automated evaluation [138].
Most follow-up work has demonstrated a similar conclusion as the Cranfield experi-
ments namely that simple term indexing and a simple statistical model work well. All
early work uses scientific papers as the collection, and the sizes of the collections are
rather small, around 1,000 to 2,000 abstracts. Constructing such a test collection can
be as expensive as $US 800,000 in today’s values, mostly spent on document digitiza-
tion [170].

Since 1992, the text retrieval conference (TREC) has organized many tracks over
a range of different test collections, aiming to provide a large-scale, collaborative, and
comparative experimental platform. The most representative ones are the first 8 ad-
hoc tracks. The test collections used in those tracks contain 1.89 million newswire
documents and relevance assessments for 450 topics [162]. The large-scale relevance
assessments were carried out by retired intelligence agents.

The important contribution of TREC does not only concern the number and size of
the collections used, but also the experimental methodology that was developed. For
example, pooling was introduced as a mean to effectively assess relevance. Due to
the large scale of document collections, it was infeasible to do exhaustive relevance
assessments. Rather, relevance was assessed over a subset of the collection that is
formed from the top k documents returned by a number of different retrieval systems
that participated in a retrieval experiment. Pooling was shown to achieve reasonable
coverage of the relevance set and allowed the collection to be re-used [184]. The pool-
ing method has since become the de facto method for constructing IR test collections.
Later, the further increase of the size of test collections and the further development of
retrieval techniques revealed some drawbacks of pooling. For example, the underes-
timation of recall and the pooling bias generated when re-using pooled collections to
evaluate novel systems that retrieve relevant but unassessed documents are well-known
problems [23, 107, 169, 185]. The literature suggests a number of approaches to cope
with missing assessments by defining IR measures that are robust to missing assess-
ments [25] or introducing document selection approaches that carefully choose which
documents to be assessed. An overview can be found in [80, 139].

The growth of TREC also witnessed the transition from stand-alone search sys-
tems to web search services. Since the appearance of the first website of CERN in
1991, the volume of content on the web has been increasing with a high rate, making
the ad-hoc collections quickly fall out of date. Several web tracks have been proposed
in order to address issues that web search was facing such as the large-scale and hetero-
geneous content indexing, document link analysis, search log analysis, user behavior
modelling, and spam detection. Representative collections include, but are not limited
to the GOV2 collection, which contains 25 million web pages, the ClueWeb09 and
ClueWeb12 collection, which contains 1 billion web pages in ten languages.

Search has now become ubiquitous. It is present in many environments, such as
desktop, enterprise, and in many domains, such as medical, legal, product, expert, so-
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cial media. Each of these environments or domains requires its own test collection.
Relevance assessment previously conducted by experts became rather expensive and
slow to obtain. Crowdsourcing arose as a popular cost-effective solution for the con-
struction of test collections around 2010 [22]. Platforms like Amazon Mechanical Turk
provide a service of distributing tasks (called HITs) to human workers, who are com-
pensated for finishing the tasks. Crowdsourcing was investigated by the IR community,
in the TREC crowdsourcing track [24, 146] and the TREC core track [1]. It made relev-
ance assessment easy and fast to obtain, but at the same time it caused new issues such
as disagreement between crowd workers and the appearance of spam workers. The
concept of relevance is often treated as an objective attribute of a document with re-
gard to an information need, which is evidenced by the popularity of user-independent
test collections in IR community. However, a crowd worker has his or her own un-
derstanding of the information need and document content, and different workers may
report idiosyncratic and variable subjective assessments of relevance [2]. It is unlikely
to achieve perfect agreement between different crowd workers on the same query-
document pair. The literature on crowd relevance assessments in IR copes with many
important issues like the relationship between the quality of crowd relevance assess-
ments and the evaluation in IR [3, 4, 114], human factors affecting the quality of crowd
relevance assessments [88], the rationale and strategy of crowd workers [62, 118], and
aggregating noisy crowd relevance assessments for high-quality test collection [22].

With the emergence of new tasks in IR, the need to construct new test collections is
a continuous demand. For example, the number of topics was set to 50 in the original
ad-hoc test collections of TREC, but increased to thousands in the TREC million-
query test collection in web search scenario. Besides, topics have been evolving form
traditional single-turn ad hoc search to multi-turn conversational search [44]. Further,
the domain of new collections has expanded to include to medicine, law, social media
and genomics. One of the advantages of having a standard test collection is that there is
a fixed setting in which we can vary retrieval systems and system parameters to carry
out comparative experiments. Such formal testing is less expensive compared with
manual evaluation and allows for a clearer diagnosis of the effect of changing system
parameters than conducting user studies on retrieval effectiveness. Furthermore, we
can optimize the effectiveness of retrieval system by machine learning methods rather
than manually tuning parameters, if we have a formal measure that we have confidence
in. Automatic techniques for optimizing model parameters have attracted the attention
of the research community in recent years [58, 64–66, 111, 136, 143].

The goal of the work in the thesis is to provide a fundamental way of construct-
ing and utilizing test collections in information retrieval in an effective, efficient and
reliable manner. To that end, we focus on four aspects around test collections for in-
formation retrieval:
1. Document selection with the objective of identifying relevant documents; this ad-

dresses an important issue of the pooling method.
2. Stopping document selection when both the gain of identifying relevant documents

and the cost of assessing documents are considered as the optimization goals; this
is an important but understudied problem in the construction of test collections.

3. Denoising relevance assessments by aggregating from multiple crowd annotation
sources to obtain high-quality relevance assessments; this helps to boost the quality
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1. Introduction

of relevance assessments acquired in a crowdsourcing manner.
4. Optimizing the configuration of retrieval systems on the basis of existing test col-

lections and effectiveness measures.
In the next section we outline the research in this thesis and the questions that are
answered within it.

1.1 Research Outline and Questions
This thesis contains two research themes: constructing test collections for evaluating
retrieval systems (Chapter 2, 3 and 4) and optimizing the configuration of retrieval
systems on the basis of test collections (Chapter 5). Below, we elaborate the main
research question of every chapter.

1.1.1 Evaluation
Evaluation is crucial in IR. The development of models, tools and methods has signific-
antly benefited from the availability of reusable test collections formed through a stand-
ardized and thoroughly tested methodology, known as the Cranfield paradigm [31], as
we pointed out earlier. When the document collection is large, identifying all relevant
documents is difficult due to the immense human labor required. In order to avoid
assessing the entire document collection, depth-k pooling [151] is often used. Pool-
ing aims at being fair to all runs and aims for a diverse set of submitted runs that can
provide a good coverage of all relevant documents. Nevertheless, the underestimation
of recall and the pooling bias generated when re-using pooled collections to evaluate
novel systems that retrieve relevant but unassessed documents are well-known prob-
lems [23, 107, 169, 185]. One direction towards solving these issues is by introducing
a document selection methodology that carefully chooses which documents to be as-
sessed. Methods proposed under this approach belong to two categories: (1) sampling-
based methods [10, 126, 142, 172, 174], and (2) active selection methods [11, 43,
106, 109]. We hope to reduce the variance of the sampling approaches and avoid the
bias of the active selection methods towards good systems. Therefore the first research
question is:

RQ1 How can we effectively select documents in order to construct a test collection
that allows for unbiased and low-variance effectiveness measures?

To answer RQ1, we devise an active sampling method. We follow a sampling-based
approach for efficient large-scale evaluation. Different from past sampling-based ap-
proaches, we account for the fact that some systems are of higher quality than others,
and we design our sampling distribution to over-sample documents from these systems.
At the same time, given that our approach is a sampling-based approach, the estimated
evaluation measures are, by construction, unbiased on average, and assessments can be
used to evaluate new, novel systems without introducing any systematic error.

One of the goals of the Cranfield paradigm test collection is to have relevance assess-
ments that are complete. Moreover, this demand is an important desideration in IR ap-
plications like electronic discovery, systematic review, investigation, and research [41,
42, 60, 81, 83, 85, 94, 135], which are known to be high recall or total recall tasks.
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1.1. Research Outline and Questions

To identify as many relevant documents as possible, active-learning approaches have
been employed and shown their effectiveness [35, 36, 38, 39]. Note that dealing with a
high recall task is not the same as constructing test collections. The main goal of con-
structing a test collection is to accurately evaluate the ranking performance of retrieval
systems. A complete relevance assessment of all documents in the collection is one
way to achieve the goal, but sampling based methods also allow accurate evaluation
by sampling a subset of the documents and estimating unbiased effectiveness meas-
ures based on the sample. In this part of the thesis we work towards the first direction
and purely focus on achieving high recall rather than accurate evaluation. Obviously,
there is a trade-off between recall and assessment cost in all these active-learning ap-
proaches. A natural question is “when to stop selecting documents for assessment.”
This is an under-studied issue and only a few publications have tackled the problem.
Some work [35, 50, 110] proposes heuristic rules to determine an ad-hoc stopping
point, which is lacking transparency because there is no indication on how many rel-
evant documents are still not found. Other work [37, 165] requires extra assessment
cost to sample documents to estimate the total number of relevant document in the
collection. None of the methods can achieve high recall with low assessment cost and
provide transparency at the same time. Therefore, the second research question is:

RQ2 How can we select documents for assessing relevance and stopping the selection,
both in an effective manner to maximize recall and minimize assessment cost and in a
transparent manner so that we know the number of residual relevant documents?

To answer RQ2, we handle the problem of deciding the stopping point under the con-
tinuous active learning framework by jointly training a ranking model to rank docu-
ments, and estimating the total number of relevant documents in the collection using a
“greedy” sampling method. We prove the unbiasedness of the proposed estimators un-
der a with-replacement sampling design. Our experimental results demonstrate that the
proposed approach, similar to the continuous active learning approach [35], effectively
retrieves relevant documents but it also provides a transparent, accurate, and effective
stopping point.

The next stage of constructing a test collection is assessing relevance. Crowdsourcing
has arisen as a natural cost-effective solution. Despite its cost-effectiveness, crowd-
sourcing introduces a major challenge – controlling the quality of the relevance labels
through careful aggregation of crowd labels [92]. Majority voting has been the most
prominent aggregation method, with early experiments showing that labels derived by
a majority vote of multiple untrained crowd annotators can reach a quality comparable
to that of a trained expert assessor [4]. At the same time, recent work has shown that
the quality of annotations is affected by a number of factors that are not considered by
majority voting, two of the most important being the inherent difficulty of the crowd-
sourcing task and the annotator’s competence to complete the task [53]. The third
research question is:

RQ3 How can we effectively aggregate crowdsourcing labels in order to acquire high-
quality labels in test collections?

Most current work that aims to infer the true relevance of a query-document pair from
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1. Introduction

such noisy annotations, however, assumes that the tasks are independent from each
other, and that the annotators are independent from each other as well. To answer
RQ3, we relax this assumption and instead assume a Gaussian process prior on the lat-
ent true labels to model the correlation between tasks. The proposed multi-annotator
Gaussian process model is able to model the latent true labels, the task bias and vari-
ance (difficulty), and the annotator bias and variance (competence).

1.1.2 Optimization
The effectiveness of IR systems heavily depends on a large number of configurations
that need to be tuned [28, 57]. Configurations range from the choice of different sys-
tem components, e.g., stopword lists, stemming methods, retrieval models, to model
parameters. Zhai et al. [177] demonstrated this sensitivity for the smoothing paramet-
ers in language models, and Trotman et al. [159] for parameters in the BM25 model.
Automatic techniques for optimizing model configurations have attracted the attention
of the research community in recent years [58, 64–66, 111, 136, 143]. However, con-
figurations are usually optimized in isolation, while their mutual dependencies are, to
a great extend, unexplored [7, 90]. The fourth research question is:

RQ4 How can we optimize the configuration of retrieval systems with regard to ef-
fectiveness measures on the basis of existing test collections?

To answer RQ4, we use Bayesian optimization (BO) to automatically optimize re-
trieval system configurations. Information retrieval effectiveness, however, as a func-
tion of the configuration space exhibits high irregularity. Furthermore, the values of
some configurations can be continuous, or categorical [52], with the latter contributing
most of the irregularity of the objective function. To tackle this we model the effect
of a δ-step in the configuration space to the effectiveness of the retrieval system, by
suggesting to use different similarity functions (covariance functions) for continuous
and categorical values, and examine their ability to effectively and efficiently guide the
search in the configuration space.

1.2 Main Contributions
In this section, we list theoretical, algorithmic and empirical contributions of the thesis.
For each contribution, we list the chapter from which it originates.

1.2.1 Theoretical Contributions
1. An active sampling method for selecting documents for the construction of a test

collection and the evaluation of retrieval systems. We name it the active sampling
(AS) method (Chapter 2).

2. A continuous active learning and sampling framework for selecting documents and
determining the stopping point of document selection for constructing test collec-
tions that balance the cost of assessing document relevance and the gain of identify-
ing relevant documents. We name it the automatic stopping (AUTOSTOP) frame-
work. A proof of the unbiasedness of the proposed estimators of the total number
of documents under our sampling design (Chapter 3).
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3. A probabilistic model based on Gaussian processes to aggregate crowd relevance
assessments for test collection construction. We name it the multi-annotator Gaus-
sian process (MAGP) model. A variational expectation maximization algorithm is
applied to learn the model parameters (Chapter 4).

4. A Bayesian-optimization-based model for optimizing the configuration of retrieval
systems. We name it the Bayesian optimization for information retrieval (BO4IR)
method (Chapter 5).

1.2.2 Empirical Contributions
5. (1) An empirical verification of the effectiveness of our AS method compared with

sampling-based and active-selection methods regarding bias and variance in the cal-
culated effectiveness measures. (2) An empirical comparison and analysis of our
estimators with sampling-based and active-selection methods regarding approxim-
ating the actual evaluation measures. (3) An empirical comparison and analysis of
our AS method with sampling-based and active-selection methods regarding the re-
usability of the constructed test collection. (4) An implementation of baseline meth-
ods including the move-to-front method [43], the multi-armed bandit method [109],
and the stratified sampling method [126] (Chapter 2).

6. (1) An empirical verification of the effectiveness of our AUTOSTOP framework
on various datasets regarding maximizing recall and minimizing assessment cost
with knowing the number of residual relevant documents. (2) An empirically veri-
fication of the unbiasedness of the proposed estimators of total number of docu-
ments. (3) An empirical analysis of the estimation module and the stopping mod-
ule of our framework. (4) An implementation of baseline methods including the
knee method [37], the target method [37], the scalable continuous active learning
method [39], and the score distribution method [71] (Chapter 3).

7. (1) An empirical verification of the effectiveness of our MAGP model regarding
inferring true relevance labels of query-document pairs, on both synthetic data and
real data, compared with extensive baselines. (2) An empirical analysis of the im-
pact of the annotation quality of crowdsourcing datasets on the performance of our
MAGP model and an empirical analysis of the impact of the query-document rep-
resentation module of our MAGP model on its performance. (Chapter 4).

8. (1) An empirical demonstration of the effectiveness of our BO4IR method in build-
ing IR systems and our analysis of the reason behind its effectiveness via observing
optimization behavior in the search space. (2) An empirical analysis of the compon-
ents of our BO4IR method including initialization, covariance function, acquisition
function and selection strategy (Chapter 5).

1.2.3 Dataset and Software Contributions
As part of the research we carried out for the thesis, we contributed three new test
collections and new code of our proposed models to the community.
9. A dataset in the 2017 CLEF Technology-Assisted Reviews in Empirical Medicine

track, which consists of topics from 50 Diagnostic Test Accuracy systematic re-
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views, a subset of PubMed document collection, together with the corresponding
relevance labels are released (Chapter 3).

10. A dataset in the 2018 CLEF Technology-Assisted Reviews in Empirical Medicine
track, which consists of topics from 30 new systematic reviews of Diagnostic Test
Accuracy, a subset of PubMed document collection, together with the correspond-
ing relevance labels are released (Chapter 3).

11. A dataset in the 2019 CLEF Technology-Assisted Reviews in Empirical Medicine
track, which consists of topics from 8 new reviews of diagnostic test accuracy, 20
new reviews of intervention, 1 new review of prognosis, and 2 new systematic re-
views of quality, a subset of PubMed document collection, together with the corres-
ponding relevance labels are released (Chapter 3).

12. The code of the AS method is released under an open source license (Chapter 2).

13. The code of the baseline methods, (the knee method [37], the target method [37], the
scalable continuous active learning method [39], the score distribution method [71]),
and our AUTOSTOP method is released under an open source license (Chapter 3).

14. The code of our MAGP model is released under an open source license (Chapter 4).

15. The code of our BO4IR method is released under an open source license (Chapter
5).

1.3 Thesis Overview
This thesis is organized into two parts: (1) constructing test collections for evaluating
retrieval systems, and (2) optimizing the configuration of retrieval systems on the basis
of the test collection.

Figure 1.1 provides the high-level overview of the thesis. It illustrates a high level
structure of several classical modules related to IR collections. Topics, document col-
lections and relevance labels are three key concepts in the Cranfield test collection.
These concepts are related to important tasks such as constructing topics, selecting
documents, labelling document relevance, evaluating retrieval systems, building re-
trieval systems, etc. In this thesis, we tackle the following tasks: document selection,
relevance labelling and optimizing retrieval systems.

The first part of the thesis consists of three chapters. In Chapter 2, we address the
issue of selecting documents in order to construct test collections that reduce assess-
ment cost and allow unbiased and low-variance measures. In Chapter 3, we address the
issue of stopping the selection of documents in order to construct test collections that
balance the cost of assessing document relevance and the gain of identifying relevant
documents. In Chapter 4, we address the issue of aggregating crowdsourcing labels in
order to acquire high-quality labels in test collections.

The second part of the thesis consists of one chapter. In Chapter 5, we address the
issue of optimizing the configuration of retrieval systems on the basis of existing test
collections.

Finally, in Chapter 6, we conclude the thesis and discuss limitations and future
directions.
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Cranfield test collection

Topics Document 
collection

Relevance  
labels

Selecting documents

(gain-oriented)
Active sampling for evaluation

Chapter 2 

(gain&cost-oriented)
Sampling documents and automatic 

thresholding for high recall
Chapter 3

Label aggregation for IR 
Chapter 4

Crowdsourcing labelling Optimizing retrieval system via BO
Chapter 5

Constructing topics 

Building retrieval 
system

Learning L2R/neural retrieval model

Expert labelling

Pooling

Evaluating retrieval 
system

Figure 1.1: A high level structure of several classic modules related to IR test collections. In
this thesis, we tackle the four tasks marked by bold fonts.

1.4 Origins
In this section, we list the publications which each chapter is based on and explain the
role of each author.

• Chapter 2 is based on the following paper:
– Dan Li and Evangelos Kanoulas. 2017. Active sampling for large-scale informa-

tion retrieval evaluation. In Proceedings of the 2017 ACM on Conference on In-
formation and Knowledge Management (CIKM ’17). Association for Computing
Machinery, Singapore, Singapore, 49–58.

DL designed the model, EK helped with the design of the model; DL ran the experi-
ments and did most of the writing; EK helped with the writing.

• Chapter 3 is based on the following papers:
– Dan Li and Evangelos Kanoulas. 2020. When to stop reviewing in technology-

assisted reviews. The ACM Transactions on Information Systems. Accepted, to
appear.

DL designed the model, ran the experiments and did most of the writing; EK helped
with the writing.

– Evangelos Kanoulas, Dan Li, Leif Azzopardi and René Spijker. 2017. CLEF
2017 technologically assisted reviews in empirical medicine overview. In Working
Notes of CLEF 2017 - Conference and Labs of the Evaluation Forum, Dublin,
Ireland, September 11-14, 2017 (CEUR Workshop Proceedings). Volume 1866.
CEUR-WS.org.

EK, RS and LA proposed the tracks, DL constructed the test construction, EK, RS,
LA and DL contributed to the writing.

– Evangelos Kanoulas, Dan Li, Leif Azzopardi and René Spijker. 2018. CLEF
2018 technologically assisted reviews in empirical medicine overview. In Working
Notes of CLEF 2018 - Conference and Labs of the Evaluation Forum, Avignon,
France, September 10-14, 2018 (CEUR Workshop Proceedings). Volume 2125.
CEUR-WS.org.

EK, RS and LA proposed the tracks, DL constructed the test construction, EK, RS,
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LA and DL contributed to the writing.

– Evangelos Kanoulas, Dan Li, Leif Azzopardi and René Spijker. 2019. CLEF 2019
technology assisted reviews in empirical medicine overview. In Working Notes of
CLEF 2019 - Conference and Labs of the Evaluation Forum, Lugano, Switzerland,
September 9-12, 2019 (CEUR Workshop Proceedings). Volume 2380. CEUR-
WS.org.

EK, RS and LA proposed the tracks, DL constructed the test construction, EK, RS,
LA and DL contributed to the writing.

• Chapter 4 is based on the following papers:
– Dan Li and Evangelos Kanoulas. 2020. A multi-annotator gaussian process model

for relevance inference from noisy annotations. The Web Conference 2021. Under
submission.

DL designed the model, ran the experiments and did most of the writing; EK con-
tributed to the writing.

• Chapter 5 is based on the following paper:
– Dan Li and Evangelos Kanoulas. 2018. Bayesian optimization for optimizing

retrieval systems. In Proceedings of the Eleventh ACM International Conference
on Web Search and Data Mining (WSDM ’18). Association for Computing Ma-
chinery, Marina Del Rey, CA, USA, 360–368.

DL and EK designed the model, DL ran the experiments and did most of the writing;
EK helped with the writing.

The thesis also indirectly builds on the following papers.
Full/short/journal papers:
• Dan Li, Panagiotis Zafeiriadis and Evangelos Kanoulas. 2020. APS: an active

PubMed search system for technology assisted review. In The 43st International
ACM SIGIR Conference on Research & Development in Information Retrieval, SIGIR
2020, Xi’an, China, July 25-30, 2020. ACM.

• Jie Zou, Dan Li and Evangelos Kanoulas. 2018. Technology assisted reviews: find-
ing the last few relevant documents by asking yes/no questions to reviewers. In The
41st International ACM SIGIR Conference on Research & Development in Inform-
ation Retrieval, SIGIR 2018, Ann Arbor, MI, USA, July 08-12, 2018. ACM, 949–
952.

• Oana Inel, Giannis Haralabopoulos, Dan Li, Christophe Van Gysel, Zoltán Szlávik,
Elena Simperl, Evangelos Kanoulas and Lora Aroyo. 2018. Studying topical rel-
evance with evidence-based crowdsourcing. In Proceedings of the 27th ACM In-
ternational Conference on Information and Knowledge Management, CIKM 2018,
Torino, Italy, October 22-26, 2018. ACM, 1253–1262.

• Nikos Voskarides, Dan Li, Pengjie Ren, Evangelos Kanoulas and Maarten de Rijke.
2020. Query resolution for conversational search with limited supervision. In The
43st International ACM SIGIR Conference on Research and Development in Inform-
ation Retrieval, SIGIR 2020, Xi’an, China, July 25-30, 2020. ACM.

• Nikos Voskarides, Dan Li, Andreas Panteli and Pengjie Ren. 2019. ILPS at TREC
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2019 conversational assistant track. In Proceedings of the Twenty-Eighth Text RE-
trieval Conference, TREC 2019, Gaithersburg, Maryland, USA, November 13-15,
2019 (NIST Special Publication). Volume 1250. National Institute of Standards and
Technology (NIST).

• Yukun Zheng, Dan Li, Zhen Fan, Yiqun Liu, Min Zhang and Shaoping Ma. 2018.
T-reader: a multi-task deep reading comprehension model with self-attention mech-
anism. Journal of Chinese Information Processing, 11, 128.

Worknote papers:
• Liadh Kelly, Hanna Suominen, Lorraine Goeuriot, Mariana L. Neves, Evangelos

Kanoulas, Dan Li, Leif Azzopardi, René Spijker, Guido Zuccon, Harrisen Scells and
João R. M. Palotti. 2019. Overview of the CLEF ehealth evaluation lab 2019.
In Experimental IR Meets Multilinguality, Multimodality, and Interaction - 10th
International Conference of the CLEF Association, CLEF 2019, Lugano, Switzer-
land, September 9-12, 2019, Proceedings (Lecture Notes in Computer Science).
Volume 11696. Springer, 322–339.

• Dan Li and Evangelos Kanoulas. 2019. Automatic thresholding by sampling doc-
uments and estimating recall. In Working Notes of CLEF 2019 - Conference and
Labs of the Evaluation Forum, Lugano, Switzerland, September 9-12, 2019 (CEUR
Workshop Proceedings). Volume 2380. CEUR-WS.org.

• Hanna Suominen, Liadh Kelly, Lorraine Goeuriot, Aurélie Névéol, Lionel Ramadier,
Aude Robert, Evangelos Kanoulas, René Spijker, Leif Azzopardi, Dan Li, Jimmy,
João R. M. Palotti and Guido Zuccon. 2018. Overview of the CLEF ehealth
evaluation lab 2018. In Experimental IR Meets Multilinguality, Multimodality, and
Interaction - 9th International Conference of the CLEF Association, CLEF 2018,
Avignon, France, September 10-14, 2018, Proceedings (Lecture Notes in Computer
Science). Volume 11018. Springer, 286–301.

• Christophe Van Gysel, Dan Li and Evangelos Kanoulas. 2017. ILPS at TREC 2017
common core track. In Proceedings of The Twenty-Sixth Text REtrieval Confer-
ence, TREC 2017, Gaithersburg, Maryland, USA, November 15-17, 2017 (NIST
Special Publication). Volume 500-324. National Institute of Standards and Techno-
logy (NIST).

• James Allan, Donna Harman, Evangelos Kanoulas, Dan Li, Christophe Van Gysel
and Ellen M. Voorhees. 2017. TREC 2017 common core track overview. In Pro-
ceedings of The Twenty-Sixth Text REtrieval Conference, TREC 2017, Gaithersburg,
Maryland, USA, November 15-17, 2017 (NIST Special Publication). Volume 500-
324. National Institute of Standards and Technology (NIST).
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2
Documents Selection through Active

Sampling

In Chapter 1, we have introduced the structure of the research in this thesis. In this
chapter, we devise an active sampling method to solve the problem of large-scale re-
trieval evaluation. We answer the following question asked in Chapter 1:

RQ1 How can we effectively select documents in order to construct a test collection
that allows for unbiased and low-variance effectiveness measures?

2.1 Introduction
Evaluation is crucial in IR as we explained in Chapter 1. The development of IR
models, tools and methods has significantly benefited from the availability of reusable
test collections formed through a standardized and thoroughly tested methodology,
known as the Cranfield paradigm [31]. Under the Cranfield paradigm the evaluation of
retrieval systems typically involves assembling a document collection, creating a set of
information needs (topics), and identifying a set of documents relevant to the topics.

One of the simplifying assumptions made by the Cranfield paradigm is that the
relevance assessments are complete, i.e., for each topic all relevant documents in the
collection have been identified. When the document collection is large, identifying all
relevant documents is difficult due to the immense human labor required. In order to
avoid judging the entire document collection depth-k pooling [151] is being used: a
set of retrieval systems (also called runs) ranks the document collection against each
topic, and only the union of the top-k retrieved documents is being assessed by human
assessors. Documents outside the depth-k pool are considered non-relevant. Pooling
aims at being fair to all runs and aims for a diverse set of submitted runs that can
provide a good coverage of all relevant documents. Nevertheless, the underestimation
of recall [185] and the pooling bias generated when re-using these pooled collections
to evaluate novel systems that retrieve relevant but unjudged documents [23, 107, 169,
185] are well-known problems.

The literature suggests a number of approaches to cope with missing assessments
(an overview can be found in [80, 139]): (1) Defining IR measures that are robust to
missing assessments, like bpref [25]. The developed measures, however, may not pre-
cisely capture the notion of retrieval effectiveness one requires, while some have been

15



2. Documents Selection through Active Sampling

shown to remain biased [172]. (2) Running a meta-experiment where runs are “left
out” from contributing to the pool and measuring the bias experienced by these left-
out runs compared to the original pool, which is then used to correct measurements
over new retrieval systems [104, 105, 107, 169]. (3) Leaving the design of the evalu-
ation measure unrestricted, but instead introducing a document selection methodology
that carefully chooses which documents to be judged. Methods proposed under this
approach belong to two categories: (1) sampling-based methods [10, 126, 142, 172,
174], and (2) active selection methods [11, 43, 106, 109].

Sampling-based methods devise a sampling strategy that randomly selects a sub-
set of documents to be assessed; evaluation measures are then inferred on the basis
of the obtained sample. Different methods employ different sampling distributions.
Aslam et al. [10] and Yilmaz et al. [172] use a uniform distribution over the ranked
document collection, while Pavlu et al. [126] and Yilmaz et al. [174] recognize that
relevant documents typically reside at the top of the ranked lists returned by parti-
cipating runs and use stratified sampling to draw a larger sample from the top ranks.
Schnabel et al. [142] also use a weighted-importance sampling method on documents
with the sampling distribution optimized for a comparative evaluation between runs.
In all the aforementioned work, an experiment that dictates the probability distribution
under which documents are being sampled is being designed in such a way that evalu-
ation measures can be defined as the expected outcome of this experiment. Evaluation
measures can then be estimated by the judged documents sampled. In all cases the
sampling distribution is being defined at the beginning of the sampling process and
remains fixed throughout the experiment. Sampling-based methods have the following
desirable properties: (1) on average, estimates have no systematic error; (2) past data
can be re-used by new, novel runs without introducing bias; and (3) sampling distri-
butions can be designed to optimize the number of assessments needed to confidently
and accurately estimate a measure.

In contrast, active-selection methods recognize that systems contributing docu-
ments to the pool vary in quality. Based on this observation they bias the selection
of documents towards those retrieved by good retrieval systems. The selection process
is deterministic and depends on how accurately the methods can estimate the quality of
each retrieval system. Judging is performed in multiple rounds: in each round the best
system is identified, and the next unjudged document in the ranked list of this system is
selected to be judged. The quality of systems is calculated at the end of each round, as
soon as a new judgment becomes available. Active-selection methods include move-
to-front [43], fixed-budget pooling [106], and multi-armed bandits [109]. Losada et al.
[109] consider the problem as an exploration-exploitation dilemma, balancing between
selecting documents from the best-quality run, and exploring the possibility that the
quality of some runs might be underestimated in different rounds of the experiment.
The advantage of active-selection methods compared to sampling-based methods is
that they are designed to identify as many relevant document as possible, by selecting
documents with the highest relevance probability. The disadvantage is that the judging
process is not fair to all runs, with the selection of documents being biased towards
good-performing runs.

In this chapter, we follow a sampling-based approach for an efficient large-scale
evaluation. Different from past sampling-based approaches we account for the fact
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that some systems are of higher quality than others, and we design our sampling dis-
tribution to over-sample documents from these systems. At the same time, given that
our approach is a sampling-based approach the estimated evaluation measures are, by
construction, unbiased on average, and assessments can be used to evaluate new, novel
systems without introducing any systematic error. The method we propose, therefore,
is an active sampling method with the probability distribution over documents chan-
ging in every round of assessments through the re-estimation of the quality of the parti-
cipating runs. Accordingly, our solution consists of a sampling step and an estimation
step. In the sampling step, we construct a distribution over runs and a distribution over
documents in a ranked list and calculate a joint distribution over documents to sample
from. In the estimation step, we use the Horvitz-Thompson estimator to correct for
the bias in the sampling distribution and estimate evaluation measure values for all the
runs. The estimated measures then dictate the new sampling distribution over systems,
and hence a new joint distribution over the ranked collection of documents.

Therefore, the contribution of this chapter is a new sampling methodology for
large-scale retrieval evaluation that combines the advantages of the sampling-based
and the active-selection approaches. We demonstrate that the proposed method outper-
forms state-of-the-art methods in terms of effectiveness, efficiency, and reusability.

2.2 Active Sampling
In this section we introduce our new sampling method.

Table 2.1: Notation used throughout this chapter

Symbol Description

C Depth-k document collection
S Sample set
S′ Subset of S, only containing unique documents
N Total number of unique documents in C
K Total number of contributing runs
T Number of sampling rounds
Nb Number of unique documents sampled in round t
Nt Number of documents sampled in round t
di i-th document
yi Relevance of document di
r(i) Rank of document di
pt(k) Probability of k-th system run being sampled
pt(k, r(i)) Probability of the document ranked r in k-th run being sampled

2.2.1 Active Sampling Algorithm
The key idea underlying our sampling strategy is to place a probability distribution
over runs and a probability distribution over documents in the ranked lists of the runs,
and iteratively sample documents from the joint distribution. In each round, we sample
a set of documents from the joint probability distribution (batch sampling) and request
relevance assessments by human assessors. The judged documents are then used to
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update the probability distribution over runs. The process is repeated until we exhaust
a predefined budget for human assessments (Figure 2.1).
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Active sampling Retrieval performance estimator 
Figure 2.1: Active sampling and retrieval performance estimation.

Algorithm 1: Active sampling

Input: Prior distribution over runs {p1(k)}Kk=1, prior distributions over
document ranks {p1(k, r(i))}Ni=1, document collection C, batch size
Nb.

Output: Sampled documents S, associated with relevance judgment and
selection probability: {(dt,j , yt,j , pt(j))}NbTj=1 .

1 for t = 1, 2, . . . , T do
2 Calculate the joint document sampling distribution

pt(i) =
∑K
k=1 pt(k)pt(k, r(i)), i = 1, . . . , N ;

3 Sample Nt documents with replacement from pt(i) so that it contains Nb
unique documents;

4 Let the sampled document be dt,j ; judge relevance of the sampled
documents yt,j , j = 1, . . . , Nt;

5 Augment data St+1 = St ∪ {(dt,j , yt,j)}Ntj=1;
6 Update distribution over runs pt+1(k), k = 1, . . . ,K;

The notation used throughout the chapter is listed in Table 2.1. The process is
illustrated in Algorithm 1. Initially, we provide a prior distribution over runs, de-
noted by {p1(k)}Kk=1, a prior distribution over the ranks of the documents, denoted
by {p1 (k, r (i))}Ni=1 for each run k , and the document collection C. Given that we
have no prior knowledge of the system quality, it is reasonable to use a uniform prob-
ability distribution over runs, i.e. p1(1) = p1(2) = . . . = p1(K). In each round t,
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we calculate the selection probabilities of the documents (that is the probability that
a document is selected in each sampling round) pt(i) for each document i, and then
sample a document on the basis of this distribution. We use sampling with replacement
with varying probabilities to sample documents, which determines how we calculate
the unbiased estimators and it is described in Section 2.3. The sampled documents dt,j
are then judged by human assessors, with the relevance of these documents denoted as
yt,j , and the new data is added to St, which is used to update the (t + 1)-th posterior
distribution over runs.

2.2.2 Distribution over System Runs
The distribution over runs determines the probability of sampling documents from each
run. Similar to active-selection methods, we make the assumption that good systems
retrieve more relevant documents at the top of their rankings compared to bad systems.
Based on this assumption we wish to over-sample from rankings of good systems.

Any distribution that assigns a higher probability to better performing systems
could be used here. In this chapter we consider the estimated performance of the
retrieval systems on the basis of the relevance assessments accumulated in each round
of assessment as the system weights, and normalize these weights to obtain a probab-
ility distribution over runs. Different evaluation measures can be used to estimate the
performance of each run after every sampling round.

Here we define a probability distribution proportional to the estimated average pre-
cision ÂP introduced in Section 2.3.2:

pt(k) =
ÂPt(k)

∑K
k=1 ÂPt(k)

, k = 1, . . . ,K ; t = 1, . . . , T . (2.1)

Figure 2.2 demonstrates the accuracy of the estimated (normalized) average precision
at the end of four sampling rounds compared to the normalized average precision when
the entire document collection (or to be more accurate the depth-100 pool for topic
251 in TREC 5) is used. In every round the estimates better approximates the target
values (denoted with a line). The details of the measure approximations are provided
in Section 2.3.

2.2.3 Distribution over Document Ranks
The distribution over document ranks for a system k determines the probability of
sampling a document at a certain rank of the ordered list returned by run k. The un-
derlying assumption that defines this probability distribution is that runs satisfy the
probability ranking principle (PRP) [132] which dictates that the probability of relev-
ance monotonically decreases with the rank of the document. Hence, if we let p denote
the probability of sampling a document at rank r, then it is natural to assume p is a
function of r and p(r) monotonically decreases with r. Once again, any distribution
that agrees with PRP can be used; previous researchers have used a number of such
distributions (e.g., see [13, 70, 126]).

In this chapter we consider an AP-prior distribution proposed by Aslam et al. [13]
and Pavlu et al. [126] which aims to define the probability at each rank on the basis
of the contribution of this rank in the calculation of average precision. The intuition is
that when rewriting AP = 1

N

∑
16j6i6N

1
i yiyj , the implicit weight associated with
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Figure 2.2: Probability distribution over runs on topic 251 in TREC 5. The black curve is the
probability induced by the actual average precisions based on depth-100 pooling, while circular
markers of different sizes denote the approximate probabilities for different runs. Runs have
been sorted according to their actual average precision values.

rank r can be obtained by summing weights associated with all pairs involving r, i.e.
1
N

(
1 + 1

r + 1
r+1 + ...+ 1

N

)
. Then the AP-prior distribution is defined as follows:

w (r) = 1
N

(
1 + 1

r + 1
r+1 + ...+ 1

N

)
≈ 1

N log N
r (2.2)

p (r) = w(r)∑N
r=1 w(r)

, (2.3)

where r is the rank of a document and N the total number of documents in the collec-
tion. Similar to Aslam et al. [13] and Pavlu et al. [126] and all other sampling-based
methods, this distribution is defined at the beginning of the sampling process and re-
mains fixed throughout the experiment.

2.3 Retrieval Effectiveness Estimator
In this section, we discuss the estimation of evaluation measures on the basis of the
sampling procedure described in Algorithm 1. We first calculate the inclusion probab-
ilities of each document in the collection, and then demonstrate how these probabilities
can be used by a Horvitz-Thompson estimator to produce unbiased estimators of the
population mean, and subsequently of some popular evaluation measures. The Horvitz-
Thompson estimator, together with the calculated inclusion probabilities can be used
to calculate the majority of the evaluation measures used in IR. Other measures can be
derived in similar ways (e.g., see Table 1 in Schnabel et al. [142]).

2.3.1 Sampling Design
Sampling procedure. In each round of our iterative sampling process described in
Algorithm 1, n documents are sampled from a collection of size N . In each round, the
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unconditional probability of sampling a document di (selection probability) is pt(i), as
defined in Step 2 of Algorithm 1, with

N∑

i=1

pt (i) = 1, pt (i) ≥ 0 ; i = 1, 2, . . . , N ; t = 1, 2, . . . , T . (2.4)

Let i denote the index of the n documents composing the sample set. The probability
of a document di being sampled (first-order inclusion probability) at the end of the
sampling process is given by

πi = 1−
T∏

t=1

Nt∏

z=1

(1− pt (i)) , (2.5)

which accounts for varying probabilities across different rounds, while the probabil-
ity of any two different document di and dj being sampled (second-order inclusion
probability) is given by

πij = πi + πj −
[

1−
T∏

t=1

Nt∏

z=1

(1− pt (i)− pt (j))

]
. (2.6)

For the details of the derivation of the inclusion probabilities the reader can refer
to Thompson [158]. Using these inclusion probabilities together with the Horvitz-
Thompson estimator allows us to construct unbiased estimators for different evaluation
measures in IR.

Horvitz-Thompson estimator of population total. Horvitz et al. [72] propose a
sampling theory for constructing unbiased estimators of population totals. With any
sampling design, with or without replacement, the unbiased Horvitz-Thompson estim-
ator of the population total is

τ̂ =
∑

i∈S′

yi
πi
, (2.7)

where S′ is the subset of S that only contains unique documents.
An unbiased estimator of the variance of the population total estimator is given by

v̂ar(µ) =
∑

i∈S′

(
1

πi2
− 1

πi

)
yi

2 + 2
∑

i>j∈S′

(
1

πiπj
− 1

πij

)
yiyj . (2.8)

For the details of these derivations the reader can refer to Thompson [158].

2.3.2 Evaluation Metrics
In this chapter we consider three of the most popular evaluation measures in IR, preci-
sion at a certain cut-off r (PC(r)), average precision (AP ), and precision at rank of R
(RP ). We first clarify the exact expressions of the evaluation metrics with regard to the
population, then introduce the estimators of these evaluation metrics on the sample set.
Let C = {di}Ni=1 denote a population of documents and let yi be an indicator variable
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of di, with yi = 1 if the document di is relevant, and yi = 0 otherwise. The popula-
tion total is the summation of all yi, i.e., the total number of relevant documents in the
collection, while the population mean is the population total divided by the population
size. If the population of documents considered is the set of documents ranked in the
top-r for some run k, then the population mean is the precision at cut-off r.

Based on the definition, precision at cutoff r, average precision, and precision at
rank R (R is the total number of relevant documents)are expressed as follows:

PC (r) =

∑
di∈C,r(i)≤r yi

r
(2.9)

AP =

∑
di∈C PC (r (i)) yi

R
(2.10)

RP =

∑
di∈C,r(i)≤R yi

R
. (2.11)

Suppose that we have sampled n documents S = {di}ni=1, with associated relevance
labels {yi}ni=1 and we wish to estimate R, PC(r), AP and RP . The estimators for
the four measures based on the Horvitz-Thompson estimator can be calculated by

R̂ =
∑

di∈S′

yi
πi

(2.12)

P̂C (r) =

∑
di∈S′,r(i)≤r

yi
πi

r
(2.13)

ÂP =

∑
di∈S′

P̂C(r(i))yi
πi

R̂
(2.14)

R̂P =

∑
di∈S′,r(i)≤R̂

yi
πi

R̂
. (2.15)

Note that both ÂP and R̂P are expressed as a ratio of two unbiased estimators. Al-
though the numerator and denominator are unbiased (because R̂ and P̂C(r) are un-
biased), the ratio is not guaranteed to be unbiased. The bias tends to be small and
decrease with an increasing sample size [127, 158].

2.4 Experimental Setup
In this section we introduce our research questions, the statistics we use to evaluate
the performance of the proposed estimators, and the datasets and baselines used in our
experiments. The implementation of the algorithm and the experimental runs are made
publicly available.1

2.4.1 Research Questions
In the remainder of the chapter we aim to answer the following research questions:
RQ1 How does active sampling perform compared to other sampling-based and active-
selection methods regarding bias and variance in the effectiveness measures?
1https://github.com/dli1/activesampling
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RQ2 How fast do active sampling estimators approximate the actual evaluation meas-
ures compared to other sampling-based and active-selection methods?
RQ3 Is the test collection generated by active sampling reusable for new runs that do
not contribute in the construction of the collection?
The aforementioned questions allow us to have a thorough examination of the effect-
iveness as well as the robustness of the proposed method.

2.4.2 Statistics
To answer the research questions put forward in the previous section, we need to
quantify the performance of different document selection methods.

Our first goal is to measure how close the estimation of an evaluation measure is
to its actual value when the full judgment set is being used. Assume that a document
selection algorithm chooses a set of documents S to calculate an evaluation measure.
Let us denote the estimated evaluation measure, calculated on the judgment sample S
for some run k, by f(k | S). Let us also assume that the actual value of that evaluation
measure, when the full judgment set is used, is h(k). Following the work of Pavlu
et al. [126], we use both the root mean squared error (rms) and the mean squared error
(mse) error of the estimator over a sample set, which measure how close on average
the estimated and the actual values are. They are expressed as follows:

rms = ES
√
Ek(f (k | S)− h (k))

2 (2.16)

mse = ESEk(f (k | S)− h (k))
2
. (2.17)

To further decompose the estimation errors made by different methods we also cal-
culate the bias and the variance by decomposing the mse. Bias expresses the extent
to which the average estimator over all sample sets differs from the actual value of a
measure, while variance expresses the extent to which the estimator is sensitive to the
particular choice of a sample set (see [21]). According to Bishop [21], mse can be
further rewritten as

mse = ESEk(f (k | S)− h (k))
2

= EkES(f (k | S)− h (k))
2

= Ek
(

(ES(f (k | S)− h (k)))
2

+ VARSf (k | S)
)

= EkES(f (k | S)− h (k)) + EkVARSf (k | S)

, bias+ variance . (2.18)

A second measurement we are interested in is how far the inferred ranking of systems
when estimating an evaluation measure is to the actual ranking of systems when the en-
tire judged collection is being used. Following previous work [10, 11, 126, 172, 174],
we also report the Kendall’s τ between estimated and actual rankings. Even though
the Kendall’s τ is an important measure when it comes to comparative evaluation, rms
error remains our focus, since test collections have found use not only in the evaluation
of retrieval systems but also in learning retrieval functions [101]. In the latter case, for
some algorithms, the accuracy of the estimated values is more important than just the
correct ordering of systems.
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2.4.3 Test Collections
We conduct our experiments on the TREC 5–8 AdHoc and TREC 9–11 Web tracks.
The details of the datasets can be found in Table 2.2. In our experiments we did not
exclude any participating run, and we considered the relevance assessments released
by NIST as the complete set of judgments over which the actual values of measures
are being computed.

Table 2.2: Test collections.

TREC Task Topics # runs # rel doc # qrel
# rel doc
per query

# qrel
per query

TREC-5 Adhoc 251-300 61 5524 133681 110.48 2673.6
TREC 6 Adhoc 301-350 74 4611 72270 92.22 1445.4
TREC 7 Adhoc 351-400 103 4674 80345 93.48 1606.9
TREC 8 Adhoc 401-450 129 4728 86830 94.56 1736.6
TREC 9 Web 451-500 104 2617 70070 52.34 1401.4
TREC 10 Web 501-550 97 3363 70400 67.26 1408.0
TREC 11 Web 551-600 69 1574 56650 31.48 1133.0

2.4.4 Baselines
We use two active-selection and one sampling-based methods as baselines:
Move-to-front (MTF) [43] MTF is a deterministic, iterative selection method. In the
first round, all runs are given equal priorities. In each round, the method selects the
run with the highest priority and obtains the judgment of the first unassessed document
in the ranked list of the given run. If the document is relevant the method selects the
next unassessed document until a non-relevant document is judged. If that happens,
the priority of the current run is being reduced and the run with the highest priority is
selected next.
Multi-armed bandits (MAB) [109] Similar to MTF, MAB aims to find as many rel-
evant documents as possible. MAB casts document selection as a multi-armed bandit
problem, and different to MTF it randomly decides whether to select documents from
the best run in the current stage, or sample a document across the entire collection. For
the MAB baseline we used the best method MM-NS with its default setting reported
in [109].2

Stratified sampling (Stratif) [126] Stratif is a stochastic method based on import-
ance sampling. The probability distribution over documents used is the AP-prior dis-
tribution, which remains unchanged throughout the sampling process. Similar to our
approach, the Horvitz-Thompson estimator is used to estimate the evaluation metrics.
The stratified sampling approach proposed by Pavlu et al. [126] has been used in the
construction of the TREC million query track collection [27]; it outperforms methods
using uniform random sampling [10, 172] and demonstrates similar performance to the
method by Yilmaz et al. [174].

2http://tec.citius.usc.es/ir/code/pooling_bandits.html
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2.5 Results and Analysis
2.5.1 Bias and Variance
This first experiment is designed to answer RQ1 and is conducted on TREC 5.

We reduce the retrieved document lists of all runs to the top-100 ranks (so that all
documents in the ranked lists are judged) and consider this the ground truth rankings,
based on which the actual values of MAP , RP and P@30 are calculated. The judg-
ment effort is set to 10% of the depth-100 pool for each query, and different methods
are used to obtain the corresponding subset and calculate the estimated MAP , RP
and P@30 for each run. For any stochastic method (i.e., the sampling methods and
MAB) the experiment is repeated 30 times. Based on the estimated and actual values
we calculatemse, and its decomposition to bias and variance for each estimator. The
batch size Nb for all the experiments has been set to 3 throughout the chapter.

Figure 2.3 shows a number of scatter plots for MTF, MAB, Stratif, and our method
denoted as Active. Each point in the plots corresponds to a given run. To declutter the
figure, the shown points for the sampling-based methods are computed over a single
sample. An unbiased estimator should lead to points that lie on the x = y line. As
it can be observed the active sampling estimated values are the ones that are closer to
the diagonal. As expected, and by construction, precision is unbiased, while the bias
introduced in the ratio estimators of AP and RP is smaller that all active-selection
methods, and comparable to the stratified sampling method.

Figure 2.3: Estimated vs actual values of MAP , RP and P@30 for different runs on a 10%
sample of TREC 5.

A decomposition of the mse into bias and variance can be found in Figure 2.4.
As expected, the variance of active-selection method is zero (or close to zero) since
MTF is a deterministic method, while the randomness of MAB is only in the decision
between exploration and exploitation. Active sampling has a much lower variance than
stratified sampling, which demonstrates one of the main contribution of our sampling
method: biasing the sampling distribution towards good performing runs improves
the estimation of the evaluation measures. The bias of the sampling-based methods,
as expected, is near-zero, while it is larger than zero for the active-selection methods,
since they do not correct for their preference to select documents from good performing
runs. For example, the bias on P@30 of active-selection methods are much smaller
than zero, because the greedy strategies only count the number of relevant documents
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and thus underestimate P@30; while the sampling methods can avoid the problem
by using unbiased estimators. This demonstrates the second main contribution of our
approach: using sampling avoids any systematic error in the calculation of measures.
Therefore, the proposed sampling method indeed combines the advantages of both
sampling-based and active-selection methods that have been proposed in the literature.

Figure 2.4: The mse error , variance, and bias (y-axis) of the sampling-based and active-
selection methods compared, for different runs (x-axis) over 30 sample sets drawn from TREC 5.
The mse of Active is significantly smaller than that of MTF/MAB/Stratif for MAP /RP /P@30
at 95% confidence level by Welch’s t-test, except for Stratif onRP where Active is significantly
larger than Stratif.

2.5.2 Effectiveness
Our second experiment is designed to answer RQ2 and is conducted on TREC 5–11. In
this experiment we vary the judgment effort from 1% to 20% of the depth-100 pool. At
each sampling percentage, when sampling-based methods are used, we first calculate
the rms error and Kendall’s τ values for a given sample and then average these values
over 30 sample sets.

Figure 2.5 shows the average rms and τ value at different sample sizes. For all
TREC tracks active sampling demonstrates a lower rms error than stratified sampling,
MTF, and MAB for sampling rates greater than 3–5%. At lower sampling rates active-
selection methods show an advantage compared to sampling-based methods that suffer
from high variance. Regarding Kendall’s τ , active sampling outperforms all meth-
ods for TREC 5–8, for sampling rates greater than 5%, while for TREC 10 and 11
it picks up at sampling rates greater than 10%. TREC 10 and 11 are the two collec-
tions with the smallest number of relevant documents per query, hence finding these
document using active-selection methods leads to a satisfactory ordering of systems
when the percentage of judged documents is very small. For those small percentages
the sampling-based methods demonstrate high variance, and it really depends on how
lucky one is when drawing the sample of documents. The variance of rms error and
Kendall’s τ across the 30 different samples drawn in this experiment for the estimation
of MAP on TREC 11 can be seen in Figure 2.6.
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Figure 2.5: Average rms and τ for the sampling-based and active-selection methods at different
sample sizes in TREC 5–11. The left y-axis and solid lines denote rms, the right y-axis and
dotted lines denote Kendall’s τ .

Figure 2.6: Variance of rms error (solid lines) and Kendall’s τ values (dashed lines) when
estimating MAP , over 30 sample for different sample sizes TREC 11.
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Overall, when comparing Active with MTF and MAB, we find that our method
outperforms them regarding rms. This indicates once again that the calculated in-
clusion probabilities and the Horvitz-Thompson estimator allow Active to produce an
unbiased estimation of the actual value of the evaluation measures. When comparing
Active with Stratif, both of which use the Horvitz-Thompson estimator, we can find
that our method outperforms stratified sampling in terms of Kendall’s τ . This indic-
ates that the dynamic strategy we employ is beneficial compared to a static sampling
distribution. Therefore, our active sampling method indeed combines the advantages
of both methods.

Figure 2.7: Average rms and τ of the sampling-based and active-selection methods at different
sample sizes on leave-one-group-out runs in TREC 5–11.

2.5.3 Reusability
Constructing a test collection is a laborious task, hence it is very important that the
proposed document selection methods construct test collections that can be used to
evaluate new, novel algorithms without introducing any systematic errors. This exper-
iment is designed to answer RQ3 and is conducted on TREC 5–11. In this experiment
we split the runs into contributing runs and left-out runs. Using the contributing runs
we construct a test collection for each different document selection method. We then
calculate the estimated measures for all runs including those that were left out from the
collection construction experiment. In our experiment, we use a one-group-out split of
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the runs. Runs that contributed in the sampling procedure come from different particip-
ating groups. Groups often submit different versions of the same retrieval algorithm,
hence, typically, all the runs submitted by the same participating group differ very little
in the ranking of the documents. To ensure that left-out runs are as novel as possible
we leave out all runs for a given group. Regarding the calculation of the rms error and
Kendall’s τ we compute rms error and Kendall’s τ considering both participating and
left-out runs.

Figure 2.7 shows the average rms error and Kendall’s τ values at different sample
sizes using the latter afore-described option to isolate the effect of the different doc-
ument selection methods on new, novel systems. In general, the trends observed in
Figure 2.5 can also be observed in Figure 2.7, with active sampling outperforming all
other methods regarding rms error and Kendall’s τ for sampling rates greater than 5%.
For sampling rates lower than 5% in collections with very few relevant documents per
topic (such as TREC 10 and 11) the active-selection methods perform better than the
sampling-based methods, however we can also conclude that at these low sampling
rates none of the methods lead to reliably reusable collections.

2.6 Conclusion
In this chapter, we have answered RQ1 by devising a sampling-based approach – act-
ive sampling. Our method consists of a sampling step and an unbiased estimation step.
In the sampling step, we construct two distributions, one over retrieval systems that
is updated in every round of relevance assessments giving larger probabilities to bet-
ter quality runs, and one over document ranks that is defined at the beginning of the
sampling process and remains static throughout the experiment. Document samples are
drawn from the joint probability distribution, and inclusion probabilities are computed
at the end of the entire sampling process, accounting for varying probabilities across
sampling rounds. In the estimation step, we use the well-known Horvitz-Thompson
estimator to estimate evaluation metrics for all system runs.

The proposed method is designed to combine the advantages of two families of
methods that have appeared in the literature: sampling-based and active-selection ap-
proaches. Similar to the former, by construction, our method leads to unbiased, estim-
ators of evaluation measures, and can safely be used to evaluate new, novel runs that
have not contributed to the generation of the test collection. Similar to the latter, the
attention of our method is put on good quality runs with the hope of identifying more
relevant documents and reduce the variability naturally introduced in the estimation of
a measure due to sampling.

To examine the performance of the proposed method, we tested against state-of-
the-art sampling-based and active-selection methods over seven TREC ad-hoc and web
collections, TREC 5–11. Compared to sampling-based approaches, such as stratified
sampling, out method indeed demonstrated lower variance, while compared against
active-selection approaches, such as the move-to-front method and the multi-armed
bandits method, our method, as expected, has lower, near-zero bias. For sampling rates
as low as 5% of the entire depth-100 pool, the proposed method outperforms all other
methods regarding effectiveness and efficiency and leads to reusable test collections.

In the next chapter, we study the automatic thresholding problem of document
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selection. We further take the cost of assessing documents into consideration, hoping
to make the document selection process in an effective manner to maximize recall and
minimize assessment cost and in a transparent manner so that we know the number of
residual relevant documents.
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Automatic Thresholding of Document

Selection

In Chapter 2, we have studied how to actively select documents for the construction of
a test collection and the evaluation of retrieval systems. In this chapter, we further take
relevance assessment cost into consideration. We study how to determine the stopping
point of document selection for constructing test collections that balance the cost of
assessing document relevance and the gain of identifying relevant documents. This
chapter aims to answer the following research question asked in Chapter 1:

RQ2 How can we select documents for assessing relevance and stopping the selection,
both in an effective manner to maximize recall and minimize assessment cost and in a
transparent manner so that we know the number of residual relevant documents?

3.1 Introduction
Given an information need, exhaustive search aims to retrieve all the relevant inform-
ation, if possible. There is a real demand for exhaustive search in domains like elec-
tronic discovery, systematic review, investigation, research, or even the construction of
datasets for information retrieval evaluation [41, 42, 60, 81, 83, 85, 94, 113, 135].
Electronic discovery involves searching electronic business records such as corres-
pondence, memos, emails, and balance sheets for documents that are relevant or re-
sponsive to a lawsuit or a government investigation. It is an important aspect of the
civil litigation process in the United States [123]. Missing relevant business records
may cause significant impact on the lawsuit or the government investigation. System-
atic review is a type of literature review that uses systematic methods to reliably bring
together the findings from multiple studies that address a question and are often used
to inform policy and practice, e.g., the development of medical guidelines in evidence-
based medicine [124]. Test collections are fundamental in IR evaluation. Assessing
large-scale relevance labels is inevitable in order to build a high quality test collection.
Missing relevant labels in test collections causes bias when evaluating retrieval mod-
els [42]. The electronic business records, studies, or documents in these domains are
usually large and their number is growing rapidly, making the task of identifying all
relevant information both complex and time consuming. The technology-assisted re-
view (TAR) approach tackles the problem by using classification or ranking algorithms
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to identify the relevant documents based on relevance feedback from expert reviewers,
until a substantial number (or all) of the relevant documents have been identified.

The continuous active learning (CAL) approach and its extensions have demon-
strated high effectiveness when used in the TAR process [35, 36, 38, 39]. Given a
document collection and a query, a ranker (or a classifier) is trained to identify docu-
ments to be shown to expert reviewers for relevance assessment. Then, the assessed
documents are used as training data to re-train the ranker. As more and more doc-
uments are identified by the ranker and assessed by the reviewers, the training data
grows and the performance of the ranker improves. The TAR process continues until
“enough” relevant documents have been found. “Enough” is often specified by the
additional cost (in terms of reading irrelevant documents) required to find more relev-
ant documents, or by the importance of the missing relevant documents, e.g., towards
resolving a legal dispute [38], or even as a percentage of relevant documents. In this
chapter, we assume the latter, i.e., the experts specify a desired recall level to determine
when should the reviewing process end.

In this case the goal of the ranker is two-fold: first, to identify relevant documents
as early as possible during the TAR process and second, to accurately estimate the total
number of relevant documents,R, in the collection so that we can stop the TAR process
in a transparent manner, when we reach the required level of recall.

The two goals are, to some extent, conflicting in terms of the optimal strategy of
stopping the TAR process. To demonstrate this, consider the following example. Sup-
pose we have an unknown perfect ranking model that ranks all the relevant documents
before the non-relevant documents. The most effective strategy in terms of achieving
high recall is to select documents starting from the top of the list and moving towards
the bottom. However, in order to know the total number of relevant documents in the
collection one needs to examine all the documents in the collection. On the other hand,
a random sampling design1 can produce an unbiased estimator of the total number of
relevant documents, R, by selecting a relatively low number of documents to review,
leading however to low recall, if the sampled documents are the only ones the reviewer
reads.

There is little work that tackles the problem of automatically stopping the TAR
process and they follow two directions. The first direction [35, 50, 110] proposes dif-
ferent methods to determine an ad-hoc stopping point. However, such approaches lack
transparency because they provide no information on how many relevant documents
are still not found. The second direction [37, 165] first samples documents to obtain
an unbiased estimate of R, paying a significant assessment cost, and then employs a
TAR method to rank and find the required number of relevant documents. None of
the directions that we just described can both produce effective rankings and support
transparently the decision to stop reviewing documents.

In this chapter, we tackle the problem of determining the stopping point of doc-
ument selection for constructing test collections that balance the cost of assessing
document relevance and the gain of identifying relevant documents, by proposing a
novel framework for the TAR process. The framework consists of a ranking module, a

1A sampling design contains a sampling distribution, the manner to sample documents from the distribution
(e.g., with replacement or without replacement), and some statistical estimators of desired values such as
population total [158].
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sampling module, an assessment module, an estimation module, and a stopping module
(see Figure 3.1 and Section 3.3.1). The ranking module provides a ranked list of docu-
ments based on their predicted relevance. The sampling module consists of a sampling
distribution and a manner to sample documents from the distribution. The estimation
module provides an estimator of R as well as its variance based on the sampling distri-
bution and the sampled documents. The stopping module determines whether to stop
the TAR process. Our framework approaches TAR in an active learning manner fol-
lowing the CAL approach [35]. The major difference from the CAL approach is that
we allow random sampling from all the documents in the collection instead of greedily
assessing documents from top to bottom, in a with-replacement sampling design that
can both collect many relevant documents (Section 3.3.2) and produce an unbiased es-
timator of R with low variance (Section 3.3.3). Further, we devise different stopping
strategies based on the estimated R and its variance (Section 3.3.5).

To summarize, in this chapter we make the following contributions:
• We propose a novel framework for the TAR process that allows us to conduct a

“greedy” sampling over documents in order to collect as many relevant documents
as possible, and produce a sequence of statistically unbiased estimators of R.

• We provide a proof of the unbiasedness of the proposed estimators of R under our
sampling design and also empirically verify the unbiasedness.

• We develop three datasets for the task of total recall, including the CLEF Technology-
Assisted Reviews in Empirical Medicine datasets in 2017, 2018 and 2019, respect-
ively [81, 83, 85].

• We validate the effectiveness of the proposed framework and provide a detailed ana-
lysis of its components on various datasets including the CLEF Technology-Assisted
Reviews in Empirical Medicine datasets [81, 83, 85], the TREC Total Recall data-
sets [60], and the TREC Legal datasets [41].

• We reproduce a large number of baselines, and we release the code, along with the
code of our work.

3.2 Related Work
In this section we first introduce the CAL approaches since our framework is developed
based on these approaches. Then we compare the merits and drawbacks of different
methods that tackle the problem of stopping the TAR process. Finally, we explain the
main differences between our method and existing work.

3.2.1 Continuous Active Learning Approaches
The TAR process aims to iteratively retrieve a substantial number (if not all) of the rel-
evant documents in a collection – which makes it a total recall problem. Cormack and
Grossman proposed a family of CAL approaches used in various total recall tasks, in-
cluding technology-assisted reviews in electronic discovery and in empirical medicine,
as well as the construction of test collections in information retrieval [35, 38]. The
first autonomous TAR (AutoTAR) method proposed by Cormack et al. [38] mainly
consisted of an initial selection of training documents by a simple keyword search,
and subsequent selections by active learning. The method significantly outperformed
simple active learning with uncertainty sampling in terms of human reviewing cost.
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Cormack et al. [35] later proposed a different instantiation of AutoTAR, which en-
hances the first CAL method through a handful of adaptions including TF-IDF fea-
tures, a single relevant seed document, pseudo non-relevant documents, and exponen-
tially increasing batch size of documents to be reviewed at each iteration. AutoTAR is
considered the current state-of-the-art method for total recall tasks.

However, AutoTAR leaves the question of when to terminate the reviewing pro-
cess open. In practice, there is no way to know the number of relevant documents in
a collection before inspecting and labelling every document. It is thus impossible to
know exactly what level of recall has been reached during the process. Hence, one is
facing a dilemma between high recall and low cost in terms of reviewing documents.
Stopping reviewing documents too early will result in missing many valuable relev-
ant documents; stopping too late will cause unnecessary cost when there are no more
relevant documents to be found.

So far, researchers have developed various approaches to solve the “stopping” prob-
lem. We introduce them in the following two sections.

3.2.2 Topic-wise Approaches
In their AutoTAR experiment, Cormack et al. [35] observed that the gain curve (i.e.,
recall as a function of the number of documents reviewed) shows clearly diminishing
returns at some point, and that if a substantial number of relevant documents have been
found with high precision and precision drops later on, the vast majority of relevant
documents have most likely been found. Inspired by this observation, Cormack et al.
[37] proposed the Knee method, the Target method, and the Budget method. The Knee
method defines a knee of the gain curve through a simple geometric algorithm [140].
The TAR process stops when the slope after the knee diminishes to less than a ratio
(e.g., 1

6 ) of the slope before the knee. In the Target method Cormack et al. [37] first
reviews a randomly sampled set of documents, until a pre-defined number (e.g., 10) of
them are judged relevant, which is the target set. The documents in the collection are
ranked and retrieved within the AutoTAR framework without knowledge of the target
set, until each document in the target set has been retrieved. In the Budget method Cor-
mack et al. [37] combine the Knee and the Target method. The TAR process stops
when all the documents in the target set have been retrieved and the slope after the
knee diminishes to less than a ratio (e.g., 1

6 ) of the slope before the knee.
It has been shown empirically that the Knee method is the most effective one [37].

However the Knee method is a “blind” method and it does not indicate how many
relevant documents have not been found.

To solve the aforementioned problem, Cormack et al. [39] proposed SCAL, which
is designed to achieve high recall for a large scale or infinite document collection. In
the first step, SCAL randomly samples a large subset of documents from the document
collection in order to have an accurate R̂ – the estimator of R. Stratified sampling is
applied to the subset to calculate R̂: it first splits the subset into many small strata, and
then randomly samples documents from each stratum to estimate the total number of
relevant documents in each stratum, finally R̂ is calculated by summing up the total
number of relevant documents over all the strata and multiplying it by a calibration
factor. At each iteration, a ranking model is also trained by using the sampled labeled
documents as the training data. In the second step, R̂ is used to define a threshold with
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which SCAL can select a ranking model from the sequence of ranking models and
produce a ranked list of documents for the reviewer to review.

Wallace et al. [165] proposed several estimators ofR and let reviewers decide when
to stop by showing them how close they are to R̂. However, there is no guarantee that
the estimators they proposed are statistically unbiased.

Di Nunzio [50] proposed a thresholding method by investigating the interaction
between the probability of observing document d given the current relevant documents
– p (d | R) and the same probability given the non-relevant documents – p (d | NR).
First, a document d is represented as two coordinates (p (d | NR) , p (d | R)), denoted
by (x, y). Then the original problem of classifying (or ranking) documents can be
transformed into an intuitive geometric problem of finding two decision lines in the
form of y = αx + β: (1) a line y = αx + βrel that fits the existing assessed relevant
documents, and (2) a parallel line y = αx + βleast passing through the least relevant
documents. The TAR process stops when all the documents between the two lines are
assessed.

Modelling the distribution of relevant and non-relevant documents and fitting them
over scores in a reasonable way, which is called score distribution method [15, 87,
168], has been studied since the early days of information retrieval and is beneficial to
a wide range of applications, as well as the “stopping” problem [6, 133]. Hollmann
et al. [71] proposed a thresholding method based on score distributions. It first fits a
Gaussian distribution to the scores of relevant articles from the relevance feedback of
random sampled articles, and then estimates the total number of relevant documents at
any rank position.

3.2.3 Cross-topic Approaches

Losada et al. [110] proposed a stopping method for accurate evaluation of retrieval sys-
tems using partially labeled test collections, with the estimation ofR being a byproduct.
During the training phase, a document pool which consists of multiple ranked lists of
documents from different retrieval systems is formed; a power law function is used to
model the number of new relevant documents at each pool depth; the number of relev-
ant documents is also know; during the test phase, for a test query, a certain number of
documents are assessed based on which the similarity between the pattern of relevance
of the current test query and the pattern of relevance of each training query is calcu-
lated; finally, R is estimated by averaging the number of relevant documents of each
training query weighted by their similarity.

Although the work of Losada et al. [110] studies the stopping problem, its goal
is to achieve an accurate evaluation of retrieval systems, and not high recall per se.
Besides, it assumes the existence of different retrieval systems, which produce multiple
ranked lists. Pooling these systems is critical since it is then that the number of new
relevant documents at each pool depth follows a power law distribution, based on which
the method is designed. The method could be adapted, reducing the pool of ranking
systems to a single ranking, and the pool of documents to the top-k documents of
that ranking. Despite the fact that such a method could be used towards stopping the
reviewing process, such an adaptation goes beyond the intentions of Losada et al. [110].
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3.2.4 Summary
Inspired by Cormack et al. [35, 37, 39], we propose to jointly estimate R and improve
the ranker at each iteration by “greedily" sampling documents. Our method is able
to decide when to stop the TAR process with transparency – by estimating how many
relevant documents are still missing. Such a model has several merits. First, it is
topic-wise independent, which means no extra training topics are needed. Second, it
does not not need an extra procedure to estimate R; instead, it iteratively utilizes the
sampling module to collect relevant documents as well as to estimateR. Third, instead
of estimating R once, it produces R̂ at every iteration, compensating for variance and
reducing the risk of very wrong estimations. Fourth, it calculates R̂ as well as the
variance estimator of R̂, enabling v̂ar(R̂) to also contribute to the stopping decision.

3.3 Method
In this section, we first introduce the overall framework, then we elaborate on the sub-
modules. The notation used throughout this section is summarized in Table 3.1.

Table 3.1: Notation used in Section 3.3.

Symbol Description

q The input topic
Cq Document collection for topic q
N Total number of documents in Cq
R Total number of relevant documents in Cq
S Set of sampled documents
n Total number of documents in S
t Iteration number
bt Number of documents to be sampled at t-th iteration
k Number of pseudo relevant documents added per iteration
Lt Labelled documents (training set) at t-th iteration
Ut Unlabeled documents at t-th iteration
dti Document indexed by i at t-th iteration
rti Rank of dti
yti Relevance label of dti
pti Selection probability of dti
πi First-order inclusion probability of di
πi,j Second-order inclusion probability of di and dj
′ Operation of removing duplicates
˜ Operation of cumulating units in previous iterations
̂ Estimator of a variable or statistic

3.3.1 The Framework
We propose a novel framework for the TAR process and we call it autostop. The
framework mainly consists of a ranking module, a sampling module, an assessment
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Figure 3.1: The proposed framework for the TAR process.

module, an estimation module and a stopping module (see Figure 3.1).
Given a topic a reviewer is interested in – denoted by q – a collection of documents

for the topic – denoted by Cq – the reviewer can specify a target recall level – denoted
by recallt, which indicates what proportion of relevant documents retrieved by the
framework makes the reviewer satisfied. The framework iteratively trains a ranking
model to produce a ranked list of documents from which it samples documents for the
reviewer to read towards satisfying her or his information need; then the framework
outputs an estimator of the total number of relevant documents of the collection, and
an estimator of the variance of the estimator. The process stops once the estimated
recall exceeds the target recall.

We describe the framework in Algorithm 2. We start with the ranking and the
sampling process. A ranking model will be trained from scratch and produce a ranked
list for the documents in Cq . Let Lt denote the (labeled) training set for the ranking
model at iteration t, and Ut denote the unlabeled set at iteration t. Initially, L0 is empty
and we fill it with a pseudo document d0. We follow the AutoTAR method [35] to
construct the pseudo document, i.e., we use the description of the topic. For the cases
where there is no description for the topic, one can always use the query expanded
by relevant feedback. Next we also add non-relevant documents into the training set.
At each iteration, Lt is augmented with k documents, which are sampled uniformly
and without replacement from Ut (in line 3). These documents are temporarily labeled
non-relevant, same as the AutoTAR method [35]. In line 4, a ranking model is trained
on Lt. In line 5, the ranking model predicts the probability of relevance over all the
documents in Lt and Ut (which equals Cq). These documents are ranked in the order
of decreasing relevance probability. In line 6, a sampling distribution Pt is constructed
based on the ranked list of documents. We propose to use the AP Prior distribution and
provide the details in Section 3.3.2. In line 7, a number of bt documents are sampled
independently and with replacement from Pt.
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After the documents are sampled, we start the assessment process. In line 8, the
reviewer assesses the relevance of the sampled documents. Note that the sampled bt
documents may contain duplicates, therefore the reviewer only needs to assess the
unique documents. Moreover, the sampling design is with-replacement, therefore it is
possible to sample documents which have been assessed before. As a consequence,
the reviewer only assesses at most bt documents. In line 9, we follow the same method
with the AutoTAR method [35], i.e., we remove the temporary documents from Lt.
Meanwhile, we add the bt assessed documents (which may contain duplicates) in Lt
and remove them from Ut.

Given the sampled documents, their relevance labels, and their sampling probab-
ilities, we can estimate the total number of relevant documents – denoted by R̂t, as
well as the variance of R̂t – denoted by v̂ar(R̂t). They are calculated in line 10. We
propose to use two estimators for Rt, which are the Horvitz-Thompson estimator and
the Hansen-Hurwitz estimator. We provide the details in Section 3.3.3.

Finally, the stopping module uses R̂t and v̂ar(R̂t) to decide whether to stop the
TAR process or not. We propose two stopping strategies, an optimistic and a conser-
vative one, and we explain them in detail in Section 3.3.5.

3.3.2 Sampling Design

In this section we elaborate on our sampling design with a focus on the sampling dis-
tributions. Note that in Algorithm 2 we need to sample documents from a distribution
Pt = {pti} (for notation simplicity we omit t and use P = {pi}). Ideally, pi should be
positively correlated with the relevance label at position i, which allows an estimator R̂
with low variance (see the explanation in Section 3.3.3). However, the relevance labels
are not known until documents are assessed by the reviewers. What we have instead
is a ranking model that can predict relevance probability and output a list of ranked
documents. Therefore we construct P based on the output ranked list of documents.

The probability over document rank is defined as the probability of sampling a
document at a certain rank of the ranked list. The underlying assumption is that a
ranking model satisfies the PRP [132] which dictates that the probability of relevance
monotonically decreases with the rank of the document. Any distribution that agrees
with PRP can be used.

When choosing the sampling distribution, we are faced with a tradeoff between
collecting as many relevant documents as possible and an accurate estimator of R with
low variance. There are many ways to construct a distribution to sample from, for
example, sampling from the output probability of relevance produced by the trained
ranking model, or sampling from a power law distribution produced based on document
ranks. We tried both and neither performed well enough. To meet the goal, we propose
to use AP-prior distribution. It is a widely used sampling distribution in the task of
information retrieval evaluation and it has been empirically proved to be a good prior
for the relevance of documents in a ranked list [9, 10, 12, 13, 94, 173, 175].

AP-prior Distribution. The AP-prior distribution is proposed in [13, 126], which
defines the probability at each rank position on the basis of the contribution of this rank
position in the calculation of average precision. The idea is that we first rewrite average
precision as AP = 1

N

∑
16j6i6N

1
i yiyj , where i, j denote the position in the ranked
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Algorithm 2: Automatic thresholding algorithm

Input: Topic q; document collection Cq , target recall recallt.
Output: A list of labeled documents {(dti, yti) | i = 1, 2, . . . ; t = 1, 2, . . .}; a

list of estimator {R̂t | t = 1, 2, . . .} and {v̂ar(R̂t) | t = 1, 2, . . .}.
1 t = 0, L0 = {pseudo document d0};
2 while not stop do

3 t += 1;
// Sampling

4 Temporarily augment Lt by uniformly sampling k documents from Ut,
labeled non-relevant;

5 Train a ranking model on Lt;
6 Rank all the documents in Cq with the ranker trained over Lt;
7 Construct sampling distribution Pt over the ranked documents via

Equation (3.1);
8 Sample bt documents from the distribution Pt;
9 Render relevance assessments for the sampled documents;

10 Remove the k temporary documents from Lt;
11 Place the bt assessed documents in Lt, and remove them from Ut;
12 bt+1 = bt + [ bt10 ];

// Estimation

13 Calculate R̂t and v̂ar(R̂t) via Equation (3.5, 3.6, 3.7, 3.8, 3.9);

// Stopping

14 if R̂t and v̂ar(R̂t) satisfy stopping strategy then
15 stop = True;
16 end if
17 end while

list, and y denote the relevance label; then we can construct a distribution of random
variable (yi, yj) over position pairs (i, j) that satisfies the expectation E(yi, yj) equals
AP ; finally we add up all the probabilities associated with all pairs involving a given
position r and get p(r) = 1

2N (1 + 1
r + 1

r+1 + . . .+ 1
N ) ≈ 1

2N log N
r . For more details,

the readers are referred to [13, 126].
Thus the AP-prior distribution is defined as follows:

pi =
1

Z
log

N

ri
ri ∈ [1, N ] , (3.1)

where Z =
∑N
i=1 log N

ri
is the normalization factor.

Inclusion probability. In order to have a simple expression for inclusion probab-
ility, we adopt sampling with replacement as our sampling method. At each iteration
t and for each draw, a document is sampled independently from one of the aforemen-
tioned distributions. Let selection probability denote the probability that a document
is sampled for a draw, and inclusion probability the probability that a document is in-
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cluded in the sample set considering all the draws. The first-order and second-order
inclusion probabilities under sampling with replacement are indispensable to calculate
R̂. Under sampling-with-replacement design, the first-order inclusion probability πi is
given by:

πi = 1−
T∏

t=1

(
1− pti

)nt
. (3.2)

The second-order inclusion probability πi,j – the probability of any two different
document di and dj being included – is given by:

πi,j = πi + πj −
[

1−
T∏

t=1

(
1− pti − ptj

)nt
]
. (3.3)

3.3.3 Estimate R and var(R̂)

As mentioned in Section 3.1, one of our goals is to estimate R – the total number of
relevant documents in the document collection for a given topic. In this section, we
first clarify the exact expression of R with regard to the population, then introduce
its estimators on the sample set. Also for notation simplicity sometimes we omit the
subscript t.

Let Cq =
∑N
i=1 di denote a population of documents and let yi be an indicator

variable of di , with yi = 1 if the document di is relevant, and yi = 0 otherwise. The
population total is defined as the summation of all yi , i.e., the total number of relevant
documents in the collection. We write R as follows:

R =

n∑

i=1

yi . (3.4)

Suppose our framework produces a sample set at each iteration t, denoted by St.
Let S̃t denote the cumulated sample set till iteration t, S̃t = ∪tk=1Sk. Furthermore,
we also let S̃′t denote the subset of S̃t and S̃′t only contains unique documents. Corres-
pondingly, let nt be the number of documents in St, ñt be the number of documents in
S̃t, ñ′t be the number of documents in S̃′t.

Note that when sampling documents, each document has different sampling prob-
ability compared to other ones, therefore we can not apply a simple estimator for equal
sampling probability (e.g., N

ñt

∑
i∈S̃t yi ) to estimate R. Instead we employ Horvitz-

Thompson estimator and Hansen-Hurwitz estimator, both of which can estimate R as
well as var(R̂).

Both of them are designed for sampling with unequal probabilities, Hansen-Hurwitz
estimator is only restricted for with-replacement sampling, while Horvitz-Thompson
estimator is for any design. On the other hand, the inclusion probability of Horvitz-
Thompson estimator is not easy to calculate when the sampling design is complex.
One can choose to use one of the estimators according to their sampling design. We
provide the proof of unbiasedness of the two estimators under our sampling design in
Section 3.3.4. We also provide the theoretical conditions of zero variance estimators in
this section. For more details of the derivation the reader can refer to [158].
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Horvitz-Thompson Estimator

The Horvitz-Thompson estimator provides an unbiased estimator of population total
under any sampling design, with or without replacement [72]. It is written as τ̂ =∑
i∈S′

yi
πi

, where S′ is a subset of S and S′ only contains unique units, and πi is the
inclusion probability for unit i.

In our case, the population total is R. The Horvitz-Thompson estimator of R on S̃′t
is written as:

R̂HTt =
∑

i∈S̃′t

yi
πi
. (3.5)

Furthermore, it is good to know whether the estimator is stable. An estimator with low
variance is desirable. In order to calculate the variance we need to conduct the same
sampling procedure many times, which is not feasible in practice. Luckily, there is an
unbiased estimator of the variance of the population total estimator, given by:

v̂ar1
(
R̂HTt

)
=
∑

i∈S̃′t

(
1

πi2
− 1

πi

)
yi

2 + 2
∑

i>j∈S̃′t

(
1

πiπj
− 1

πij

)
yiyj . (3.6)

As v̂ar1(R̂HTt ) may produce negative values, whereas the true variance must be non-
negative. Hence, we also adopt another estimator of variance,2 given by:

v̂ar2
(
R̂HTt

)
=
N − ñ′t
Nñ′t

1

ñ′t − 1

∑

i∈S̃′t

(
ñ′t
yi
πi
− R̂HTt

)2

. (3.7)

Note that when πi =
ñ′tyi
N , the variance of R̂HTt equals 0 [72].

Hansen-Hurwitz Estimator

Hansen-Hurwitz estimator provides an unbiased estimator of population total under
sampling with replacement, and the sampling distribution should be the same for each
draw [158]. In our case, the sampling distribution changes at each iteration and con-
verges to the ultimate distribution produced by the ranking model trained on the whole
documents. This is the major difference with the setting of the vanilla Hansen-Hurwitz
estimator. In Section 3.3.4 we will prove that under varying sampling distributions at
different iterations, R̂HHt is also unbiased.

The Hansen-Hurwitz estimator of R on S̃t is expressed as follows3:

R̂HHt =
1

ñt

t∑

k=1

∑

i∈Sk

yi
pki
. (3.8)

2It is biased yet “conservative" (meaning it tends to be larger than the actual variance). The intuition is taking
the Horvitz-Thompson estimator as the average of i.i.d. random variable .

3Note that if taken in the view of importance sampling, Hansen-Hurwitz estimator equals to the es-
timation of population total obtained by importance sampling, denoted by qi = ñ′t

yi
πi

. The sample
variance of qi is defined by s2 = 1

ñ′t−1

∑ñ′t
i=1(qi − R̂HTt )2. The alternative variance estimator is

v̂ar(R̂HTt ) =
N−ñ′t
Nñ′t

s2 [158].
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Similarly, there is also an estimator of the variance of the population total estimator,
given by:

v̂ar
(
R̂t

HH
)

=
1

ñt (ñt − 1)

t∑

k=1

∑

i∈Sk

(
yi
pki
− R̂t

HH
)2

. (3.9)

Note that when yi
pki

is a constant, the variance of the Hansen-Hurwitz estimator equals
0 [158, page 68].

For both Horvitz-Thompson and Hansen-Hurwitz, there is no guarantee that their
estimators of variance are unbiased.

3.3.4 Unbiasedness
Hansen-Hurwitz Estimator

Lemma 1. Given that the sampling design is with replacement, and at each draw l,
a unit is independently sampled from a different distribution {pli} from the previous
draws. Let S denote the sample set. The Hansen-Hurwitz estimator of population total
is unbiased, i.e., E

(∑
yli∈S

yli
pli

)
= τ .

Proof. First consider the one unit case. Assume there is only one unit in S, thus there
are N possible sample set for S. Let yS denote the sample value and pS the selection
probability, thus Hansen-Hurwitz estimator can be rewritten as τS = yS

pS
. Its expected

value over all possible sample sets is:

E(τS) =

N∑

S=1

τSpS =

N∑

S=1

yS = τ . (3.10)

For the n unit case, take each unit i as a sample set with only one unit, which is denoted
by Si. Thus E(τSi) = τ .

As each Si is independent from any other Sj , we have

E(τS) = E

(
1

n

n∑

i=1

τSi

)
(3.11)

=
1

n

(
n∑

i=1

E (τSi)

)
(3.12)

=
nτ

n
= τ . (3.13)

Equation (3.11) to Equation (3.12) is because {τSi} is a set of independent variables,
thus we can swap expectation and summation. Equation (3.12) to Equation (3.13) is
because Equation (3.10) holds.

Horvitz-Thompson Estimator

The unbiasedness of Horvitz-Thompson estimator is proved [158, page 76]. We reph-
rase the proof below for reader’s convenience.
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Lemma 2. Given that the sampling design is with replacement, and at each iteration
t, a set of units are independently sampled from a different distribution {pti} from
the previous iterations. Let S′ denote the sample set where all the duplicated units
are removed. The Horvitz-Thompson estimator of population total is unbiased, i.e.,
E (

∑

yi∈S′

yi
πi

) = τ .

Proof. Let random variable zi denote whether the i-th unit is included in the sample
set: zi = 1 means that the i-th unit is in the sample set and zi = 0 means that the i-th
unit is not in the sample set. For any unit i, zi is a Bernoulli random variable, thus
Ezi = p(zi = 1) = πi.

The Horvitz-Thompson estimator can be rewritten as follows, where each yi is
regarded as a constant:

∑

yi∈S′

yi
πi

=

N∑

i=1

yizi
πi

. (3.14)

The expected value is:

E


∑

yi∈S′

yi
πi


 = E

(
N∑

i=1

yizi
πi

)
(3.15)

=

N∑

i=1

yiEzi
πi

(3.16)

=

N∑

i=1

yiπi
πi

=

N∑

i=1

yi = τ . (3.17)

Equation (3.15) to Equation (3.16) is because {yiziπi
} is a set of independent variables,

thus we can swap expectation and summation. Equation (3.16) to Equation (3.17) is
because Ezi = p(zi = 1) = πi.

3.3.5 Stopping Strategy

We propose two stopping strategies based on R̂ and its estimated variance, v̂ar(R̂).
They represent different levels of conservativeness in terms of deciding when to stop
the TAR process.

For notational simplicity, we omit the subscript t. Let r denote the number of
unique relevant documents that have already been read by the reviewer. Let R̂ denote
the estimated total number of relevant documents, v̂ar(R̂) the estimated variance, and
recallt the target recall specified by the reviewer.
Optimistic This strategy examines whether r

recallt
≥ R̂, and if so stops the TAR pro-

cess. The intuition is straightforward: if we have collected more relevant documents
than the target number we estimated, we should feel confident to stop.

Conservative This strategy examines whether r
recallt

≥ R̂+

√
v̂ar(R̂), and if so stops

the TAR process. This inequality is more conservative than the first one, that is, it
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continues providing document to the reviewer until it accumulates a higher confidence
that the target recall is reached.

3.4 Three New Benchmark Collections
In this section, we introduce three new benchmark collections that we contributed to
the research community. We first talk about the design goal of the three benchmark
collections; then we introduce the criterion to select topics, the method to extract doc-
uments for the document collection, and the resource from which we extract relevance
labels. Finally, we show general statistics of the three benchmark collections.

3.4.1 Retrieval Approaches for Conducting Systematic Reviews
Evidence-based medicine has become an important pillar in health care and policy
making [116]. In order to practice evidence-based medicine, it is important to have
a clear overview over the current scientific consensus. These overviews are provided
in systematic review articles that summarize all available evidence regarding a cer-
tain topic (e.g., a treatment or diagnostic test). In order to write a systematic review,
researchers have to conduct a search that will retrieve all the studies that are relevant.
The large and growing number of published studies, and their increasing rate of public-
ation, makes the task of identifying relevant studies in an unbiased way both complex
and time consuming to the extent that jeopardizes the validity of their findings and the
ability to inform policy and practice in a timely manner. Hence, the need for automa-
tion in this process becomes of utmost importance. Finding all relevant studies in a
corpus is a difficult task, known in the information retrieval domain as the total recall
problem [60, 135], which we have introduced in Chapter 1.

To this date, retrieval of evidence to inform systematic reviews is being conduc-
ted in multiple stages. The first stage is Boolean search. Information specialists (or
experts) build a broad Boolean query expressing what constitutes relevant informa-
tion. The query is then submitted to a medical database containing titles, abstracts, and
indexing terms of a controlled vocabulary of medical studies. The result is a set of po-
tentially interesting studies. The second stage is title and abstract screening. Experts
screen the titles and abstracts of the returned set and decide which one of those hold
potential value for their systematic review. The third stage is study screening. Experts
download the full text of the potentially relevant abstracts, identified in the previous
phase and examine the content to decide whether indeed these studies are relevant or
not. The result of the second screening is a set of references to be included in the
systematic review.

Unfortunately, the precision of the Boolean searches is typically low, hence re-
viewers often need to look manually through many thousands of irrelevant titles and
abstracts in order to identify a small number of relevant ones. Furthermore, the recall
of the searches is often assumed to be 100%, which may not be the case. To overcome
some of the limitations of the Boolean search, researchers have been testing the effect-
iveness of machine learning and information retrieval methods [116]. O’Mara-Eves
et al. [124] provide a systematic review of the use of text mining techniques for study
identification in systematic reviews.
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3.4.2 Goals of Benchmark Collections
The construction of the three benchmark collections took three years. They were re-
leased with the CLEF Technology-Assisted Reviews in Empirical Medicine tracks in
2017, 2018 and 2019 [81, 83, 85]. The tracks focused on retrieving studies for con-
ducting systematic reviews. Retrieval in this area is generally considered very difficult,
where sensitive searches result in large quantities of references to be screened manu-
ally, and a breakthrough in this field would likely be applicable to other areas as well.
The task has a focus on the second stage of the process, i.e., given the results of a
Boolean search how to make abstract and title screening more effective and efficient.
Currently, a typical number needed to read, the number of studies to screen to identify
1 eligible study, for systematic reviews is approximately 80 when applied to poten-
tial abstracts that need further full text assessment. With an average of 7000 results
to be screened, which would take approximately 120 hours to screen (1 minute per
abstract [145]), a huge benefit can be made in reducing the workload in this process.

The ultimate goal of the tracks is to provide an experimental platform for automatic
methods to retrieve relevant studies with high precision and high recall, and release a
reusable test collection that can be used as a reference for comparing different retrieval
and mining approaches in the field of medical systematic reviews. Specifically, given
the results of the Boolean search from the first stage as the starting point, a retrieval
system is expected to rank the set of the provided abstracts. The task has two goals: (1)
to produce an efficient ordering of the documents, such that all the relevant abstracts are
retrieved above the irrelevant ones, and (2) to identify the relevant subset of abstracts
to be shown to a user, that is a stopping point in the ranked list of abstract, where a
researcher could confidently stop screening abstracts and titles.

3.4.3 Documents, Qrels, and Topics
The tasks defined in the three tracks are slightly evolving, but the released test collec-
tions follow the same Cranfield paradigm. In this section, we omit the small differences
of the three test collections, we only introduce common points including the criterion
to select topics, the method to extract documents for the document collection, and the
resource from which we extract relevance labels.

Documents

The document collection is PubMed Baseline Repository, available under the website
of the National Center for Biotechnology Information.4 PubMed comprises more than
30 million citations for biomedical literature from MEDLINE, life science journals,
and online books. A set of MEDLINE or PubMed citation records in XML format
is provided for downloading on an annual basis. The annual baseline is released in
December of each year.

Qrels

For the construction of the qrel files, we considered the reference section of the sys-
tematic review articles. The references in the articles are split into three categories:

4ftp://ftp.ncbi.nlm.nih.gov/pubmed/baseline
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included, exclude, and additional. Included are the studies that are relevant to the sys-
tematic review. Excluded are the studies that in the abstract and title screening stage
were considered relevant, but at the article screening phase were considered irrelev-
ant to the study and hence excluded from it. Additional are additional references that
do not impact the outcome of the study, and hence are irrelevant to it. The included
references were the relevant studies at the document-level qrels, while both the in-
cluded and excluded references were considered relevant at the abstract-level qrels.
The format of the qrels followed the standard four columns in the TREC format: topic,
iteration, document, and relevance. The topic is the topic ID of the systematic review,
the iteration in our case is a dummy field always zero and not used, the document is
the PMID, and the relevance is a binary code of 0 for not relevant and 1 for relevant
studies. The order of documents in the qrel files is not indicative of relevance. Studies
that were returned by the Boolean query but were not relevant based on the above pro-
cess, were considered irrelevant. Those are studies that were excluded at the abstract
and title screening phase. All other documents in MEDLINE were also assumed to be
irrelevant, given that they were not judged by the human assessor.

Topics

To select the topics in the benchmark collections, we considered four types of sys-
tematic reviews in total. They are diagnostic test accuracy, intervention, prognosis,
and qualitative systematic reviews. These reviews are publicly available through the
Cochrane library.5

Topic file defines the information need of a systematic review. A topic file is gen-
erated through the following procedure. For each systematic review, we reviewed
the search strategy from the corresponding study in the Cochrane library. A search
strategy, among others, consists of the exact Boolean query developed and submitted
to a medical database, at the time the review was conducted, and typically can be found
in the Appendix of the study. Rene Spijker, a co-organizer of the track and a Cochrane
information specialist examined the grammatical correctness of the search query and
specified the date range which dictated the valid dates for the articles to be included in
this systematic review. The date range was necessary because a study published after
the systematic review should not be included even though it might be relevant, since
that would require manually examining its content to quantify its relevance. Note that
a number of medical databases, and search interfaces to these databases is available
for search, and for each one information specialists construct a different variation of
their query that better fits the data and meta-data of the database. For this task, we
only considered the Boolean query constructed for the MEDLINE database, using the
Wolters Kluwer Ovid interface.6 Then we submitted the constructed Boolean query
to the interface and collected all the returned PubMed document identification num-
bers (PMIDs) which satisfied the date range constraint. This step was automated by a
Python script we put together and through an interface available to the University of
Amsterdam.7

5http://www.cochranelibrary.com/
6http://demo.ovid.com/demo/ovidsptools/launcher.htm
7https://github.com/dli1/tar_data_collection
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A topic file is in a text format and contains four sections, topic, title, query, and
PMIDs, where the topic is the topic ID, which is a substring of DOI of the systematic
review (e.g., CD010438 for 10.1002/14651858.CD010438.pub2), title is the title of the
systematic review, query is the Boolean query included in the systematic review, and
PMIDs are the document IDs returned by the Boolean query. The PMIDs can be used
to access the corresponding document text through the website of the National Center
for Biotechnology Information.8 An example of a topic file can be viewed below.

Topic: CD009551
Title: Polymerase chain reaction blood tests for the diagnosis
of invasive aspergillosis in immunocompromised people

Query:
exp Aspergillosis/
exp Pulmonary Aspergillosis/
exp Aspergillus/
(aspergillosis or aspergillus or aspergilloma or "A.fumigatus" or
"A. flavus" or "A. clavatus" or "A. terreus" or "A. niger").ti,ab.
or/1-4
exp Nucleic Acid Amplification Techniques/
pcr.ti,ab.
"polymerase chain reaction*".ti,ab.
or/6-8
5 and 9
exp Animals/ not Humans/
10 not 11

Pids:
25815649
26065322
...

3.4.4 Statistics of Benchmark Collections
The Test Collection in the 2017 CLEF Technology-Assisted Reviews in
Empirical Medicine Track

We considered 58 systematic reviews on diagnostic test accuracy, which were all the
available systematic reviews when the track was organized [81]. Out of the 58 reviews
8 were discarded since the provided Boolean query was not in the right format, which
made it difficult if not impossible to reconstruct the set of PMIDs, hence the 50 topics,
of which 20 topics were randomly selected in the development and the remaining 30
were selected in the test set.

Table 3.2 shows the distribution of the relevant documents at the abstract or docu-
ment level for all the topics in the development set and the test set. The total number
of unique PMID is 149,405 for the development set and 117,562 for the test set. Their
percentages of relevant documents at the abstract level are quite close, which is 1.88%
for the development set and 1.58% for the test set. This is not true at the document
level, however, where the fraction of relevant documents in the test set is almost twice
as large as in the development set, even though there are 0.52% and 0.33% of relevant
8https://www.ncbi.nlm.nih.gov/books/NBK25497/
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studies, respectively. In [141], a test collection was developed based on a random se-
lection of 93 Cochrane systematic reviews (not just diagnostic test accuracy reviews),
and reported a slightly higher rate of relevance ( 14

1159 = 1.2%). However, compared
with the TREC campaign, the rate of relevant documents is 5.45% for the ad-hoc track
of TREC 8 and 2.78% for the web track of TREC 2002. Overall, the number of relevant
documents is not very high, making locating them quite a difficult task.

As one can observe in Table 3.2, there are topics for which the output of the
Boolean query is rather narrow, with as few as 64 studies to be reviewed for topic
CD008760. Cochrane is conducting systematic reviews on a regular basis, in an at-
tempt to update each review every two-three years. Some of the reviews considered
for the construction of the benchmark collection, such as the CD008760 review, are
updates to previous reviews. These updates, only specify a query for a time range that
starts after the last review on the topic was conducted. Hence, the 64 studies, are the
output of the Boolean query for this short time range, hence its small number. If the
Boolean query were to run against the entire MEDLINE database, the number of stud-
ies would be in the range of tens of thousands, as is the case for some other reviews
considered, e.g., CD008782.

The Test Collection in the 2018 CLEF Technology-Assisted Reviews in
Empirical Medicine Track

At the time of the topic construction of this track, 88 systematic reviews were available;
50 of them were used in the 2017 task [81], and out of the remaining 38, 30 were
chosen to constitute the 2018 topic set [83]. The track provided two sets of topics: (1)
a development set, and (2) a test set. The development set consisted of 42 topics out of
the 50 topics provided in the 2017 version of the lab. The 50 topics released in 2017
were re-examined by a Cochrane information specialist, Rene Spijker, and 8 of them
were found not suitable for training or testing purposes, and hence removed from the
development set. The IDs of the 8 topics are the following: CD007431, CD010772,
CD010775, CD010896, CD010771, CD011145, CD010783, and CD010860, where in
parenthesis is the filename of the topic in the 2017 release of the data.

The development and test systematic reviews can be found in Tables 3.3 and 3.4.
The tables provide the topic id, a substring of DOI of the document (e.g., the DOI for
topic ID CD008122 is 10.1002/14651858.CD008122.pub2), the title of the
systematic review that corresponds to the topic, and the publication date.

The Test Collection in the 2019 CLEF Technology-Assisted Reviews in
Empirical Medicine Track

Since search and classification algorithms were developed demonstrating good re-
trieval performance over the diagnostic test accuracy studies since the 2017 track, the
2019 track extended its focus to intervention, prognosis, and qualitative systematic
reviews [85].

To construct the benchmark collection, we used 8 diagnostic test accuracy, 20 in-
tervention, 1 prognosis, and 2 qualitative systematic reviews already conducted by Co-
chrane researchers. These reviews can be found in the Cochrane library. 72 diagnostic
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Table 3.2: Statistics of topics in the development and test set in the 2017 CLEF Technology-
Assisted Reviews in Empirical Medicine Track.

Topic # total PMIDs # abs rel # doc rel % abs rel % doc rel

Development Set

CD010438 3250 39 3 1.20 0.09
CD007427 1521 123 17 8.09 1.12
CD009593 14922 78 24 0.52 0.16
CD011549 12705 2 1 0.02 0.01
CD011134 1953 215 49 11.01 2.51
CD008686 3966 7 5 0.18 0.13
CD011975 8201 619 60 7.55 0.73
CD009323 3881 122 9 3.14 0.23
CD009020 1584 162 12 10.23 0.76
CD011548 12708 113 5 0.89 0.04
CD011984 8192 454 28 5.54 0.34
CD010409 43363 76 41 0.18 0.09
CD008054 3217 274 41 8.52 1.27
CD010771 322 48 1 14.91 0.31
CD009591 7991 144 41 1.80 0.51
CD008691 1316 73 20 5.55 1.52
CD010632 1504 32 14 2.13 0.93
CD007394 2545 95 47 3.73 1.85
CD008643 15083 11 4 0.07 0.03
CD009944 1181 117 64 9.91 5.42

Test Set

CD007431 2074 24 15 1.16 0.72
CD008803 5220 99 99 1.90 1.90
CD008782 10507 45 34 0.43 0.32
CD009647 2785 56 17 2.01 0.61
CD009135 791 77 19 9.73 2.40
CD008760 64 12 9 18.75 14.06
CD010775 241 11 4 4.56 1.66
CD009519 5971 104 46 1.74 0.77
CD009372 2248 25 10 1.11 0.44
CD010276 5495 54 24 0.98 0.44
CD009551 1911 46 16 2.41 0.84
CD012019 10317 3 1 0.03 0.01
CD008081 970 26 10 2.68 1.03
CD009185 1615 92 23 5.70 1.42
CD010339 12807 114 9 0.89 0.07
CD010653 8002 45 0 0.56 0.00
CD010542 348 20 8 5.75 2.30
CD010896 169 6 3 3.55 1.78
CD010023 981 52 14 5.30 1.43
CD010772 316 47 11 14.87 3.48
CD011145 10872 202 48 1.86 0.44
CD010705 114 23 18 20.18 15.79
CD010633 1573 4 3 0.25 0.19
CD010173 5495 23 10 0.42 0.18
CD009786 2065 10 6 0.48 0.29
CD010386 626 2 1 0.32 0.16
CD010783 10905 30 11 0.28 0.10
CD010860 94 7 4 7.45 4.26
CD009579 6455 138 79 2.14 1.22
CD009925 6531 460 55 7.04 0.84
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Table 3.3: Statistics of topics in the development set in the 2018 CLEF Technology-Assisted
Reviews in Empirical Medicine Track.

Topic # total PMIDs # abs rel # doc rel % abs rel % doc rel

Development Set

CD010438 3250 39 3 1.20 0.09
CD007427 1521 123 17 8.09 1.12
CD009593 14922 78 24 0.52 0.16
CD011549 12705 2 1 0.02 0.01
CD011134 1953 215 49 11.01 2.51
CD008686 3966 7 5 0.18 0.13
CD011975 8201 619 60 7.55 0.73
CD009323 3881 122 9 3.14 0.23
CD009020 1584 162 12 10.23 0.76
CD011548 12708 113 5 0.89 0.04
CD011984 8192 454 28 5.54 0.34
CD010409 43363 76 41 0.18 0.09
CD008054 3217 274 41 8.52 1.27
CD009591 7991 144 41 1.80 0.51
CD008691 1316 73 20 5.55 1.52
CD010632 1504 32 14 2.13 0.93
CD007394 2545 95 47 3.73 1.85
CD008643 15083 11 4 0.07 0.03
CD009944 1181 117 64 9.91 5.42
CD008803 5220 99 99 1.90 1.90
CD008782 10507 45 34 0.43 0.32
CD009647 2785 56 17 2.01 0.61
CD009135 791 77 19 9.73 2.40
CD008760 64 12 9 18.75 14.06
CD009519 5971 104 46 1.74 0.77
CD009372 2248 25 10 1.11 0.44
CD010276 5495 54 24 0.98 0.44
CD009551 1911 46 16 2.41 0.84
CD012019 10317 3 1 0.03 0.01
CD008081 970 26 10 2.68 1.03
CD009185 1615 92 23 5.70 1.42
CD010339 12807 114 9 0.89 0.07
CD010653 8002 45 0 0.56 0.00
CD010542 348 20 8 5.75 2.30
CD010023 981 52 14 5.30 1.43
CD010705 114 23 18 20.18 15.79
CD010633 1573 4 3 0.25 0.19
CD010173 5495 23 10 0.42 0.18
CD009786 2065 10 6 0.48 0.29
CD010386 626 2 1 0.32 0.16
CD009579 6455 138 79 2.14 1.22
CD009925 6531 460 55 7.04 0.84
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Table 3.4: Statistics of topics in the test set in the 2018 CLEF Technology-Assisted Reviews in
Empirical Medicine Track.

Topic # total PMIDs # abs rel # doc rel % abs rel % doc rel

Test Set

CD008122 1911 272 57 0.142 0.030
CD012599 8048 575 19 0.071 0.002
CD009175 5644 65 7 0.012 0.001
CD009694 161 16 9 0.099 0.056
CD009263 79786 124 10 0.002 0.000
CD010502 2985 229 71 0.077 0.024
CD010680 8405 26 0 0.003 0.000
CD010864 2505 44 3 0.018 0.001
CD011431 1182 297 26 0.251 0.022
CD011602 6157 8 1 0.001 0.000
CD011420 251 42 5 0.167 0.020
CD011686 9443 55 2 0.006 0.000
CD012179 9832 304 117 0.031 0.012
CD012281 9876 23 9 0.002 0.001
CD011053 2235 12 7 0.005 0.003
CD011515 7244 127 1 0.018 0.000
CD008587 9158 79 35 0.009 0.004
CD011926 4050 40 29 0.010 0.007
CD012165 10222 308 47 0.030 0.005
CD012083 322 11 5 0.034 0.016
CD008892 1499 69 30 0.046 0.020
CD011126 6000 13 9 0.002 0.002
CD010657 1859 139 35 0.075 0.019
CD008759 932 60 42 0.064 0.045
CD010296 4602 53 38 0.012 0.008
CD010213 15198 599 33 0.039 0.002
CD012009 536 37 4 0.069 0.007
CD011912 1406 36 18 0.026 0.013
CD012010 6830 290 8 0.042 0.001
CD012216 217 11 1 0.051 0.005
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test accuracy reviews used in the 2017 and 2018 versions of the lab, as well as 20 dif-
ferent Intervention reviews were also collected and made available to the participants
as a development set.

The average percentage of relevant abstract in the development set is 6.5% of the
total number of PMIDs released, and in the test set 8.9%, while at the content level the
average percentage is 2.6% in the development set, and 3.9% in the test set. Table 3.5
shows the distribution of the relevant documents at abstract and document level for
all the topics in the test set. A break down of the average percentage of relevant ab-
stracts/documents are: diagnostic test accuracy 12.9%/5.3%, intervention 7.6%/3.4%,
prognosis 15.7%/9.4%, qualitative 2.6%/1.0%.

Table 3.5: Statistics of topics in the test set in the 2019 CLEF Technology-Assisted Reviews in
Empirical Medicine Track.

Topic # total PMIDs # abs rel # doc rel % abs rel % doc rel

Diagnostic Test Accuracy

CD008874 2382 130 121 0.055 0.051
CD009044 3169 47 8 0.015 0.003
CD011686 9729 74 3 0.008 0.000
CD012080 6643 85 85 0.013 0.013
CD012233 472 54 10 0.114 0.021
CD012567 6735 12 5 0.002 0.001
CD012669 1260 82 31 0.065 0.025
CD012768 131 100 41 0.763 0.313

Intervention

CD000996 281 10 6 0.036 0.021
CD001261 571 85 26 0.149 0.046
CD004414 336 32 13 0.095 0.039
CD006468 3874 91 15 0.023 0.004
CD007867 943 31 15 0.033 0.016
CD009069 1757 94 6 0.054 0.003
CD009642 1922 90 72 0.047 0.037
CD010038 8867 36 12 0.004 0.001
CD010239 224 23 12 0.103 0.054
CD010558 2815 75 16 0.027 0.006
CD010753 2539 35 21 0.014 0.008
CD011140 289 4 0 0.014 0.000
CD011571 146 21 6 0.144 0.041
CD011768 9160 81 31 0.009 0.003
CD011977 195 65 38 0.333 0.195
CD012069 3479 425 327 0.122 0.094
CD012164 61 10 3 0.164 0.049
CD012342 2353 9 0 0.004 0.000
CD012455 1593 12 5 0.008 0.003
CD012551 591 86 34 0.146 0.058

Prognosis

CD012661 3367 527 317 0.157 0.094

Qualitative

CD011558 2168 51 27 0.024 0.012
CD011787 4369 125 34 0.029 0.008
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3.5 Experimental Setup

3.5.1 Research Questions
The goal of the TAR process is to identify as many relevant documents as possible with
minimal cost of returned irrelevant documents, and to stop exactly at the target recall
specified by the reviewer. Based on this, our research questions are as follows.
RQ1 Can the framework autostop proposed in Section 3.3 achieve target recall with
minimal assessment cost and stop the document selection process on time?
RQ2 Whether the estimated R̂ using the Horvitz-Thompson estimator (Section 3.3.3)
and the Hansen-Hurwitz estimator (Section 3.3.3) are unbiased with low variance?
RQ3 How does the proposed framework trade off high recall against accurate R̂?
RQ4 How does the estimation module (Section 3.3.3) and the stopping module (Sec-
tion 3.3.5) impact the performance of the model?

3.5.2 Dataset
We test our framework on a wide range of datasets including the CLEF Technology-
Assisted Reviews in Empirical Medicine datasets (EMED for short), the TREC Total
Recall datasets (TR for short), and the TREC Legal datasets (LEGAL for short).

EMED dataset. The Technology-Assisted Reviews in Empirical Medicine Task at
CLEF aims at evaluating search algorithms that seek to identify all studies relevant for
conducting a systematic review in empirical medicine.

Three datasets have been released namely EMED 2017 [81], EMED 2018 [83,
154] and EMED 2019 [85]. EMED 2017 and EMED 2018 only include Diagnostic
Test Accuracy reviews, while EMED 2019 includes three new review types, which are
Intervention, Prognosis, and Qualitative systematic reviews. We use all the Diagnostic
Test Accuracy reviews in the three datasets for our experiments. There are 42, 30 and
31 reviews (topics), respectively. We select 12 topics in EMED 2017 as the training
topics for hyper-parameter fine-tuning of baselines and our method. The 12 topics are
selected in the way that their prevalence values ranging from small to large value. We
use the 30 topics in EMED 2017, 30 topics in EMED 2018 and 31 topics in EMED
2019 as the test topics.

For each topic, a topic description, a subset of the PubMed abstracts which are
related to the topic and need to be ranked, along with the relevance judgments of the
studies in this set are provided. Each topic description provides a topic title, which is
the title of the corresponding systematic review article, like “Galactomannan detection
for invasive aspergillosis in immunocompromised patients." The titles usually contain
terms in biomedical literature, not like general queries users submit to search engine
in their everyday life. The document collection – PubMed baseline repository9 – com-
prises biomedical literature from MEDLINE, life science journals, and online books.

TR dataset. The TREC Total Recall track [60] aims to evaluate methods designed
to achieve very high recall – as close as 100% – with a human assessor in the loop.

We use the athome1 and athome4 dataset provided in the TREC 2016 Total Recall
track. Athome1 contains 10 topics and athome4 contains 34 topics10 We use the 10

9ftp://ftp.ncbi.nlm.nih.gov/pubmed/baseline
10The TR dataset is publicly available under https://plg.uwaterloo.ca/~gvcormac/total-
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topics in athome1 as the training topics and the 34 topics in athome4 as the test topics.
Each topic supplies a short topic title, typically one to three words, like “Olympics”,

“bottled water”. The topics are similar to queries people submit to search engines in
their everyday life. The document collection consists of the Jeb Bush’s emails. It
consists of 290,099 emails from Jeb Bush’s eight-year tenure as Governor of Florida.

LEGAL dataset. The TREC Legal track [41] focuses on evaluation of search
technology for discovery of electronically stored information in litigation and regulat-
ory settings. We use the dataset provided in the interactive task in the TREC 2010
Legal track.11 It includes topic 301, 302, 303, 304. As we did not find any other topics
that have the same document collection and relevancy labels, we use 301 and 302 as
the training topics and 303 and 304 as the test topics.

Each topic consists of a mock complaint and document requests, where the mock
complaint sets forth the legal and factual basis for the hypothetical lawsuit that mo-
tivates the discovery requests, and the document requests specify the categories of
documents that must be located and produced. The document collection is a processed
variant of the Enron email dataset, containing about 685,592 email messages captured
by the federal energy review commission from Enron, in the course of its investiga-
tion of Enron’s collapse. Similarly with the TR dataset, we use the same strategy to
generate the subset of documents for each topic.

Table 3.6, 3.7 and 3.8 list the statistics of the datasets used in our experiments. For
more details of topic splits readers can refer to Table 3.9. We calculated prevalence,
which is defined as the percentage of relevant documents in the given documents for a
topic. Overall the prevalence is low for all the datasets, ranging from 0.10 % to 2.15%,
indicating it is not an easy task to retrieve all the relevant documents. Figure 3.2 further
shows the box plot of topic prevalence of the 5 test datasets. The three EMED datasets
have larger prevalence than TR, followed by LEGAL.
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Figure 3.2: Box plot of topic prevalence of the 5 datasets.

recall/, conditioned on a usage agreement.
11https://trec-legal.umiacs.umd.edu
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Table 3.6: EMED dataset statistics

train test (EMED 2017) test (EMED 2018) test (EMED 2019)

# doc per topic 4494.17 6257.97 7292.73 2658.74
# topic 12 30 30 31

avg doc length 190.37 182.26 205.41 236.92
# rel per topic 95.67 94.47 132.43 54.26
% rel per topic 0.97 1.80 2.05 2.15

Table 3.7: TR dataset statistics

train test

# doc per topic 290099 290099
# topic 10 34

avg doc length 211.81 211.81
# rel per topic 4398.00 1056.09
% rel per topic 1.56 0.35

Table 3.8: LEGAL dataset statistics

train test

# doc per topic 685592 685592
# topic 2 2

avg doc length 470.08 470.08
# rel per topic 505.00 1015.50
% rel per topic 0.10 0.15
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Table 3.9: Topic splits of the datasets.

EMED TR LEGAL
train test (EMED

2017)
test (EMED
2018)

test (EMED
2019)

train test (TR) train test (LEGAL)

Topics

CD008686
CD009593
CD011548
CD009372
CD008803
CD009323
CD008691
CD010542
CD009944
CD008760
CD009185
CD009925

CD008081
CD007394
CD007427
CD008054
CD008643
CD008782
CD009020
CD009135
CD009519
CD009551
CD009579
CD009591
CD009647
CD009786
CD010023
CD010173
CD010276
CD010339
CD010386
CD010409
CD010438
CD010632
CD010633
CD010653
CD010705
CD011134
CD011549
CD011975
CD011984
CD012019

CD008122
CD008587
CD008759
CD008892
CD009175
CD009263
CD009694
CD010213
CD010296
CD010502
CD010657
CD010680
CD010864
CD011053
CD011126
CD011420
CD011431
CD011515
CD011602
CD011686
CD011912
CD011926
CD012009
CD012010
CD012083
CD012165
CD012179
CD012216
CD012281
CD012599

CD006468
CD000996
CD001261
CD004414
CD007867
CD009069
CD009642
CD010038
CD010239
CD010558
CD010753
CD011140
CD011571
CD011768
CD011977
CD012069
CD012164
CD012342
CD012455
CD012551
CD012661
CD011558
CD011787
CD008874
CD009044
CD011686
CD012080
CD012233
CD012567
CD012669
CD012768

athome100
athome101
athome102
athome103
athome104
athome105
athome106
athome107
athome108
athome109

401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434

301
302

303
304

3.5.3 Evaluation Metrics
The effectiveness of the proposed framework can be interpreted in three aspects: (1) to
maximize the recall, (2) to minimize the assessment cost, and (3) to stop the document
selection process on time in the sense that the difference between the achieved recall
and the target recall is minimized.

The recall metric can be used for the evaluation of (1). It is formally defined as:

recall =
r

R
, (3.18)

where r is the number of relevant documents identified, R is the total number of relev-
ant documents.

The cost metric can be used for the evaluation of (2). It is formally defined as:

cost =
n

N
, (3.19)

56



3.5. Experimental Setup

where n is the number of documents shown to the reviewer for assessment, N is the
total number of documents for the topic.

The relative error between the achieved recall and the target recall can be used for
the evaluation of (3). It is formally defined as:

RE =
|recallc − recallt|

recallt
, (3.20)

where recallt denotes the target recall specified by the reviewer.
Following the convention in IR evaluation, it is usually desired to have one metric

which considers all the three aspects. However, there does not exist such a metric.
As an alternative, we use an existing metric losser for the combined evaluation of (1)
and (2). losser is introduced for the first time in [37] and latter used as a metric for
the total recall task in the CLEF technology assisted reviews in empirical medicine
overview tracks [82, 84, 86]. It is defined as:

losser = (100%− recallc)2
+

(
100

N

)2(
n

R+ 100

)2

, (3.21)

where recallc is the achieved recall when the TAR process is stopped. The intuition
behind losser is straightforward: 100%− recallc expresses a loss due to the inability
to find all relevant documents or to achieve a recall of 100%, and n

R expresses a loss
in terms of the effort spent in assessing both relevant and non-relevant documents.
Note that the 100% in the formula means that a target recall of 100% is wanted. One
may propose to use recallt − recallc to replace 100% − recallc in order to evaluate
system performance given different target recall levels, but using recallt − recallc
penalizes systems that achieve recall higher than the target recall. Also note that the
rationale of using 100

N and n
R+100 can be understood in this way: aR + b (in this case

a = 1, b = 100) represents a reasonable amount of effort to achieve high recall, which
has been empirically shown in the TREC total recall tracks [60, 135]; n represents the
actual effort spent in reviewing documents; n

R+100 actually says how many percentages
of the reasonable effort is spent in reviewing documents. 100

N is a fixed weight that
balances the two types of loss. Readers are also recommended to read the original
explanation in [37].

In addition to the aforementioned metrics, it is interesting to see how often the
framework achieves a target recall over different topics, because the proposed frame-
work relies on a random sampling of documents. We use reliability [37] for the evalu-
ation. reliability is defined as the percentage that an estimator achieves the target recall
for all topics [37]. It is expressed as:

reliability =
|{q | recallc(q) ≤ recallt(q), q ∈ Q|}

|Q| , (3.22)

where Q is a set of topics, recallc(q) and recallt(q) are the achieved recall and the
target recall for topic q.

For RQ1, we use all the aforementioned metrics. For RQ2, we compare the dif-
ference between R and R̂ through a scatter plot. For RQ3, we interpret the ability
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of identifying relevant documents as the gain, and the assessment effort spent in re-
viewing documents as the loss. We use a curve of recall as a function of cost for
the evaluation. RQ4 is an effectiveness analysis of the submodules of the proposed
framework, therefore we use the same metrics as in RQ1.

All the metrics are calculated using open-sourced script tar_eval.12

3.5.4 Baselines
We compare our approach with several representative baselines, including two greedy
methods designed for high recall and early stopping: Knee [37] and Target [37], one
hybrid method of greedy method and sampling method designed for high recall and
early stopping: SCAL [39], and two variants of Score Distribution [71], which are
designed for high recall and accurate estimator of R. The Knee method is the state-of-
the-art method for the total recall task. In what follows, we elaborate on the baseline
methods and their precise implementation.

AutoTAR

AutoTAR [35] aims to improve recall by repeatedly selecting documents for users to
review. AutoTAR is considered the current state-of-the-art method for total recall prob-
lems. As it lays the foundation of several methods, we provide the algorithm in Al-
gorithm 3.

We are faced with several design choices in implementing the method. For ex-
ample, in line 6 of Algorithm 3, when training the ranking model, we are faced with
choices such as the corpus and the minimum term frequency used for the TF-IDF vector
of documents, and the regularization strength weight used for the Logistic Regression.

We ran our implementation of the AutoTAR method against the 30 test topics in
the 2017 CLEF technology-assisted reviews in empirical medicine track, as this allows
us to compare the results of our implementation with those reported in [40]. We use
grid search to sweep over all possible configurations. The corpus varies between the
document texts of the whole 30 topics or only of the target topic. The minimum term
frequency varies among 2, 3 or 5. The regularization weight varies among 0.001, 1.0,
10000. We find that the best configuration is to use document texts of only the target
topic as the corpus, set the minimum term frequency to 2, set the regularization weight
to 1.0, which is slightly different from that reported in [40]. We report metrics that are
also reported in [40], they are ap – average precision, norm_area – area under the cu-
mulative recall curve normalized by the optimal area, and last_rel – minimum number
of documents returned to retrieve all relevant documents. With the best configuration
we achieve an ap score of 0.191, an norm_area score of 0.947, and an last_rel score
of 493, and the metrics are 0.189, 0.948 and 461 reported in [40]. We use the same
configuration for all the latter methods.

Knee

On the basis of the AutoTAR method, Cormack et al. [37] propose the Knee method.
It defines a knee of the gain curve through a simple geometric algorithm [140], and

12https://github.com/CLEF-TAR/tar
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Algorithm 3: AutoTAR

Input: Topic q; document collection Cq , target recall recallt.
Output: A ranked list of documents Dq = [d1, d2, . . . , d|Cq|].
Parameter: None.

1 t = 0, L0 = {pseudo document d0}, Dq = [];

2 while Cq is not exhausted do
3 t += 1;
4 Temporarily augment Lt by uniformly sampling k documents from Ut,

labeled non-relevant;
5 Train a ranking model on Lt;
6 Rank all the documents in Cq with the ranker trained over Lt;
7 Select the top bt documents from the ranked list and append them in Dq;
8 Render relevance assessments for the selected documents;
9 Remove the k temporary documents from Lt;

10 Place the bt assessed documents in Lt, and remove them from Ut;
11 Update batch size: bt+1 = bt + [ bt10 ];
12 end while

stops the TAR process when the slope after the knee diminishes to less than a ratio
of the slope before the knee. Let G = {(xi, zi)|i = 1, . . . , t} denote the data points
observed on the grain curve until t-th iteration, xi denote the cost or percentage of
documents reviewed at the i-th iteration, zi denote the recall at the i-th iteration. Let
i∗ denote the iteration where the knee is detected. Let ρ denote the slope ratio, defined
as ρ =

|{dj |rdj≤i
∗ ,ydj=1}|

|{dj |t≥rdj>i∗}|
t−i∗
i∗ , where rdj is the rank of document rdj , and ydj is the

relevance label of rdj . If ρ is larger than a bound the TAR process is stopped. We
implemented the method described in [37] and summarized it in Algorithm 4.

We run the Knee method on the 30 test topics in the 2017 CLEF technology-assisted
reviews in empirical medicine track, as it is possible to compare our performance with
the performance of AutoTAR reported in [40]. As suggested in [37], a dynamic bound,
bound = 156 − min(Rt, 150), has been empirically proven to be effective, where
Rt is the number of relevant documents found so far at the t-th iteration. Similar to
AutoTAR, we also swept over all possible configurations of the ranking model. The
best configuration is the same with that of AutoTAR. With the best configuration we
achieve an loss_er score of 0.610 and an recall score of 0.999, and the metrics are
0.657, 1.000, reported in [40].

Target

Similar to the Knee method, the Target method [37] is designed for high recall tasks.
It consists of two steps. In the first step it randomly samples documents until a pre-
defined number of documents is judged relevant. In the second step, the documents in
the collection are ranked and retrieved with the AutoTAR method without knowledge
of the target set, until each relevant document in the target set has been retrieved. Note
that Target is designed to achieve high recall, but not 100% recall. It has been strictly
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Algorithm 4: Knee

Input: Topic q; document collection Cq , target recall recallt.
Output: A ranked list of documents Dq = [d1, d2, . . .].
Parameter: slope ratio bound: bound, number of documents should be

reviewed when knee detection takes effect: β.

1 Dq = [], G = [];
2 t = 0, L0 = {pseudo document d0};
3 while Cq is not exhausted & not stop do
4 t += 1;
5 Temporarily augment Lt by uniformly sampling k documents from Ut,

labeled non-relevant;
6 Train a ranking model on Lt;
7 Rank all the documents in Cq with the ranker trained over Lt;
8 Select the top bt documents from the ranked list and append them in Dq;
9 Render relevance assessments for the selected documents;

10 Remove the k temporary documents from Lt;
11 Place the bt assessed documents in Lt, and remove them from Ut;
12 Append (xt, zt) to G;
13 Update batch size bt+1 = bt + [ bt10 ];

14 if |Lt|≥ β then
15 if knee is detected & ρ ≥ bound then
16 stop = True;
17 end if
18 end if
19 end while

proven that the size of the target set guarantees a recall of 70% with 95% probability
under certain assumptions [37].

We implemented the method described in Cormack et al. [37] and summarized it
in Algorithm 5.

We ran the Target method on the combination of athome1, athome2 and athome3
datasets, which consists of 30 topics and 290,099 Jeb Bush emails, 465,147 hacker
forum documents, and 902,434 local news documents. The datasets are released by
the TREC 2015 Total Recall track and results are reported in [37]. There is one
hyper-parameter to be tuned: relevant document number in the target set nrel. The
recommended value reported in [37] is 10. Based on this we also conducted a hyper-
parameter sweeping: we alternate nrel between 5, 10, and 15. The best hyper-parameter
configuration (nrel = 5) leads to a recall of 0.93 and number of reviewed documents
of 49,151, while the reported metrics in [37] are 0.91 and 44,079.

SCAL

SCAL [39] is designed to achieve high recall for large scale or infinite document col-
lection. To this end, it uses a large fixed-sized sample of the collection to generate
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Algorithm 5: Target

Input: Target topic q, document collection Cq , target recall recallt.
Output: A ranked list of documents D = [d1, d2, . . .].
Parameter: Relevant document number in the target set: nrel.

1 D = [];
2 t = 0, L0 = {pseudo document d0};
// Sample set, target set

3 Sample documents uniformly from Cq until nrel relevant documents have been
found or the collection is exhausted. Let Ssample denote the sampled set,
Rsample denote the target set only containing the nrel relevant documents;

4 if Cq is exhausted then
5 D = list(Cq);
6 stop = True;
7 end if

// Re-find relevant documents in the target set
8 Let Sinteract denote documents re-found,Rinteract denote the relevant ones.
Sinteract = Rinteract = ∅;

9 while Cq is not exhausted & not stop do
10 t += 1;
11 Temporarily augment Lt by uniformly sampling k documents from Ut,

labeled non-relevant;
12 Train a ranking model on Lt, let ft denote the corresponding ranking

function;
13 Rank all the documents in Cq with ft;
14 Select the top bt documents from the ranked list and add them in Sinteract;
15 Place the bt assessed documents in Lt, and remove them from Ut;
16 Remove the k temporary documents from Lt;
17 bt+1 = bt + [ bt10 ];

// Stop the TAR process
18 ifRinteract ⊆ Rsample then
19 stop = True;
20 end if
21 end while

// Final ranked list
22 Apply fT on Ssample ∪ Sinteract to produce a ranked list D, where T denotes

the last iteration;

the ranker, estimate the prevalence, and determine the cutoff necessary for a particular
target recall.

We implemented the method described in [39] and summarize it in Algorithm 6.
SCAL solves three major problems. First, in order to deal with the large scale or infinite
document collection, a large document set is uniformly sampled (line 3). Second,
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Algorithm 6: SCAL

Input: Topic q; document collection Cq , target recall recallt.
Output: A ranked list of documents D = [d1, d2, . . .].
Parameter: Size of the document sample set: NU , sub-sample size of a batch:

b, calibration factor: η.

1 D = [];
2 t = 0, L0 = {pseudo document d0}, U0 = U , b0 = 1 ;

// Large sample set
3 Draw a large uniform random sample set U of size NU from Cq;
// Construct a series of rankers, training sets, and

estimators
4 while U is not exhausted & not stop do
5 t += 1;
6 Temporarily augment Lt by uniformly sampling k documents from Ut,

labeled non-relevant;
7 Train a ranking model on Lt, let ft denote the corresponding ranking

function;
8 Rank all the documents in Ut with ft;
9 Select the top bt documents from the ranked list;

10 Calculate the sub-sample size at this iteration: ḃt = b is R̂ = 1 or bt < b,
otherwise ḃt = b;

11 Render relevance assessments for the ḃt documents;
12 Remove the k temporary documents from Lt. Place the ḃt documents in

Lt, and remove the bt documents from Ut(note ḃt and bt are different);
13 R̂t+1 = R̂t + ṙt

ḃt
bt, where ṙt is the number of relevant documents in the

sub-sample;
14 bt+1 = bt + [ bt10 ];
15 end while

// Cutoff the ranked list

16 R̂ = η · R̂T , where T denotes the last iteration;
17 t∗ = arg min

t
{R̂t ≥ recallt · R̂};

18 threshold = min ({ft∗(d) | d ∈ U0\Ut∗ , d is relevant});
19 Produce a ranked list D = {d | fT (d) ≥ threshold, d ∈ Cq};

in order to save the effort of reviewing documents, only a finite number instead of
the exponentially increasing batch size of documents are sampled and reviewed. The
reviewed documents comprise a stratified sample of the entire collection, which is used
for training the ranker and calculating R̂ (line 10). Third, it defines a cutoff to stop the
TAR process based on the list of rankers and estimators (line 18-20).

Note that line 18 is different from the corresponding line in the original work [39],
which is threshold = max ({ft∗(d) | d ∈ U0\Ut∗}). During our effort to reproduce
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the published results, we found that taking the maximum score over documents in
U0\Ut∗ will cutoff the final ranked list at a very high rank. When using min we can
achieve similar recall to that reported in [39], but of much larger cost. We further found
that using only relevant document scores to determine the threshold can achieve similar
recall and cost as in [39].

We ran SCAL on the athome1 dataset, which consists of 10 topics and 290,099
Jeb Bush emails, released with the TREC 2015 Total Recall track, and compare our
results to that reported in [39]. There are three hyper-parameters: the size of the large
document sample set NU (%), the sub-sample size of a batch b, the calibration factor
η. The recommended configuration reported in [39] is NU = 1.0 (the whole 290,099
emails), b = 30, and η = 1.05. Based on this we conducted a grid search with
NU ∈ [0.6, 0.8, 1.0], b ∈ [30, 50, 70, 90, 110], η ∈ [1.0, 1.05]. We also compare our
line 18 and the responding line in [39]: determining the threshold with either max or
min, filtering either documents in the bucket, or documents in the sampled set, or only
relevant documents in the sampled set.

We find that indeed our line 18 leads to similar results as those reported in [39].
The best hyper-parameter configuration (NU = 1.0, b = 110, η = 1.05) leads to recall
of 0.91 and number of reviewed documents of 13198, where the metrics are 0.90 and
9504 in [39].

Score Distribution

The score distribution methods proposed by [71] provide ways to estimate the total
number of relevant documents at any rank position, making it possible to stop the TAR
process at an appropriate cutoff in order to achieve a target recall.

We implement the two methods described in [71] – score distribution using train-
ing topics (SD-training) and score distribution not using training topics (SD-sampling).
The main difference is the way of collecting scores of relevant documents. SD-training
needs extra training topics and the corresponding relevance labels of the documents in
the collection, while SD-sampling needs to sample documents and render relevance la-
bels from users. The two versions that we implemented are summarized in Algorithm
7 and 8. One notable design choice we are faced with is the ranking model. We
use BM25 as the ranking model as it is impossible to use exactly the same ranking
model with AutoTAR. One reason is that the features used for the logistic regression
ranking model of AutoTAR are document-wise TF-IDF vectors, and training data is in-
teractively obtained from user relevance feedback; however, the two score distribution
methods are not interactive methods, thus extra training topics are needed, and the fea-
tures must be topic-document-wise if we train a cross-topic ranking model. Therefore,
it is not possible to use exactly the same ranking model with AutoTAR. Another reason
is that what matters for the score distribution methods is the distribution of scores in-
stead of the absolute value of each score [6].

We ran SD-training and SD-sampling on the 30 test topics in the Technology-
Assisted Reviews in Empirical Medicine Task at CLEF 2017, as this makes it pos-
sible to compare our implementation with the performance reported in [71]. For
SD-training we achieved a recall of 0.994 and precision of 0.042, while the metrics
reported are 0.989 and 0.057. For SD-sampling we fine-tune the hyper-parameter
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sample size psample (%), with psample ∈ [0.1, 0.2, 0.3, 0.4, 0.5]. The best configur-
ation (psample = 0.2) leads to a recall of 0.978 and precision of 0.062, with Hollmann
et al. [71] reporting 0.948 and 0.079.

Algorithm 7: Score distribution using training topics (SD-training)

Input: Target topic q, the corresponding document collection Cq , target recall
recallt, training topics, the corresponding document collections and
the full relevance judgement sets.

Output: A ranked list of documents D = [d1, d2, . . .].
Parameter: None.

// Training topics
1 Produce ranking scores for the relevant documents of all the training topics by

applying BM25 ranking function;
2 Fit a Gaussian distribution N (µ, σ2) over the scores of these relevant

documents;

// Target topic
3 Produce ranking scores for all documents of the target topic by applying

BM25 ranking function;
4 Find the point where the cumulative density probability of N (µ, σ2) equals

1− recallt;
5 Extract from Cq all the documents of which the ranking scores are larger than

the point;

// Final ranked list
6 Sort the extracted documents by the descending order of ranking scores,

denoted as D;

3.5.5 Implementation
Similar to AutoTAR and related methods, our proposed framework is topic-wise inde-
pendent, which means a brand new ranking model is trained at the beginning of the
TAR process for each topic.

For fair comparison in terms of precisely stopping the TAR process at a target
recall, we use the same document representation and ranking model as AutoTAR. Spe-
cifically, we use TF-IDF document representation and logistic regression for rank-
ing: we consider all documents associated to a given topic as the corpus, and con-
struct a TF-IDF vector for each document as its representation. We use scikit-learn
(a Python Machine Learning toolkit)13 for the implementation. In particular, we use
TfidfVectorizer with its default configuration to preprocess the input text and
generate the TF-IDF vector, while we use LogisticRegression with the default
configuration (which is also proven to be the best configuration when reproducing the
AutoTAR baseline) for the logistic regression models.

We also implemented and reproduced all the baselines: AutoTAR, Knee, Target,

13https://scikit-learn.org/
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Algorithm 8: Score distribution not using training topics (SD-sampling)

Input: Target topic q, the corresponding document collection Cq , target recall
recallt.

Output: A ranked list of documents D = [d1, d2, . . .].
Parameter: Sample size psample (%).

// Sample documents
1 Produce a ranked list of all the documents and a ranked list of normalized

score by applying BM25 ranking function on Cq;
2 Sample uniformly |Cq|·psample documents, denoted by D1;

// Fit Gaussian distribution
3 Fit a Gaussian distribution N (µ, σ2) over the scores of the sampled relevant

documents;
4 Find the point where the cumulative density probability of N (µ, σ2) equals

1− recallt;
5 Extract from Cq the documents of which the ranking scores are larger than the

point, denoted by D2;

// Final ranked list
6 Output the final ranked list D by merging D1 and D2 by the descending order

of ranking scores;

SCAL, SD-training and SD-sampling given that their source code is not available on-
line. The code used in this chapter will be released as open source code online.14

3.6 Results and Analysis
In this section, we conduct experiments on all the datasets to answer the aforemen-
tioned research questions.

3.6.1 Stopping Effectiveness
This experiment is designed to answer RQ1. In this experiment, methods to be com-
pared are provided with a target recall. A method is considered better than another
whether (1) it achieves higher recall, (2) it spends less assessment cost, and (3) the
achieved recall when it decides to stop the TAR process is as close as possible to the
target recall. As explained in Section 3.5.3, we use a portfolio of metrics including
recall, cost, RE, losser, and reliability for evaluation.

Experimental Setting

As our framework provides the flexibility to target the TAR process for recall, we vary
the target recall value between 0.8, 0.9, and 1.0 to see whether the proposed framework
is capable of stopping the TAR process on time. We focus on {0.8, 0.9, 1.0} because
high recall is usually desired in the TAR process.

14https://github.com/dli1/auto-stop-tar
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The proposed framework provides multiple choices for its sampling module, es-
timation module and stopping module. The estimator varies between the Horvitz-
Thompson estimator and the Hansen-Hurwitz estimator, and the stopping strategy var-
ies between optimistic and conservative. In total there are five variations of the pro-
posed framework: HT-opt, HT-con1 (variance is calculated based on Equation 3.6),
HT-con2 (variance is calculated based on Equation 3.7), HH-opt, HH-con (variance is
calculated based on Equation 3.9).

By running the five variations on the corresponding training topics of the EMED,
TR and LEGAL datasets, we find the combination of APPrior and HT-con1 performs
the best. In the rest of the chapter, we use this configuration as our method. The impact
on the stopping effectiveness with regards to the sampling methods (APPrior, Power-
Law, MixtureUniform), estimators (HT and HH) and stopping strategies (optimistic
and conservative) can be found in Section 3.6.4.

This experiment is conducted on all five test datasets including EMED 2017, EMED
2018, EMED 2019, TR and LEGAL. Note that for a topic on TR and LEGAL, there
is no associated documents filtered with some initial ranking techniques like on the
EMED datasets, therefore we use the whole document collection as the associated doc-
uments for each topic. On the other hand, our method typically needs a large amount
of memory (or a long time depending on the implementation) when calculating the
first order and the second order inclusion probabilities. For example, it needs about
20GB memory to deal with topics associated with about 15,000 documents. As a con-
sequence it is impossible to run our method directly on our computational resources.
As an alternative, for the TR and LEGAL datasets, we split the whole collection into
buckets of 1000 documents, run our method over these buckets, and concatenate all the
sampled documents for the final reviewing. This adaption is only for our method. All
the baselines are run on the TR and LEGAL dataset as it is.

We compare our method with Knee, Target, SCAL, SD-training and SD-sampling.
The Knee method and the Target method are designed to achieve 100% recall, and the
rest are designed to stop the TAR process at a specified target recall. We present the
results of the Knee method and the Target method only when the target recall is 1.0.
We fine-tune all the methods (if needed) on the training topics when the target recall
is 0.8, 0.9 and 1.0, respectively. The Knee method has two hyper-parameters: slope
ratio bound: bound, number of reviewed documents when knee detection takes effect:
β. The recommended value reported in [37] is bound = 156 − min(Rt, 150) and
β = 1000. Based on this we conducted a grid search for bound ∈ [3, 6, 10, 156 −
min(Rt, 150)], and β ∈ [100, 1000]. The Target method has one hyper-parameter:
relevant document number in the target set nrel. The recommended value repor-
ted in [37] is nrel = 10. Based on this, we conducted a grid search by alternating
nrel = [5, 10, 15]. SCAL has three hyper-parameters: the size of the large document
sample set NU (%), the sub-sample size of a batch b, the calibration factor η. The re-
commended configuration reported in [39] is NU = 1.0, b = 30, and η = 1.05. Based
on this we conducted a grid search for NU ∈ [0.6, 0.8, 1.0], b ∈ [30, 50, 70, 90, 110],
η ∈ [1.0, 1.05]. SD-training has no hyper-parameter. SD-sampling has one hyper-
parameter: sample size psample ∈ [0.1, 0.2, 0.3, 0.4, 0.5]. The best configuration of
these baselines for different target recall is shown in Table 3.10.
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Table 3.11: Stopping effectiveness (recallt = 1.0).
Method recallc ↑ cost ↓ reliability ↑ losser ↓ RE ↓*

EMED 2017

Knee 0.998± 0.006 0.291 ± 0.194 0.833± 0.379 0.041 ± 0.081 0.002± 0.006
Target 0.978± 0.036 0.614± 0.258 0.567± 0.504 0.292± 0.349 0.022± 0.036
SCAL 0.984± 0.038 0.659± 0.281 0.700± 0.466 0.253± 0.265 0.016± 0.038
SD-training 0.999 ± 0.003 0.997± 0.007 0.967 ± 0.183 0.466± 0.292 0.010± 0.001
SD-sampling 0.973± 0.042 0.762±0.283 0.533± 0.507 0.311± 0.320 0.027± 0.036
Ours 0.999 ± 0.008 0.625± 0.190 0.967 ± 0.183 0.161± 0.115 0.001 ± 0.008

EMED 2018

Knee 0.994± 0.013 0.328 ± 0.258 0.700±0.466 0.047 ± 0.080 0.006 ± 0.013
Target 0.983± 0.022 0.594± 0.289 0.500± 0.509 0.251± 0.310 0.017± 0.022
SCAL 0.982± 0.039 0.657± 0.284 0.600± 0.498 0.233± 0.254 0.018± 0.039
SD-training 1.000 ± 0.000 0.996± 0.008 1.000 ± 0.000 0.394± 0.277 0.010± 0.000
SD-sampling 0.964± 0.093 0.688± 0.270 0.533± 0.507 0.180± 0.170 0.036± 0.090
Ours 0.992± 0.044 0.662± 0.182 0.967± 0.183 0.163± 0.136 0.008± 0.044

EMED 2019

Knee 0.998± 0.009 0.420 ± 0.311 0.968± 0.180 0.122 ± 0.160 0.002± 0.009
Target 0.985± 0.025 0.753± 0.275 0.645± 0.486 0.428± 0.350 0.015± 0.025
SCAL 0.993± 0.022 0.808±0.219 0.839± 0.374 0.410± 0.288 0.007± 0.022
SD-training 0.999± 0.004 0.992± 0.016 0.968± 0.180 0.545± 0.262 0.010± 0.001
SD-sampling 0.974± 0.070 0.767± 0.249 0.623± 0.489 0.306± 0.273 0.028± 0.066
Ours 1.000 ± 0.000 0.651± 0.198 1.000 ± 0.000 0.223± 0.148 0.000 ± 0.000

TR

Knee 0.960± 0.056 0.016 ± 0.041 0.088± 0.288 0.005 ± 0.016 0.040± 0.056
Target 0.944± 0.063 0.120± 0.150 0.147± 0.359 0.024± 0.068 0.056± 0.063
SCAL 0.919± 0.168 0.146± 0.317 0.147± 0.359 0.079± 0.211 0.081± 0.168
SD-training 1.000± 0.000 1.000± 0.000 1.000 ± 0.000 0.122± 0.173 0.010± 0.000
SD-sampling 0.988± 0.066 0.944± 0.225 0.941± 0.239 0.106± 0.142 0.022± 0.063
Ours 1.000 ± 0.000 0.779± 0.148 0.941± 0.239 0.100± 0.160 0.000 ± 0.000

LEGAL

Knee 0.966± 0.048 0.287 ± 0.272 0.500± 0.707 0.004±0.002 0.034± 0.048
Target 0.953± 0.028 0.147± 0.008 0.000± 0.000 0.003 ± 0.003 0.047± 0.028
SCAL 0.039± 0.031 0.005± 0.001 0.0± 0.0 0.924± 0.060 0.961± 0.031
SD-training 1.000 ± 0.000 1.000± 0.000 1.000 ± 0.000 0.007± 0.002 0.010± 0.000
SD-sampling 1.000 ± 0.000 1.000± 0.000 1.000 ± 0.000 0.007± 0.002 0.010± 0.000
Ours 0.996± 0.001 0.833± 0.025 0.000± 0.000 0.005± 0.001 0.004 ± 0.001

*: ↑ means that higher values are better, and ↓ means that lower values are better.

Table 3.12: Stopping effectiveness (recallt = 0.9).
Method recallc (≈ recallt )* cost ↓ reliability ↑ losser ↓ RE ↓

EMED 2017

SCAL 0.914 ± 0.075 0.496± 0.244 0.667± 0.479 0.168± 0.209 0.072± 0.042
SD-training 0.955± 0.057 0.691± 0.054 0.833 ± 0.379 0.233± 0.148 0.080± 0.034
SD-sampling 0.902 ± 0.083 0.506± 0.277 0.567± 0.504 0.192± 0.278 0.071± 0.057
Ours 0.884 ± 0.088 0.421 ± 0.097 0.500± 0.509 0.097 ± 0.065 0.069 ± 0.070

EMED 2018

SCAL 0.902 ± 0.087 0.493± 0.241 0.667± 0.479 0.154± 0.168 0.074± 0.060
SD-training 0.972± 0.033 0.701± 0.038 0.967 ± 0.183 0.196± 0.138 0.082± 0.030
SD-sampling 0.855± 0.108 0.379 ± 0.217 0.367± 0.490 0.077 ± 0.074 0.080± 0.102
Ours 0.892 ± 0.075 0.441± 0.103 0.600± 0.498 0.098± 0.078 0.046 ± 0.071

EMED 2019

SCAL 0.893 ± 0.104 0.621± 0.206 0.516± 0.508 0.271± 0.198 0.082± 0.082
SD-training 0.940± 0.100 0.713± 0.043 0.774 ± 0.425 0.295± 0.156 0.092± 0.075
SD-sampling 0.893 ± 0.095 0.517± 0.270 0.508± 0.504 0.198± 0.260 0.072± 0.077
Ours 0.878 ± 0.096 0.479 ± 0.129 0.387± 0.495 0.159 ± 0.154 0.072 ± 0.080

TR

SCAL 0.903 ± 0.171 0.144 ± 0.318 0.647± 0.485 0.083 ± 0.210 0.094± 0.163
SD-training 1.000± 0.000 1.000± 0.000 1.000 ± 0.000 0.122± 0.173 0.111± 0.000
SD-sampling 0.936± 0.129 0.779± 0.407 0.794± 0.410 0.102± 0.136 0.133± 0.063
Ours 0.953± 0.030 0.766± 0.163 0.941± 0.239 0.103± 0.158 0.062 ± 0.027

LEGAL

SCAL 0.039± 0.031 0.005± 0.001 0.000± 0.000 0.924± 0.060 0.957± 0.035
SD-training 1.000± 0.000 1.000± 0.000 1.000 ± 0.000 0.007 ± 0.002 0.111± 0.000
SD-sampling 1.000± 0.000 1.000± 0.000 1.000 ± 0.000 0.007 ± 0.002 0.111± 0.000
Ours 0.803 ± 0.006 0.811 ± 0.029 0.000± 0.000 0.043± 0.004 0.108 ± 0.007

*: recallc should be as close as recallt .
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Table 3.13: Stopping effectiveness (recallt = 0.8).
Method recallc (≈ recallt )* cost ↓ reliability ↑ losser ↓ RE ↓

EMED 2017

SCAL 0.888± 0.089 0.451± 0.255 0.800 ± 0.407 0.177± 0.246 0.138± 0.072
SD-training 0.881± 0.113 0.417± 0.068 0.767± 0.430 0.109± 0.062 0.148± 0.088
SD-sampling 0.798 ± 0.087 0.350 ± 0.270 0.433± 0.504 0.170± 0.269 0.077 ± 0.076
Ours 0.787 ± 0.090 0.335 ± 0.077 0.367± 0.490 0.105 ± 0.056 0.088± 0.080

EMED 2018

SCAL 0.862± 0.093 0.428± 0.245 0.767± 0.430 0.144± 0.162 0.119± 0.070
SD-training 0.886± 0.094 0.414± 0.059 0.833 ± 0.379 0.086 ± 0.055 0.141± 0.074
SD-sampling 0.753± 0.137 0.258 ± 0.168 0.367± 0.490 0.099± 0.100 0.121± 0.134
Ours 0.781 ± 0.073 0.347± 0.089 0.467± 0.507 0.104± 0.061 0.064 ± 0.069

EMED 2019

SCAL 0.887± 0.086 0.577± 0.245 0.903 ± 0.301 0.261± 0.228 0.134± 0.071
SD-training 0.826± 0.153 0.421± 0.066 0.613± 0.495 0.146 ± 0.085 0.155± 0.114
SD-sampling 0.787 ± 0.125 0.366 ± 0.249 0.475± 0.504 0.166± 0.217 0.111± 0.110
Ours 0.791 ± 0.121 0.397 ± 0.119 0.452± 0.506 0.158± 0.143 0.111 ± 0.100

TR

SCAL 0.761± 0.288 0.107 ± 0.282 0.676± 0.475 0.167± 0.285 0.247± 0.263
SD-training 1.000± 0.000 1.000± 0.000 1.000 ± 0.000 0.122± 0.173 0.250± 0.000
SD-sampling 0.896± 0.168 0.690± 0.456 0.735± 0.448 0.100 ± 0.117 0.231± 0.063
Ours 0.885 ± 0.053 0.754± 0.174 0.912± 0.288 0.115± 0.153 0.111 ± 0.056

LEGAL

SCAL 0.039± 0.031 0.005 ± 0.001 0.000± 0.000 0.924± 0.060 0.952± 0.039
SD-training 1.000 ± 0.000 1.000± 0.000 1.000 ± 0.000 0.007 ± 0.002 0.250± 0.000
SD-sampling 1.000 ± 0.000 1.000± 0.000 1.000 ± 0.000 0.007 ± 0.002 0.250± 0.000
Ours 0.684± 0.022 0.794± 0.032 0.000± 0.000 0.105± 0.015 0.145 ± 0.027

*: recallc should be as close as recallt .

Results

Effectiveness in terms of high recall and low cost. Achieving 100% recall is desired
in electronic discovery, systematic review, investigation, research, and the construction
of datasets for information retrieval evaluation. It is interesting to see whether the
stopping methods can achieve 100% recall with low cost.

In Table 3.11 the target recall is set to 100%, and we focus on the recall, cost and
losser values. On the EMED 2017 dataset, all the methods can achieve very high recall
(97.8% to 99.9%); among them Knee only needs around 30% cost, while Target, SCAL,
SD-sampling and our method needs double cost (61.4% to 76.2%), and SD-training
needs to review almost the full document collection. When comparing the losser value
which considers both recall and cost, Knee achieves the best performance, and our
method achieves the second best performance. Similar results can be observed on the
EMEM 2018, EMED 2019 and TR datasets. Note that the performance of all methods
on LEGAL is very different from those on the remaining four datasets. The cost on TR
an LEGAL are always larger than that on EMED. This is because our method applied
on TR and LEGAL is a slightly different from the original algorithm, as mentioned at
the beginning of this section. Specific reason is that we train a new ranking model from
scratch for each split of the document collection, which leads to reviewing more non-
relevant documents. This issue can be addressed by training a global ranking model
for all the splits, we leave this for the future work.

In order to better understand the relation of cost and recall, we further visualize
the cost and recallc columns of Table 3.11. Figure 3.3 shows the scatter plots of
different methods, and the cost and recallc values are averaged over all topics. When
the target recall is set to 100% (subplots (a) to (e) in Figure 3.3), the Knee method, the
SD-training method and our method are on the Pareto frontier, indicating they achieve
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a good balance between cost and recall.
Overall, when the goal is achieving high recall and low cost, the Knee method

performs the best. It is a greedy method designed for total recall tasks; there is no
sampling mechanism and the goal is to collect many relevant documents as fast as
possible. Our method achieves the second best performance. It is a sampling method
that trades off the assessment cost for the estimation of R.

Effectiveness in terms of on-time stopping. Another goal of the proposed frame-
work is to stop the TAR process on time. It is also interesting to see whether the recall
achieved when the TAR process is stopped is close to the target recall and how often
the achieved recall is equal to or higher than the target recall. We vary target recall
value between 0.8, 0.9 and 1.0 in Table 3.11, 3.12 and 3.13, and focus on the RE and
reliability values.

First, let us examine each table and compare the performance of different methods.
Our method achieves either the best or comparable RE and reliability values among
all baselines, indicating that it can stop the TAR process on time. The Knee method
performs slightly worse than our method, because it stops the TAR process early and
thus it is more likely to achieve a recall less than 100%. The Target method performs
worse than the Knee method because it needs much more assessment cost while still
achieving slightly lower recall than the Knee method; the observation is similar with
the conclusion in [37]. Note that given a target recall, although it is possible to fine-
tune the hyper-parameters for the Knee method, or adapt the method by collecting a
subset of the target set for the Target method, these tricks do not represent their ori-
ginal intentions. Therefore we only report the results when recallt = 1.0 for Knee and
Target. The SCAL method, which also stops the TAR process based on an estimator of
R, can achieve the target recall accurately but the cost is higher than Knee as expec-
ted. The SD-training method estimates the cutoff of stopping reviewing documents by
fitting a Gaussian distribution of the ranking scores of relevant documents of training
data. It is not an interactive method. Instead, the documents are only ranked one time.
SD-training does not stop the TAR process on time and it also needs more cost. SD-
sampling is similar to SD-training, the difference is that the documents which provide
ranking scores are sampled from the documents of the current topic, instead of training
topics. SD-sampling stops the TAR process better than SD-training.

Now, let us examine how the RE and reliability values change across the three
tables. It can be found that the RE and reliability values of all the methods in-
crease when the target recall decreases. SCAL stops the TAR process on time when
target recall is 1.0 and 0.9, but not on time when target recall is 0.8. SD-sampling
stops the TAR process more accurately than SD-training, indicating sampling relevant
documents within one topic is effective for on-time stopping. The aforementioned ob-
servations are also supported in the scatter plots in Figure 3.3 and 3.4 (values averaged
over topics), Figure 3.4 and 3.4 (topic-wise values). The desirable situation is to stop
the TAR process exactly when recallc = recallt.

Overall, when the goal is to stop the TAR process on time, our method performs
better than Knee. SCAL, SD-sampling also performs comparably well, but SD-training
does not perform as well as them.
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(a) EMED 2017, recallt = 1.0
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(b) EMED 2018, recallt = 1.0
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(c) EMED 2019, recallt = 1.0
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(d) TR, recallt = 1.0
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(e) LEGAL, recallt = 1.0
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(f) EMED 2017, recallt = 0.9
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(g) EMED 2018, recallt = 0.9
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(h) EMED 2019, recallt = 0.9
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(i) TR, recallt = 0.9
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(j) LEGAL, recallt = 0.9

Figure 3.3: Visualization of stopping effectiveness on five datasets. x-axis is cost, y-axis is
recallc. Each point in the plots represents one method. The desirable situation is to stop the
TAR process exactly when recallc = recallt.
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(a) EMED 2017, recallt = 0.8
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(b) EMED 2018, recallt = 0.8
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(c) EMED 2019, recallt = 0.8
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(d) TR, recallt = 0.8
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(e) LEGAL, recallt = 0.8

Figure 3.3: (Con’t) Visualization of stopping effectiveness on five datasets. x-axis is cost, y-
axis is recallc. Each point represents one method. The desirable situation is to stop the TAR
process exactly when recallc = recallt.

3.6.2 Estimating R

This experiment is designed to answer RQ2. We examine whether the estimator R̂ is
unbiased with low variance. Further, as the estimator R̂ is expected to be more accurate
with more sampled documents, we also examine the estimator R̂ changes as the target
recall changes.

Experimental setting

The experimental setting is the same as in the previous experiment. We only report
results for the EMED 2017 dataset since the results for the other datasets are similar.
Because Knee, Target, SD-training and SD-sampling do not provide an estimation of
R, we only compare our method with SCAL.

Results

For each topic, we record R and R̂ when the TAR process stops and present them in
scatter plots shown in Figure 3.5. We also report the MSE metric to see how far the
estimated value is from the true value.

We can see that most points of our method lie on the diagonal line when recallt =
1.0, indicating that our method accurately estimate R. When recallt = 0.9 and
recallt = 0.8 R is under-estimated. But if we also take v̂ar(R̂) into consideration,

72



3.6. Results and Analysis

0.0 0.2 0.4 0.6 0.8 1.0
Cost

0.0

0.2

0.4

0.6

0.8

1.0
Re

ca
ll model_name

Knee
Target
SCAL
SD-training
SD-sampling
Ours

(a) EMED 2017, recallt = 1.0
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(b) EMED 2018, recallt = 1.0
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(c) EMED 2019, recallt = 1.0
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(d) TR, recallt = 1.0
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(e) LEGAL, recallt = 1.0
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(f) EMED 2017, recallt = 0.9
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(g) EMED 2018, recallt = 0.9
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(h) EMED 2019, recallt = 0.9
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(i) TR, recallt = 0.9
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(j) LEGAL, recallt = 0.9

Figure 3.4: Topic-wise visualization of stopping effectiveness on five datasets. Color and marker
together distinguish different methods. Each point represents one topic.
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(a) EMED 2017, recallt = 0.8
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(b) EMED 2018, recallt = 0.8
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(c) EMED 2019, recallt = 0.8
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(d) TR, recallt = 0.8

0.0 0.2 0.4 0.6 0.8 1.0
Cost

0.0

0.2

0.4

0.6

0.8

1.0

Re
ca
ll

model_name
SCAL
SD-training
SD-sampling
Ours

(e) LEGAL, recallt = 0.8

Figure 3.4: (Con’t) Topic-wise visualization of stopping effectiveness on five datasets. Color
and marker together distinguish different methods. Each point represents one topic.

i.e. the bar of one standard deviation R̂ ± v̂ar(R̂), it is more likely that the bar covers
R when recallt = 0.9 and recallt = 0.8. The major reason of under-estimation for
low target recall are due to the low prevalence of the topics in the collection. At the
early iterations the estimator fluctuates drastically. With more documents, especially
more non-relevant document for low-prevalence topic being sampled, the inclusion
probabilities are generally approaching to 1.0. Hence, finding a new relevant docu-
ment will only slightly increase R̂ and this makes the estimator slowly approaching the
true value. It is interesting to study how the accuracy of the estimator changes with
different prevalence values. We leave this in the future work.

The SCAL baseline method also under-estimatesR for recallt = 0.9 and recallt =
0.8 but over-estimate R for recallt = 1.0.

Overall, the estimator R̂ of our method is accurate especially for task of high target
recall and summing up v̂ar(R̂) and R̂ partially solves the under-estimation problem
for task of low target recall.

3.6.3 Trade off Recall against Estimating R

Experimental setting

This experiment is designed to answer RQ3. The motivation for this research question
is that we introduce extra assessment costs when we use random sampling instead of
a greedy method. Hence, it is beneficial to know whether we sacrifice too much the
effectiveness of the ranker to collect relevant documents for the ability to accurately
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Figure 3.5: R v.s. R̂ on EMED 2017 (topic-wise). In each subplot, marker and color distinguish
estimators; each point corresponds to a topic. The bar on each point indicates a one standard
deviation (

√
v̂ar(R̂)) away from mean (R̂). An unbiased estimator with zero variance should

lead to points that lie on the x = y line.
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Figure 3.6: Trade off recall against estimating R. The dataset is EMED 2017. The grey line
(AutoTAR) serves as an upper bound of the recall. The blue dotted line and the blue triangle line
indicates how much recall our method trades off against accurately estimating R̂.

estimate the number of missing relevant documents through sampling. In the previous
experiment, we study the quality of the estimator R̂ when the TAR process stops. This
is a “static” experiment in the sense that it only considers R̂ at the final iteration. In
this experiment, we will show how the actual recall and the relative error between R
and R̂ changes along the iteration. For each topic, we let the TAR process run until it
almost exhausts all the documents, reaching at a cost of 95%.

Results

Figure 3.6 shows the tradeoff between high recall and accurate estimation of R. The
AutoTAR method (the grey line) serves as an upper bound of recall. An interesting
point is when AutoTAR achieves a recall of 100% with a cost of 40%, our method
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achieves a recall of 85% and also provides an estimation of R with a relative error of
10%.

The mechanism of AutoTAR is to repeatedly select documents from the top of the
ranking towards the bottom until all the documents are selected; is does not address the
stopping problem. Built on top of the AutoTAR, the Knee method allows for automatic
stopping by using a geometric algorithm to detect the knee of the recall curve. It does
not need extra assessment cost to determine the stopping point, however, it does not
provide any insight on how many relevant documents one would miss if one stops
reviewing. It turns out that knowing this information does need to trade off a certain
amount of recall. The overall finding is that we need to trade off around 15% relevant
documents against estimating R with around a relative error of 10%.

Knowing an estimation of R is necessary in many cases, for example, estimating
the number of missing documents to study the reliability of the results of systematic
reviews [68], estimating the volume of social media posts to track brands popularity
and product sales [181]. The framework can be applied in these application fields.

3.6.4 Model Component Analysis
Experimental setting

This experiment is designed to answer RQ4. We examine how the Horvitz-Thompson
(HT) and Hansen-Hurwitz (HH) estimators, and the optimistic (opt) and conservative
(con) stopping strategies impact the performance of the proposed framework. The
combination of the estimators and the stopping strategies give rise to the following
options: HT-opt, HT-con1 (where the variance is calculated based on Equation (3.6)),
HT-con2 (where the variance is calculated based on Equation (3.7)), HH-opt, and HH-
con1 (where the variance is calculated based on Equation (3.9)). We conduct this
experiment on the training topics of EMED 2017. Similar with the previous setting,
we alternate the target recall level between 0.8, 0.9, and 1.0.

Results

We show the performance of each configuration with respect to losser andRE in Table
3.14.

Estimator. The Horvitz-Thompson estimator performs slightly better than the
Hansen-Hurwitz estimator in terms of both losser and RE. In practice, if the goal is
to achieve high effectiveness, the Horvitz-Thompson estimator is recommended. Note
that the calculation of the Horvitz-Thompson estimator is of relative low-efficiency,
and the way of calculating inclusion probability is not trivial if the sampling is not
random sampling with replacement. In other words, if efficiency is a concern or the
sampling is without replacement, the Hansen-Hurwitz estimator is recommended.

Stopping strategy. The conservative strategy performs slightly better than the
optimistic strategy. In practice, if not missing relevant documents is very important
and the cost is not the main concern, the conservative strategy is recommended. We
find that in our experimental results, the estimator R̂ tends to be lower than the true
value R (as shown in Figure 3.5), therefore adding one standard deviation (remember
that both the mean and variance are provided in the estimation module) to the estimated
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mean value does help to stop the TAR process more effectively. In all the experiments
in this chapter, we have only tried to add one standard deviation; adding two or three
standard deviations can be tried in order to mitigate the underestimation of R in future
work.

Table 3.14: Impact of the Hansen-Hurwitz and Horvitz-Thompson estimators, and the conser-
vative and optimistic stopping strategies on the performance of the framework.

RE ↓ losser ↓
con1 con2 opt con1 con2 opt

recallt = 1.0
HH 0.003 - 0.023 0.159 - 0.144
HT 0.000 0.000 0.000 0.170 0.170 0.170

recallt = 0.9
HH 0.059 - 0.054 0.130. - 0.120
HT 0.060 0.063 0.073 0.108 0.132 0.097

recallt = 0.8
HH 0.086 - 0.037 0.124 - 0.117
HT 0.059 0.091 0.095 0.104 0.112 0.124

*: ↑ means that higher values are better, and ↓ means that lower values are better.

3.7 Conclusion
In this chapter, we have answered RQ2 introduced in Chapter 1 by studying how to
determine the stopping point of document selection in order to construct test collec-
tions that balance the cost of assessing document relevance and the gain of identifying
relevant documents.

We propose a novel continuous active learning framework by jointly training a
ranking model to rank documents, and conducting “greedy” sampling to estimate the
total number of relevant documents in the collection. Within the framework we propose
to use the AP-Prior as the sampling distribution, the Horvitz-Thompson or Hansen-
Hurwitz estimator to estimate the total number of relevant documents, and the optim-
istic or conservative strategy to determine whether to stop the TAR process or not. We
prove the unbiasedness of the proposed estimators under a with-replacement sampling
design. To examine the effectiveness of the proposed framework, we compared it
against the Knee, Target, SCAL, SD-training and SD-sampling methods and provided
detailed analysis on various datasets including the CLEF Technology-Assisted Re-
views in Empirical Medicine datasets [81, 83, 85], the TREC Total Recall datasets [60]
and the TREC Legal datasets [41]. The experimental results demonstrate that the pro-
posed method performs secondary to Knee but better than other baselines in terms of
high recall and low cost; on the other hand, the proposed framework performs better
than Knee and other baselines in terms of stopping the TAR process on time.

To sum up, the proposed framework combines the advantages of the continuous act-
ive learning approach with the advantages of sampling methods. It can effectively re-
trieve relevant documents similar to CAL but also provide a transparent, accurate, and
effective stopping point. Specifically, it is recommended to use the AP-Prior distribu-
tion, the Horvitz-Thompson estimator together with the conservative stopping strategy.
If efficiency is also considered, the Hansen-Hurwitz estimator is recommend instead
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of the Horvitz-Thompson estimator.
There are limitations and several directions that we have not touched and can be

followed in the future work. First, the sampling and estimation in the proposed frame-
work is in a “sequential” manner, i.e., at each iteration, a certain number of documents
are sampled and an estimator of R is calculated. When the sequence of estimators
are repeatedly compared with the target recall until the desired result is observed – the
estimated recall exceeds the target recall, the process yields a biased estimate of re-
call, even though the estimator at each iteration is unbiased. This issue is inherent for
sequential testing [168]. Second, the proposed framework is designed for small-scale
document collections. It requires a relatively small list of documents instead of a col-
lection containing millions of documents so that the calculation of mean and variance
of R is feasible. Currently, we adapted our framework on the large document collec-
tion of TR and LEGAL by randomly splitting the documents, running our algorithm,
and then concatenating the sampled documents for the final reviewing. However, this
is not the best solution. More work can be done such as training the ranking model
globally to avoid sampling too many non-relevant documents. Third, like all other
sampling methods, the proposed framework inherently has the high variance problem
for low-prevalence topics. In practice, where prevalence is low, one must resort to
solutions such as snowball sampling, capture-recapture, and other techniques that are
common in biostatistics and medicine. It is worth studying how to integrate these solu-
tions. Fourth, the performance of the ranking model can be further improved in order
to produce a good ranked list of documents. Currently, only the document text instead
of the topic text is employed for feature representation, the simple TF-IDF is used for
document representation, the logistic regression model is used as the ranking model,
and the ranking model is trained in a topic-wise manner, i.e., a new ranking model is
trained from scratch for each topic. In future work, a stronger ranking model can be
trained by addressing these issues. Finally, the current framework only considers the
number of missing relevant documents to stop the TAR process. More factors should
be taken into account such as the importance of the missing documents. For example,
risk of bias and quality, two concepts from systematic review domain indicating how
reliable the results of the studies included in a systematic review are, can be leveraged
to determine stopping the TAR process [68].

In next chapter, we will study how to leverage crowdsourcing techniques to ac-
quire relevance assessments of the selected documents and aggregate the noisy crowd-
sourcing assessments for test collection construction.
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In Chapter 3, we have studied how to determine the stopping point of document se-
lection for constructing test collections that balance the cost of assessing document
relevance and the gain of identifying relevant documents. After the documents are se-
lected, the next step is to acquire their relevance labels, which is often done through
crowdsourcing. In this chapter, we investigate the issue of leveraging crowdsourcing
techniques to acquire relevance assessments of the selected documents and aggregat-
ing the noisy crowdsourcing assessments for test collection construction. We aim to
answer the following research question asked in Chapter 1:

RQ3 How can we effectively aggregate crowdsourcing labels in order to acquire high-
quality labels in test collections?

4.1 Introduction
As we have explained in Chapter 1, test collections built through the Cranfield paradigm
have significantly benefited the development of IR systems [32, 162]. They are used
both as training data to develop new retrieval models and as test data to evaluate model
performance. Building such test collections requires assessing the relevance of a large
number of documents to a set of search queries. Traditionally the assessment of rel-
evance is performed by trained professionals in a controlled lab environment [162].
As the need for creating new test collections to support the development of algorithms
increases, so does the number of documents that need to be labeled. This makes collec-
tion construction expensive and time-consuming, if not financially unfeasible. Crowd-
sourcing has arisen as a natural cost-effective solution for the construction of test col-
lections and has been widely adopted by the IR community [3, 62, 78, 88]. Typically,
the task of obtaining the relevance label of a document to a query is assigned to crowd
workers (or annotators) in the form of human intelligence tasks (HITs), which we call
tasks for brevity.

Despite its cost-effectiveness, crowdsourcing introduces a major challenge – con-
trolling the quality of the obtained labels through careful aggregation [92]. Majority
voting has been the most prominent aggregation method, with early experiments show-
ing that labels derived by a majority vote of multiple untrained crowd annotators can
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reach a quality comparable to that of a trained NIST assessor [4]. At the same time,
more recent work has shown that the quality of annotations is affected by a number of
factors both from the annotator side and the task side, which are not considered by ma-
jority voting. The impact of human factors can be found in [88], which shows that an
annotator’s motivation, interest and familiarity with the task, perceived task difficulty,
and satisfaction with the offered payment all influence the quality of the crowd annota-
tions. The impact of task factors are studied in [63], concluding that task instruction,
task subjectivity, task type, and the monetary reward of tasks all influence the quality
of crowd annotations.

The aforementioned factors from the annotator side and the task side can be fused
in two abstract concepts: the difficulty of the task and the competence of the annotator.
Mainstream approaches to model the two factors for label aggregation are probabilistic
graphical models (see the surveys of Li et al. [100] and Zheng et al. [182]). The hy-
pothesis is that if a task is inherently easy, the labels from different crowd annotators
will be consistent; otherwise, the labels will differ, and so modelling task difficulty may
help improve the inference of the “true” label. Similarly, if an annotator is familiar with
the topic of the search query and is well motivated (e.g., satisfied with the payment),
he or she has more chance to give answers of good quality. The various probabilistic
graphical models have made different assumptions of the annotation generation pro-
cess where factors such as the difficulty of tasks and the competence of annotators are
modelled. A detailed review of existing work can be found in Section 4.2.

The focus of this chapter lies on devising a novel label aggregation model that can
handle noisy annotations. Our work is an extension of previous work in the sense
that we assume a different annotation generation process. We use a Gaussian process
(GP) for task correlation and multiple Gaussian distributions for the difficulty of tasks
and the competence of annotators. The model allows us to integrate prior knowledge
on tasks and model the label bias of tasks, the difficulty of tasks, the label bias of
annotators and the competence of annotators.

More specifically, we propose a Bayesian generative model, the multi-annotator
Gaussian process (MAGP) model, to tackle the problem of label aggregation. In par-
ticular, we make the hypothesis that the true label of a document is correlated with
the true labels of other documents close to it in some feature space. This hypothesis
has been examined extensively in IR community, e.g., in the cluster hypothesis [115].
To take the correlation across documents into consideration, we use a GP prior on
the latent “true” labels of tasks. A very important consideration of using a GP prior
is that we can infer the true labels of observed tasks, but also predict labels for fu-
ture tasks; while existing methods using probabilistic graphical models are only able
to infer the true labels of observed tasks. Furthermore, we assume that the observed
crowd label is a random variable, composed of the latent true label, noise from the
task itself and noise from the annotator who gives the crowd label. This is partially
evidenced by Maddalena et al. [114] who have empirically shown that studied topic
difficulty and relevance level (relevant or nonrelevant) affect crowd label quality. We
use multiple Gaussian variables to model task noise and annotator noise, respectively.
The advantage of such a model is that we can use the variance parameter of the Gaus-
sian distribution to model how the labels vary, and use the mean parameter to model
any bias towards or against relevancy, both per task and per annotator. In this chapter
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we focus on the variance to model task difficulty and annotator competence and leave
modelling bias as future work. Based on the two assumptions we propose a new an-
notation generation process: first, a Gaussian task noise and Gaussian annotator noise
are added to the latent “true” label and then the final observed label is generated by
passing the variable to a Bernoulli distribution. Based on the generative probabilistic
model, we can calculate the likelihood of the observed crowd annotations. The lat-
ent “true” labels, the annotator competence, and the task difficulty are jointly learned
through maximizing the log likelihood plus the log prior of these parameters.

The main contributions of this chapter are the following:
• We propose a new Bayesian generative model to capture the latent true labels, an-

notator competence, annotator’s bias towards relevancy, task difficulty, and task’s
bias towards relevancy for observed tasks; further more, it can also predict labels for
future tasks.

• We apply a variational expectation maximization (EM) algorithm to effectively learn
the model parameters.

• We empirically demonstrate the effectiveness of our model on both synthetic data
and real data in terms of inferring latent true labels and constructing high-quality test
collections for IR evaluation.

The rest of the work is organized as follows: Section 4.2 gives a broader description
of related work, Section 4.3 gives an overview of the Gaussian Process classification
method, Section 4.4 provides a clear formulation of the problem and describes our
contribution, Section 4.5 sets up the experiment, including a description of the datasets
and the baselines, and Section 4.6 discusses the results. The chapter concludes with
the final observations in Section 4.7.

4.2 Related Work

4.2.1 Crowdsourcing in Information Retrieval
The task of performing relevance assessment is critical to generate high quality IR eval-
uation collections. With the rising popularity of crowdsourcing relevance assessments,
researchers have started to look at how to deal with the quality control challenge in
crowdsourcing. TREC has organized crowdsourcing tracks from 2011 to 2013 [146–
148], aiming to investigate the use of crowdsourcing techniques to evaluate informa-
tion retrieval systems. Alonso et al. [3] have shown that the crowdsourcing assessments
and the expert assessments produced by TREC assessors correlate well in IR evaluation
measures.

The quality of crowd annotations are significantly affected by human factor. Han
et al. [62] studied the impact of worker experience on fine-grained aspects such as
working strategies, productivity levels, quality and diversity of the crowdsourcing an-
notations. Furthermore, researchers have investigated various quality control methods
to ensure crowd annotation quality during the running of crowdsourcing tasks. For
example, limiting the time available for relevance assessment was shown useful for an
IR test collection of better quality [112], asking for the annotator’s rationale such as
a justification more than just a relevance assessment leads to more accurate relevance
assessment [118].
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Existing label aggregation models have been applied to acquire relevance labels for
IR test collection. Hosseini et al. [73] applied the Dawid and Skene model [46] and
found that it is better than the majority voting method. Models specifically designed to
infer latent true relevance labels have been studied. Davtyan et al. [45] exploited doc-
ument content to infer the true relevance label from crowd labels; they proposed label
aggregation algorithms by utilizing majority voting with nearest neighbor or Gaus-
sian process classification. Ferrante et al. [54] proposed an interesting model where
they consider relevance assessment as a stochastic process and propose a novel label
aggregation model.

The focus of this chapter is on the label aggregation task of IR crowdsourcing. For
other works except label aggregation the reader is referred to [2].

4.2.2 Probabilistic Models for Aggregating Crowd Annotations

The problem of learning from multiple noisy annotations has attracted research at-
tention since crowdsourcing became popular. Li et al. [100] and Zheng et al. [182]
reviewed existing work on crowdsourcing label aggregation. The goal of label ag-
gregation is to infer the true label of each task given redundant and maybe inconsist-
ent crowd annotations. The mainstream solution is to design a probabilistic graphical
model to model the probability that an annotator produces a specific label (e.g., relev-
ant) for a task. Usually each observed label is assumed to be generated independently
from other observed labels, given the latent true label of the task.

Let yji denote the annotator j’s label to task i, and zi the latent true label for task i,
and the corresponding capital characters as the variable for all tasks or annotators. The
mainstream probabilistic graphical models define the joint distribution of observed la-
bels Y and z as p (Y , z | θ) =

∏
i p (zi | θ)

∏
j p (yji | zi,θ), but the major difference

is the way they model p (zi | θ) and p (yji | zi,θ). The parameter θ in the model in-
volves factors like the difficulty of each task and the competence of each annotator etc.
The likelihood of the observed annotations is therefore p (Y | θ) =

∫
z
p (Y , z | θ) dz.

The parameter values θ are then inferred by maximizing the likelihood of the observed
data. Representative methods include the Dawid and Skene (DS) model [46], the learn-
ing from crowd (LFC) model, which is a Bayesian version of DS [131], the independ-
ent Bayesian classifier combination (iBCC) model [91], the generative model of la-
bels, abilities, and difficulties (GLAD) [171], the DARE model [14], and the MACE
model [74] etc.

DS [46] models p (yji | zi) by a confusion matrix vjkl = p (yji = l | zi = k)
for each annotator j, which can be understood as an annotator competence matrix, and
models p (zi) by a categorical distribution τk = p (zi = k); then the EM algorithm is
employed to optimize model parameters vjkl and τk. LFC [131] extends DS by adding
a Dirichlet prior for vjk and τ ; again, EM is employed to optimize model parameters.
iBCC [103] is a Bayesian version of LFC; Gibbs sampling is used for parameter in-
ference. GLAD [171] models p (yji | zi) by a logistic function 1

1+e−αiβj
where αi is

the difficulty of task i and βj is the competence of annotator j, and models p (zi) by
the same categorical distribution τk = p (zi = k); model parameters are largely com-
pressed into M +N instead of M ×K ×K as in DS; the parameters are inferred with
the EM algorithm. DARE [14] models p (yji | zi) by a mixture of two distributions
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conditioned on whether the annotator knows the answer; if so, the model constrains
yji to match the true label zi, otherwise it assumes yji is uniformly sampled from the
available classes; whether the annotator knows the answer depends on the task diffi-
culties and the annotator competences; inference employs the expectation propagation
(EP) algorithm. MACE [74] models p (yji = l | zi = k) using a confusion matrix in a
similar way as DS, where vjkl = (1 − θj)εjl if k 6= l and vjkl = θj + (1 − θj)εjl if
k = l; again, this confusion matrix reduces the number of parameters; inference uses
the EM algorithm. As these methods assume different annotation generation processes,
it is difficult to determine which performs the best in practice [102].

Another line of work jointly tackles label aggregation problems with other tasks
such as downstream classification task and evaluation of retrieval systems. For ex-
ample, Zhan et al. [180] proposed a noise-aware classification framework that integ-
rates both noisy label aggregation and classification; Ferrante et al. [55] addressed the
problem of aggregating crowd annotations from a new perspective where they model
crowd relevance judgements as sources of uncertainty and design IR evaluation metrics
such as average precision based on the crowd annotations.

4.2.3 Gaussian Process for Aggregating Crowd Annotations
A Gaussian process is a stochastic process with the important characteristics that any
finite number of random variables follow a joint Gaussian distribution [5]. Mathemat-
ically, it is equivalent to many models such as Bayesian linear models, spline models,
and large neural networks. A formal definition is given: a GP is a collection of random
variables {fi | i ∈ I} satisfying that any finite set of {fi} follows a multivariate Gaus-
sian distribution [128], where I is an infinite index set. A GP is completely specified
by its mean function m(x) and covariance function k (x,x′). We say f is a Gaussian
process and write it as f ∼ GP (m (x) , k (x,x′)). The mean function m (·) describes
the average values of the infinite latent variables we expect without seeing any training
data. It allows one to incorporate prior knowledge about the latent variables we wish
to model. For example, any kind of mechanical or physical model can be used as the
mean function. The covariance function k (·, ·) describes the correlation between two
latent variables. Two latent variables are strongly correlated only if the corresponding
inputs are close to each other.

There are several benefits to using a GP for label aggregation. First, it allows
us to incorporate auxiliary information of tasks by assuming a GP prior over tasks.
For example, in our case, we incorporate the textual information of query-document
pairs; while most existing probabilistic graphical models are only able to incorporate
crowd labels. Second, a GP model works especially well for small data [128]. Small
number of tasks budgeted for constructing datasets is common in many crowdsourcing
scenarios [78], and a GP model fits it better than data-hunger neural networks. Finally,
a GP naturally quantifies the uncertainty of a prediction which can help to determine
whether to include a task in the dataset to be constructed. Whereas the aforementioned
probabilistic graphical models do not have these benefits.

Several GP-based models have been proposed for label aggregation task [59, 120,
134, 137]. Groot et al. [59] studied the problem of inferring the true real-valued la-
bel given multiple noisy real-valued labels. By averaging multiple crowd labels, each
weighted by the variance of the corresponding annotator, to one single label, the ori-
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ginal task is reduced to a vanilla Gaussian process regression task. Rodrigues et al.
[134] proposed a GP-based model to account for multiple annotators with different
levels of expertise. The data generation process they assume is that for each input point
there is a latent true label, and importantly a GP is assumed the prior of all the latent
true labels; then the corresponding annotator produces a label through two Bernoulli
distributions. They use EP to optimize model parameters. Ruiz et al. [137] proposed
a model of binary label aggregation by adding a GP prior on top of the confusion
matrix in the DS model. A novel variational inference algorithm is proposed for the
model. Further, the model is extended in order to deal with large-scale datasets, e.g.,
with approximately 1 million tasks, in the work of [120]. Our work is different from
these models in the sense that it assumes a different annotation generation process, and
accordingly, a different inference method is used to learn model parameters.

4.3 Gaussian Process Classification
In this section we provide a description of the Gaussian process classification model.
Given a set of training samples C , {(xi, yi)}Ni=1 , (X,y), where N is the number
of samples in C, xi is the input point and yi is the corresponding class label, we want
to predict class probabilities for a new point x∗.

A Gaussian process classification model assumes the observed data are generated
through the following process: a Gaussian process first maps the input point x ∈ RD
to a latent variable f ∈ R, then a link function maps f to a real value y ∈ [0, 1]. The
link function can be a logistic function or a probit function. We use a probit function
Φ (f) ,

∫ f
−∞N (z | 0, 1) dz in this chapter. In binary classification setting, we denote

the positive class as 1 and negative class as 0. Therefore, according to the property
of Φ (f), the positive class probability is p (y = 1 | x) = Φ (f) and the negative class
probability is p (y = 0 | x) = Φ (−f).

The data generation process can be rephrased in a perspective of random variables.
First, the latent variables f follow a Gaussian process, denoted by:

f ∼ GP (m (x) , k (x,x′)) . (4.1)

Second, each observed variable y follows a Bernoulli distribution conditioned on its
corresponding latent variable f , denoted by:

y | f ∼ Bernoulli (Φ (f)) . (4.2)

Now let us calculate the predictive probability of a new point x∗ being classified as
positive p (y∗ = 1 | x∗,X,y). We need to first compute the posterior distribution of
the latent variable f∗ when the training data C being observed using Equation (4.3),

p (f∗ | x∗,X,y) =

∫
p (f∗ | x∗,X,f) p (f |X,y) df , (4.3)

and then compute the positive class probability using

p (y∗ = 1 | x∗,X,y) = Φ

(∫
f∗p (f∗ | x∗,X,y) df∗

)
= Φ (E[f∗]) . (4.4)
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Equation (4.4) is straightforward to calculate if we know p (f∗ | x∗,X,y). Next, we
introduce how to calculate p (f∗ | x∗,X,f) and p (f |X,y) in Equation (4.3). Given
the training inputs and the new input point [X,x∗], the corresponding latent variable
[f , f∗] follows a multivariate Gaussian distribution

[
f
f∗

] ∣∣∣
[
X
x∗

]
∼ N

([
µ
µ∗

]
,

[
K K∗
KT
∗ K∗∗

])
, (4.5)

where µ , m (X) is the mean vector of X , µ∗ , m (x∗) is the mean value at x∗.

K ,



k(x1,x1) · · · k(x1,xN )

...
. . .

...
k(xN ,x1) · · · k(xN ,xN )


 is the covariance matrix of X ,

KT
∗ , [k (x1,x∗) , . . . , k (xN ,x∗)] is the covariance vector between X and x∗, and

finally K∗∗ , k (x∗,x∗) is the covariance between x∗ and x∗.
Based on the conditional Gaussian distribution rule [128], the distribution of f∗

conditioned on f is

f∗ | x∗,X,f ∼ N (µf∗ ,Σf∗) , (4.6)

where µf∗ = m (x∗) + K∗K−1 (f −m (X)), Σf∗ = K∗∗ −KT
∗ K

−1K∗. Now let
us approximate p (f |X,y), the joint posterior distribution of the latent variables. By
using Bayes rule, p (f |X,y) becomes

p (f |X,y) =
p (f |X) p (y | f)

p (y |X)
. (4.7)

The prior p (f |X) is presented in Equation (4.5), and the likelihood p (y | f) is

p (y | f) =

N∏

i=1

p (yi | fi) =

N∏

i=1

Φ
(

(−1)
(1−yi) fi

)
. (4.8)

However, the computation of the evidence p (y |X) is not trivial, because it is not
a Gaussian distribution due to the multiplication of the Bernoulli likelihood with the
Gaussian prior. The solution can be either analytic approximations of integrals like
Expectation Propagation or Laplace Approximation, where a Gaussian distribution is
used to approximate the posterior distribution p (f |X,y) and the evidence p (y |X),
or numerical approximation methods like Monte Carlo sampling [128].

In general, the mean functionm (·) and the covariance function k (·, ·) of the Gaus-
sian process classification model both contains parameters to be learned. To learn
these parameters, one needs to maximize the likelihood of the observed data, which
is arg maxθ p (y |X,θ); or adopt a Bayesian view by considering both the likeli-
hood and the prior of parameters, which is arg maxθ p (y |X,θ) p (θ). 1 The prior
item p (θ) can avoid model overfitting and the likelihood p (y |X,θ) “incorporates a
trade-off between model fit and model complexity” [128].

1Here we rewrite p(y |X) as p(y |X,θ) when we explicitly take θ into consideration.
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4.4 Multi-Annotator Gaussian Process Classification

4.4.1 Problem Formulation
Different from the vanilla Gaussian process classification model where in the observed
date each example has one single class label, in the multi-annotator case, each example
(or task) are given multiple class labels annotated by different annotators. Assume
there are N unique tasks and M unique annotators in training set. Denote Ci ,
{(xi, y1

i ), (xi, y
1
i ), ..., (xi, y

Mi
i )} the annotated labels for the i-th task. Hence, the

observed data is denoted by C , {C1,C2, ...,CN}. Our goal is to infer the true class
label yi for each task xi.

4.4.2 The Model
The Assumptions

As discussed in the introduction, we assume that the observed annotation labels are
affected by three major factors, the latent true label of each task, the difficulty level of
each task, and the competence of each annotator.

First, to a big extent it is the the latent true label that determines the observed label.
Further, true labels across topically similar documents should be correlated. To this
end, we use a Gaussian process f , [f1, f2, ..., fN ] to model the latent true labels,

f ∼ GP (m (x) , k (x,x′)) , (4.9)

where the covariance function k (x,x′) captures the correlation across query-document
pairs, and the mean function m (x) captures our prior knowledge on the relevance of
query-document pairs.

Second, the difficulty level of a task affects the consistency of its annotated labels.
If a task is easy the annotations from different crowd annotators will tend to be the
same; otherwise, the annotations will be very different. To this end, we use a Gaussian
noise εi to model task difficulty for each task xi:

εi ∼ N
(
µi, σ

2
i

)
, (4.10)

where µi models the bias towards relevancy or irrelevancy and σ2
i models the difficulty

level of the task.
Third, the competence of an annotator affects the quality of his or her annotations.

Note that by “competence” we mean a number of factors that can affect an annotator’s
quality for a given task, including his ability, familiarity with the task, satisfaction from
the payment, or even the annotator’s preference or special ability towards some specific
topics.

To model all these, similarly to εi, we use another Gaussian noise εj :

εj ∼ N
(
µj , σ

2
j

)
, (4.11)

where the mean µj models the bias of an annotator towards relevancy or irrelevancy,
and the variance σ2

j models his or her competence.

86



4.4. Multi-Annotator Gaussian Process Classification
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Figure 4.1: Graphical model for the Multi-Annotator Gaussian process model. Squares repres-
ent observed variables and circles represent latent variables. Figure 4.1(a) illustrates the prior of
the annotation process. The thick horizontal bar represents a set of fully connected nodes {fi}
which follows a Gaussian process. Figure 4.1(a) illustrates the likelihood. For each annotator a
latent variable is generated via aji = fi + εi and latent variable is generated via bji = aji + εj ,
and finally, the observed variable is generated via a Bernoulli distribution Bernoulli (Φ (bji )).

Annotation process

We assume the observed data are generated through the following process, which is
illustrated as a chain graphical model in the bottom panel of Figure 4.1. Each task
xi ∈ RD is associated with a latent variable fi ∈ R, which indicates its relevance label.
These latent variables conform to a Gaussian process. When a task xi is distributed to
an annotator Aj , a Gaussian noise εi is added to fi to generate aji which incorporates
the difficulty of the task, and then another Gaussian noises εj is added to aji to generate
the latent variable bji which incorporates the competence of the annotator. We further
assume that εi is independent from fi and any other noise εl(l 6=i); and εj is independent
from any fi, any εi, and any other εk(k 6=j). Finally a probit function maps bji to a value
in the interval [0, 1], denoted by Φ (bji ), which represents the probability of yji being
relevant, i.e. p (yji = 1) = Φ (bji ).
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Label Inference

Given a new point or an existing point x∗, our goal is to predict the class label. Similar
to Equation (4.4) of the vanilla Gaussian process classification model, we calculate the
positive class probability using p (f∗ | x∗,X,Y ) in Equation (4.12):

p (y∗ = 1 | x∗,X,Y ) = Φ

(∫
f∗p (f∗ | x∗,X,Y ) df∗

)
= Φ (E[f∗]) . (4.12)

The integral item p (f∗ | x∗,X,Y ) is further represented as:

p (f∗ | x∗,X,Y ) =

∫
p (f∗ | x∗,X,f) p (f |X,Y ) df . (4.13)

Similar to the vanilla Gaussian process classification model, using the Bayes’ rule
p (f |X,Y ) in Equation (4.13) can be rewritten as:

p (f |X,Y ) =
p (f |X) p (Y | f)∫
p (f |X) p (Y | f) df

=
p (f |X) p (Y | f)

p (Y |X)
. (4.14)

The prior p (f | X) is the Gaussian prior, presented in Equation (4.5). The likelihood
of the observed data from multiple annotators, p (Y | f), consists of multiple Bernoulli
likelihood. It is one of the contribution of this work. Based on the independence
assumption in the annotation generation process, p (Y | f) can be presented as:

p(Y | f) =

N∏

i=1

M∏

j=1

∫
N
(
bji | fi + µi + µj , σ

2
i + σ2

j

)
Φ
(

(−1)(1−yji )bji

)
dbji .(4.15)

Below we give the detailed derivation.

p (Y | f) =

N∏

i=1

M∏

i=1

p
(
yji | fi

)
(4.16a)

p
(
yji | fi

)
=

∫∫
p
(
yji | aji , bji , fi

)
p
(
aji , b

j
i |fi
)

daji dbji (4.16b)

=

∫∫
p
(
aji | fi

)
p
(
bji | aji

)
p
(
yji | bji

)
daji dbji (4.16c)

=

∫∫
N
(
aji | fi + µi, σ

2
i

)
N
(
bji | aji + µj , σ

2
j

)

Φ
(

(−1)1−yji bji

)
daji dbji (4.16d)

=

∫
N
(
bji | fi + µi + µj , σ

2
i + σ2

j

)
Φ
(

(−1)(1−yji )bji

)
dbji (4.16e)

Equation (4.16b) applies the Total Probability rule; Equation (4.16c) is true because
aji is only dependent on fi, b

j
i is only dependent on aji , and yji is only dependent on

bji ; Equation (4.16d) is true because the sum of a constant fi and a Gaussian variable
εi is a Gaussian variable, similarly the sum of a constant aji and a Gaussian variable
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εj is a Gaussian variable; Equation (4.16e) integrates aji out by applying the Gaussian
Marginal and Conditional rule [121, page 93].

Now we continue the discussion of Equation (4.14). Note that p (f | X,Y ) is not
a Gaussian distribution due to the multiplication of the Bernoulli likelihood with the
Gaussian prior and thus the computation of the integral is not trivial. The major idea
is to use a multivariate Gaussian distribution q (f) to approximate p (f | X,Y ). The
problem is solved together with the optimization of model parameters.

4.4.3 Model Optimization
The proposed model contains the parameters of the mean function and the covariance
function which are common for all Gaussian process models, the parameters (µi, σ

2
i )

for every task i and (µj , σ
2
j ) for every annotator j.

Our goal is to optimize the model with regard to θ. Similar to the vanilla Gaussian
process classification model, we adopt a Bayesian view and maximize log of the like-
lihood of the observed data plus the log of the parameter prior: log p (Y ,θ | X) =
log p (Y |X,θ) + log p (θ) with regard to θ. We formally write the problem as:

arg max
θ

{log p (Y |X,θ) + log p (θ)} . (4.17)

As the first part log p (Y | X,θ) =
∫
p (f | X)p (Y | f) df is intractable, which

is explained in the discussion of Equation (4.14), we instead maximize its variational
lower bound (also called evidence lower bound, ELBO), which is tractable. The deriv-
ation of ELBO is presented as follows:

log p (Y |X,θ) , log p (Y ) =

∫
q(f) log p (Y ) df

=

∫
q(f) log

p (Y ,f)

q (f)
df +

(
−
∫
q(f) log

p (f | Y )

q (f)
df

)

=

∫
q(f) log

p (Y ,f)

q (f)
df +KL (q (f) ||p (f | Y ))

>
∫
q(f) log

p (Y ,f)

q (f)
df

= Eq(f) [log p (Y | f)]−KL[q (f) ||p (f)] , ELBO , (4.18)

where q (f) , q (f | ψ) is the parameterized variational functional to be learned,
which is assumed a multivariate Gaussian distribution approximating p (f | Y ); and
p (f) , p (f |θ) is the prior distribution of the latent variables in Equation (4.5) and
p (Y | f) , p (Y | f ,θ) is the likelihood of the observed data in Equation (4.15),
they are both parameterized by θ. Therefore we also denote ELBO , ELBO (ψ,θ).

Finally, we adopt the variational Gaussian approximation method [125] and EM
algorithm [122] to maximize Equation (4.17), which is reduced to ELBO (ψ,θ) +
log p (θ). Both the E and M step are seen as maximizing the same function. The E step
maximizes it with respect to the parameters of q (f). Note that the q (f) obtained in the
E step is an approximation of the posterior distribution p (f | Y ) according to Opper
et al. [125]. The M step maximizes it with respect to the model parameters θ. The
entire method is summarized in Algorithm 9.
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Algorithm 9: Optimization of the MAGP model.

Input: A set of tasks and the corresponding crowdsourcing annotations
(X,Y ).

Output: A set of true task labels y.

1 Initialize θ and ψ;
2 while not converge do
3 E step Fix θold and maximize ELBO (ψ,θold) + log p (θold) using the

variational Gaussian approximation method [125] to get new ψnew;
4 M step Fix ψnew and maximize ELBO (ψnew,θ) + log p (θ) with

respect to θ using gradient descent to get θnew;
5 Check for convergence the relative error between the last and the current

objective functions of Equation (4.17);
6 end while
7 Use optimal θ∗ and ψ to predict true label y by calculating Equation (4.12);

4.4.4 Task Representation
Different from typical label aggregation models using probabilistic graphical models
(e.g., DS [46], LFC [131], iBCC [103], GLAD [171], DARE [14], and MACE [74]),
where tasks are represented as a set of indicators of {1, 2, . . . , N}, the covariance func-
tion k (x,x′) in our model requires the tasks – query-document pairs – to be represen-
ted as a set of vectors of {x1,x2, . . . ,xN}. The vectors can incorporate any auxiliary
information of query-document pairs. In this work, in order to capture multiple types of
auxiliary information, the vectors are composed of lexical features, semantic features
and ranking features. The three types of features have been demonstrated effective in
relevance prediction tasks. Besides, the three types of features are purely based on the
texts of queries and documents, which are available for most retrieval tasks, making
our model easy to apply.
Lexical features We consider several lexical features which have been demonstrated
effective in learning to rank algorithms [108]: (1) a term frequency score measur-
ing the number of times that each term of a query occurs in a document (denoted
by
∑
t∈q∩d TF (t, d)), (2) a inverse document frequency score measuring how much

information each term of a query provides (
∑
t∈q IDF (t)), (3) a TF-IDF score meas-

uring both (denoted by
∑
t∈q∩d TF (t, d) IDF (t)), (4) a cosine value between TF-IDF

vectors of a query and a document, measuring lexical similarity between a query and
a document, (5) a BM25 score between a query and a document, measuring lexical
similarity between a query and a document (

∑
t∈q IDF (t) TF (t,d) (k1+1)

TF (t,d)+k1 (1−b+b |d|
avgdl )

),
and (6) a probability of observing a query given a document, which is based on lan-
guage modelling method and measures lexical similarity between a query and a docu-
ment [178] (denoted by

∑
t∈q∩d log p (t|d)

αd p (t|C) + |q| logαd +
∑
t log p (t | C)). In the

aforementioned formulas, q is the query, d is the document, |q| is the number of terms
in q, |d| is the number of terms in d, avgdl is the average document length in a docu-
ment collection, C is the document collection, k1, b, and αd are hyperparameters.
Semantic features Semantic features are important supplementary of lexical features
in terms of capturing the correlation between query-document pairs. We fine-tune a
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pre-trained BERT model [49] on the relevance classification datasets of the TREC Web
2009, 2010 and 2011 tracks [29, 30, 150], and then take each query-document pair
as the input and output vector as it semantic representation. Fine-tuning a pre-trained
BERT model on downstream tasks like relevance classification have been widely proven
effective [164]. The three web tracks are used as the fine-tuning dataset because they
share the same ClueWeb09 document collection with the crowdsourcing datasets in
our experiments in Section 4.5.
Ranking features Except for features derived from textual information of queries and
documents, we also use ranking features which are the ranks of documents to queries.
The ranks are obtained from available ranked lists of retrieval systems. Combining
multiple ranked lists produced by various retrieval systems (known as meta search)
does help relevance classification [8]. In this work, we use all the available ranked lists,
35 in total, produced by the participating teams in the TREC 2009 million query track.
We use the TREC 2009 million query track because the queries and documents of it
cover that of the crowdsourcing datasets we are using in our experiments in Section 4.5.

4.4.5 Mean and Covariance Function
The mean function of the Gaussian process prior describes the average values of the
latent variables f we expect without seeing any training data. It allows to incorporate
any prior knowledge about document relevance to a query. To fully utilize this merit
of the proposed model, we can set the mean function as any relevance classification
model pre-trained on existing training data.

A relevance classification model can be understood in a function view. An input
point x is first mapped to a real value z using Equation (4.19), and then z is mapped to
a real value o ∈ [0, 1] (i.e. the relevance probability) using Equation (4.20).

z = g (x) (4.19)
o = l (z) . (4.20)

For example, the mapping g (·) can be a feedforward neural network and the link func-
tion can be the sigmoid function. If the relevance classification model is trained on
a training dataset, function g (·) can learn the prior knowledge of relevance. Con-
sequently, we can use g (·) as the mean function to obtain this prior knowledge of
relevance.

In our case, we use the pre-trained BERT transformer plus a linear layer [49] as
g (·), and the sigmoid function as the link function. We train the relevance classification
model on the datasets in the TREC Web 2009, 2010 and 2011 tracks, as they share the
same ClueWeb09 document collection with the crowdsourcing dataset.

The covariance function describes the correlation between two latent variables.
Two latent variables are strongly correlated only if the corresponding inputs are close
to each other. For most covariance functions, there are two parameters: the length scale
and signal variance. The length scale indicates with what scale the changes of input
will not cause “large” change in output. The signal variance indicates the amplitude of
the functions we model. We employ the linear covariance denoted by Equation (4.21)
for semantic features and the RBF covariance denoted by Equation (4.22) for lexical
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and ranking features.

k (x,x′) = σ2x · x′ (4.21)

k (x,x′) = σ2 exp

(
−‖x− x

′‖2
l2

)
(4.22)

4.4.6 Implementation
We employ GPflow [117] to implement our model. Specifically, we implement a new
likelihood class named GaussianBernoulliMix for the calculation of Equation
(4.15); we use VGP_opper_archambeau for the calculation of the right part of
Equation (4.18). The model contains a number of parameters including the length
scale and variance of the covariance function, the mean and variance of the Gaussian
noise for the annotators, the mean and variance of the Gaussian noise for the tasks. We
fix all the mean parameters as zero. We set Gamma (1, 1) as the prior distribution of
the remaining parameters. The other settings are the same as the default GPflow. The
code is publicly available. 2

4.5 Experimental Setup
4.5.1 Research Questions
In the remainder of the work we aim to answer the following research questions:
RQ1 Is the model able to learn the true labels from crowd labels, and how is the
performance compared with baselines?
RQ2 Is the model able to correctly predict labels for new tasks?
RQ3 What is the effect of the annotation quality and annotation redundancy on model
performance?
RQ4 What is the effect of different features in task representation on model perform-
ance?

4.5.2 Dataset
Real data

We test our label aggregation method on two crowdsourcing datasets: the crowd-
sourcing dataset of the TREC 2010 relevance feedback track [24] (CS20103), and the
crowdsourcing development dataset of TREC 2011 crowdsourcing track aggregation
task (CS20114). Each example in the two crowdsourcing datasets contains information
of query ID, document ID, annotator ID, ground truth label, and crowd label. Remem-
ber that we need the axillary information of each query-document pair to get its vector
representation, thus we extract query text from the corresponding topic file, we extract
document text from the ClueWeb09 corpus, we extract document ranks to queries from
rankings submitted by participation retrieval systems in the TREC 2009 million query
track because the queries and documents cover that of the two crowdsourcing datasets.
2https://github.com/dli1/magp
3https://www.ischool.utexas.edu/~ml/data/trec-rf10-crowd.tgz
4https://sites.google.com/site/treccrowd/2011
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The original CS2010 dataset contains 100 queries and 19,902 documents selected
from the TREC 2009 million query track, and in total 20,232 unique query-document
pairs and 96,883 relevance annotations given by 766 annotators. The corresponding
ground truth label for each query-document pair is generated from NIST experts as pre-
vious TREC tracks. Among the crowd annotations we remove those that are marked as
invalid due to reasons such as broken links, or that have no corresponding ground truth
label, or that have no text or ranks available for the document. Consequently, there
remains 3,275 unique query-document pairs and 18,479 relevance annotations with
ground truth labels. The original dataset is judged on a ternary scale: highly relevant,
relevant, and non-relevant. As our model is designed for binary labels, we turn the
ternary scale into a binary scale by mapping highly relevant or relevant labels to relev-
ant labels. The original CS2011 dataset contains 25 queries and 3,557 documents from
the TREC 2009 million query track, and in total 3,568 unique query-document pairs
and 10,752 binary relevance annotations given by 181 annotators. The correspond-
ing ground truth labels are also from NIST experts. Similarly, invalid annotations are
removed, resulting in 711 unique query-document pairs and 2,181 relevance annota-
tions with ground truth labels. The statistics of the two datasets after preprocessing are
shown in Table 4.1.

Table 4.1: Statistics of two crowdsourcing datasets.

Data set CS2010 CS2011
# topic 100 25
# task (=# rel + # nonrel) 3,275 (1,775 + 1,500) 711 (589 + 122)
# annotator 722 181
# annotation 18,479 2,181

To understand the annotation distribution and quality of the two datasets, we are in-
terested in: (1) how many redundant crowd annotations are collected for each task (task
redundancy), (2) how accurate the crowd annotations are for each task (task accuracy),
(3) how many annotations each annotator gives (annotator redundancy), and (4) how
accurate each annotator is (annotator accuracy). Formally, we define the task redund-
ancy of task i as the number of its crowd annotations, denoted by Mi; following [100],
we define the task accuracy of task i as the accurate rate of its crowd annotations,
denoted by

∑Mi
j=1 1(yji=y

∗
i )

Mi
; we define the annotator redundancy of annotator j as the

number of crowd annotations he or she gives, denoted by Nj ; following [100], we
define the annotator accuracy of annotator j as the accurate rate of his or her crowd
annotations, denoted by

∑Nj
i=1 1(yji=y

∗
i )

Nj
. We plot histograms for task redundancy, task

accuracy, and annotator redundancy in Figure 4.2 and 4.3. Overall, the quality of the
crowd annotations of CS2011 is better than CS2010.

Synthetic data

In order to fully understand the ability of our model in terms of modelling task true
labels, task difficulties and annotator competences, we generate synthetic data that
contain these corresponding ground truth values. Besides, we can vary the noise level
and redundancy level of annotation to study their impact on the performance of our
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Figure 4.2: Annotation distribution of CS2010.

model. We simulate the annotation process based on the following assumptions. First,
we assume that tasks are generated from two 2-dimensional Gaussian distributions:
N (µ+1,Σ+1) for the positive class and N (µ−1,Σ−1) for the negative class, where
µ+1 = [1, 0]T, Σ+1 = I , µ−1 = [0, 1]T, and Σ−1 = I . Second, we assume that
there is a 1-dimensional Gaussian noise N (0, σ2

i ) for a task i, and the variance σ2
i is

determined by the distance between the task vector and the mean vector of its class.
Third, we assume a power law distribution P = { 1

Z
1
jα | j = 1, . . . ,M} where Z is a

normalization factor, from which to select an annotator to annotate a task; specifically,
we set M = 50, α = 1.5 to make sure around 10% annotators annotate 80% tasks be-
cause it is empirically shown more than 80% of the tasks are annotated by only 10% of
the workforce [78]. We also assume a Gaussian noise N (0, σ2

j ) for an annotator, and
the variance σ2

j is determined by a controlled hyperparameter interval U . Last, we as-
sume the number of annotations for each task is controlled by another hyperparameter
β. The data generation procedure is in Algorithm 10.

4.5.3 Baselines
Our model use a Gaussian Process for task correlation and multiple Gaussian distri-
butions for the difficulty of tasks and the competence of annotators. It allows us to
integrate prior knowledge on tasks and model the label bias of tasks, the difficulty of
tasks, the label bias of annotators and the competence of annotators. In order to fully
investigate the properties of our model, we compare our model with the following
baselines:
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Figure 4.3: Annotation distribution of CS2011.

Majority voting (MV) Majority Voting aggregates crowdsourcing annotations in a
straightforward way. It infers the true label by the majority vote of annotations without
considering task difficulty or annotator competence.
Multi-annotator competence estimation (MACE) [74] MACE models the latent true
label of a task, the annotator competence and the task difficulty. It assumes a different
annotation generation process from our MAGP model. We take MACE as a represent-
ative model of all the probabilistic graphical models for crowdsourcing as its assump-
tion on parameters is simple enough and is applicable to most scenarios. Moreover, it
is solidly implemented, well documented, and publicly available.
Gaussian process majority voting (GPMV) We propose this model as an extension
of MV. GPMV assumes a GP prior over the latent true labels. It can be viewed as a
vanilla Gaussian process classification model. Same to MV, it only models the latent
true labels, not task difficulty or annotator competence.
Likelihood (LK) We also propose a light-weight version of the MAGP model without
considering the Gaussian process prior. We name it LK as we only consider the like-
lihood part of the MAGP model, i.e., assume the latent variables {f1, . . . , fN} do not
conform to a Gaussian process prior, and consequently Equation (4.9) does not hold
any more. The LK model assumes {f1, . . . , fN} are independent variables that indic-
ate true labels of tasks, and a crowd annotation is generated by adding a Gaussian noise
of the task and a Gaussian noise of an annotator. LK is formally expressed as Equation
(4.15), where model parameters of f and θ are learned by maximizing the log likeli-
hood of the observed data using gradient descent. LK is able to model the latent true
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Algorithm 10: Synthetic data generation procedure.

Input: Annotation noise level U ∈ {[0, 2), [2, 4), [4, 8), [8, 12)}; Annotation
redundancy level β ∈ {3, 5, 7}

Output: Input features, true labels, and pseudo crowdsourcing annotations,
denoted by (X,y,Y ).

1 for i ∈ [1, N ] do
2 Sample a class from {−1, 1}, denoted by yi;
3 Sample a point denoted by xi from the Gaussian distribution of the

corresponding class (N (µ+1,Σ+1) or N (µ−1,Σ−1));
4 Denote the variance of the noise of task i by σ2

i = (xi − µi)2;

5 for j ∈ [1,M ] do
6 Uniformly sample a value denote by σ2

j from U as the variance of the
noise of annotator j;

7 Use a normalized power law distribution P = { 1
Z

1
jα | j = 1, . . . ,M} and

denote the probabilities that annotators are selected to annotate a task;
8 for each task i ∈ [1, N ] do
9 Randomly sample β annotators from distribution P;

10 for each annotator j in the β annotators do
11 Generate an annotation yji through N (yi, σ

2
i + σ2

j ) ;

label of each task, the difficulty of each task, and the competence of each annotator.
These baselines model the aforementioned factors in crowdsourcing annotations in

different ways. By comparing our model with these baselines, we can better understand
the pros and cons of our model. Table 4.2 makes a comparison of these methods. Label
prior denotes what prior distribution the method uses or whether it uses no prior at all,
true label, annotator competence and task difficulty denote whether the method models
these aspects of crowdsourcing.

Table 4.2: Comparison of our method and the baselines in terms of label prior, true label, task
difficulty and annotator competence.

Method Label prior True label Task difficulty Annotator competence

MV 7 3 7 7
MACE 7 3 3 3
LK 7 3 3 3
GPMV GP 3 7 7
MAGP GP 3 3 3
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4.6 Results and Analysis

4.6.1 Label Inference for Observed Tasks
This first experiment answers RQ1. We study whether the proposed model and its
variations, GPMV and LK, can correctly infer the latent true labels. Furthermore,
we compare the proposed model to MV and one of the state-of-the-art probabilistic
graphical models MACE [74]. we are interested in whether modelling task difficulty
and annotator competence can help to infer the latent true labels.

Label Quality

For label quality, we compare methods that model the true labels of tasks including
our proposed model MAGP, and its simplifications GPMV and LK, as well as state-of-
the-art approaches MACE and MV. LK, MACE and MV only needs crowd annotations
as input. While MAGP and GPMV also incorporates axillary information of tasks to
represent tasks as vectors, and we use lexical, semantic, and ranking features for task
representation as this setting shows the best performance in Section 4.6.4.

We employ F1 to evaluate the performance of the different methods. F1 takes the
imbalance of two classes of the dataset into consideration and calculates the harmonic
mean of precision and recall, where precision measures how many percent of label that
are inferred as relevant are actually relevant, and recall measure how many percent of
relevant labels are correctly inferred.

Table 4.3 shows the accuracy and F1 of the aforementioned methods in terms of in-
ferring true labels. First, when comparing the MAGP with the state-of-the-art models,
MV and MACE, it is found that MAGP and GPMV have higher F1 scores on CS2010,
while MACE gets a higher F1 on CS2011. Both MAGP and MACE perform better
than MV. Then we compare MAGP with its simplification, GPMV and LK, where LK
lacks the GP prior and MVGP lacks modelling of multiple annotations per task. It is
found that compared to MAGP, LK decreases more than GPMV. One possible reason
is that even though multiple crowd annotations are reduced one annotation by MV it
still provides enough information to infer the true labels; while ignoring axillary in-
formation of tasks does lose useful information of task correlation.

To sum up, the proposed MAGP model performs comparable with one of the state-
of-the-art models MACE, and both are better than MV; and it is the modelling of task
axillary information that helps to improve the performance of MAGP.

Table 4.3: Inferring the true labels for observed tasks (F1).

F1 CS 2010 CS 2011

MV 0.808 0.702
MACE 0.808 0.732
LK 0.808 0.702
GPMV 0.849 0.702
MAGP 0.848 0.707
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4.6.2 Label Prediction for New Tasks

The second experiment answers RQ2. In this experiment we train MAGP and GPMV
on a subset of the crowd annotations, then we predict relevance labels on the rest of
the tasks. The ratio of task numbers in the two datasets is 1 : 4. We use F1 to evaluate
model performance.

Table 4.4 shows the the performance of MAGP and GPMV. Overall, the two models
have similar performance and MAGP is slightly better than GPMV. Unlike generic
probabilistic graphical models like MACE, which can only infer true labels for existing
crowd annotations, MAGP and GPMV can also predict labels for new tasks. This
advantage can help to select tasks during task distribution on crowdsourcing platforms.

Table 4.4: Predicting labels for new tasks.

F1 CS 2010 CS 2011

GPMV 0.652 0.848
MAGP 0.658 0.848

4.6.3 The Effect of Annotation Quality and Annotation Redund-
ancy

This experiment answers RQ3. We study the effect of annotation quality and annota-
tion redundancy on model performance. We use the synthetic data introduced in Sec-
tion 4.5.2. We test four levels of annotation quality in {[0, 2), [2, 4), [4, 8), [8, 12)}, and
three levels of annotation redundancy in {3, 5, 7}. Each of the settings is repeated 10
times and the averaged accuracy is reported.

Figure 4.4 shows the heat map of accuracy of the MAGP model under different
values of annotation quality and annotation redundancy. We can see that the annotation
quality has a larger effect than the annotation redundancy on the performance of the
MAGP model. When the annotation noise is 0, which means the noise varies from 0
to 2 for all the annotators, the accuracy reaches 0.91–0.92; when the annotation noise
is from 4 to 8, the accuracy decreases sharply to 0.85–0.88. The accuracy does not
change much when increasing the annotation redundancy. This finding indicates that
in practical crowdsourcing experiments one should focus on attracting annotators of
high quality instead of spending budget on multiple annotations for each task.

Figure 4.5 further examines the performance of different models with varying an-
notation quality and annotation redundancy, respectively. MAGP and GPMV perform
better than MV, MACE, and LK. The difference between MAGP and GPMV with the
other models is that they both assume a Gaussian process prior on the latent variables
of relevance labels, which indicates that auxiliary information of tasks helps to improve
accuracy. Besides, the performance of MAGP and GPMV do not decrease much with
annotation noise increasing.

To sum up, the annotation quality has a larger effect on model performance than
the annotation redundancy.
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Figure 4.4: Accuracy of MAGP under different annotation quality and annotation redundancy.
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Figure 4.5: Accuracy of MAGP and baselines under different annotation quality and annotation
redundancy.

4.6.4 The Effect of Different Features in Task Representation
This experiment answers RQ4. We investigate the effect of different types of features
in task representation. As the MAGP model can incorporate multiple types of auxiliary
information of tasks through covariance function, we propose to use features from vari-
ous resources, they are lexical features, semantic features and ranking features. Then
we apply the MAGP model on all of the possible different combinations of features.
We use F1 to evaluate model performance.

The results are shown in Table 4.5. To sum up, the semantic features and their
combinations with other features perform the best, indicating that the use of the BERT
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model helps to represent queries and documents for better relevance prediction.

Table 4.5: The effect of prior knowledge.

Features F1

Lexical 0.691
Ranking 0.683
Semantic 0.706
Lexical+Ranking 0.692
Ranking+Semantic 0.681
Lexical+Semantic 0.705
Lexical+Ranking+Semantic 0.705

4.7 Conclusions and Future Work
In this chapter, we study the problem of relevance inference from noisy annotations to
answer RQ3 introduced in Chapter 1. We propose a new annotation generation process
modelled by a Bayesian generative model called multi-annotator Gaussian process.
This defines a novel data generation process. To be specific, our model employs a
Gaussian process prior on the latent true labels of each tasks and learns the correlation
among tasks; further, it employs Gaussian noise on each annotator and on each task to
learn task difficulty and annotator competence.

The experimental results show that our model is comparable with baselines. By
comparing our method to its simplified versions as baselines we demonstrate that both
the prior part and the likelihood part contribute to the improvement of the inferred
label quality. Further, both the annotation quality and redundancy both impact the
performance of the proposed model, and annotation quality dominates the impact.

Further, we leave as future work the impact of different covariance functions, the
learning of annotators’ bias, which could potentially model spammers or adversarial
annotators, as well as the bias per task.

In the next chapter, we will leverage existing test collections and study how to
optimize the configuration of retrieval systems for any effectiveness measure.
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5
Optimizing Retrieval Systems

So far, we have studied how to actively select documents for the construction of a test
collection and the evaluation of retrieval systems (Chapter 2). We have also studied
how to determine the stopping point of document selection for constructing test collec-
tions that balance the cost of assessing document relevance and the gain of identifying
relevant documents (Chapter 3). Later, we have investigated the issue of leveraging
crowdsourcing techniques to acquire relevance assessments of the selected documents
and aggregating the noisy crowdsourcing assessments for the construction of high qual-
ity test collections (Chapter 4). In this chapter, we leverage existing test collections to
optimize the configuration of retrieval systems using Bayesian optimization (BO) tech-
niques. We aim to answer the following research question asked in Chapter 1:

RQ4 How can we optimize the configuration of retrieval systems with regard to effect-
iveness measures on the basis of existing test collections?

5.1 Introduction
The effectiveness of IR systems heavily depends on a large number of hyperparamet-
ers that need to be tuned. Hyperparameters range from the choice of different system
components, e.g., stopword lists, stemming methods, retrieval models, to model para-
meters, such as the k1 and b values in BM25, the number of top-ranked documents to
consider in pseudo-relevance feedback, and the number of query expansion terms.

Retrieval performance is rather sensitive to hyperparameter tuning. Zhai et al.
[177] demonstrated this sensitivity for the smoothing parameters in language models,
and Trotman et al. [159] for parameters in BM25. Automatic techniques for optim-
izing model hyperparameters have attracted the attention of the research community
in recent years [58, 64–66, 111, 136, 143]. However, hyperparameters are usually
optimized in isolation, while their mutual dependencies are, to a great extent, unex-
plored [7, 90]. Ferro and Silvello [56] recently examined this mutual dependency
between choices of stopword lists, stemmers and retrieval models, and concluded that
hyperparameter interactions have a strong effect on system performance.

We name the space that the possible values of all hyperparameters forms the config-
uration space or the hyperparameter space, and the two terms are used interchangablely.
Grid search has been the most widely used strategy for automatic joint optimization
of hyperparameters in IR [161]. Grid search is easy to implement, parallelization is
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trivial, and it is reliable in low dimensional spaces [17]. However, grid search suffers
from the curse of dimensionality because the number of configurations grows expo-
nentially with the number of hyperparameters [16].

To reduce the number of candidate configurations to be explored, researchers often
apply grid search on one dimension (or hyperparameter) at a time, while fixing the val-
ues of the remaining hyperparameters until all of them have been traversed. However,
this approach is not guaranteed to find a global optimum. Bergstra et al. [17] instead
propose random search as a more efficient search algorithm. Random search generates
candidate configurations drawn uniformly from the same configuration space as would
be spanned by a regular grid. Bergstra et al. [17] show that random search is more
efficient than grid search in high-dimensional spaces because objective functions of in-
terest often have a low effective dimensionality, i.e., they are more sensitive to changes
in some dimensions than others [26]. Nevertheless, random search remains agnostic to
the effect that a δ-step in the hyperparameter space would have to the effectiveness of
an IR system. Quantifying this effect could lead to more efficient search strategies.

BO has risen as a promising framework for efficient and effective search in the can-
didate configuration space [18, 19, 75, 144, 149, 156, 176]. Under the BO framework,
one does not need to explicitly specify the objective function; what is only necessary is
the ability to query this function and get an observation. In the case of IR, one does not
need to analytically express system effectiveness as a function of the hyperparameters,
but only observe the effectiveness of a system configuration in terms of an evaluation
measure, e.g., average precision. BO uses a surrogate model to approximate system ef-
fectiveness. Taking a prior belief over this surrogate model allows BO to sequentially
refine it. Further, the surrogate model, which indicates a probability distribution over
the possible system effectiveness functions, allows one to design different strategies for
selecting the next configuration to be tested, to exploit hyperparameter subspaces that
have shown to contain high performance configurations, or to explore hyperparameter
subspaces with high potential [144].

In this chapter, we use BO to automatically optimize the retrieval system hyper-
parameters. Information retrieval effectiveness, however, as a function of the hyper-
parameter space exhibits high irregularity. Furthermore, hyperparameters can be con-
tinuous, or categorical [52], with the latter contributing most of the irregularity of the
objective function. To tackle this we model the effect of a δ-step in the hyperparameter
space to the effectiveness of the IR system, by suggesting to use different similarity
functions (covariance functions) for continuous and categorical hyperparameters, and
examine their ability to effectively and efficiently guide the search in the hyperpara-
meter space. We compare BO to manual tuning, grid search, and random search using
TREC collections, and demonstrate that BO is able to find better configurations in
terms of retrieval effectiveness when all methods are granted the same computational
budget. To the best of our knowledge, this is the first work that uses BO to find optimal
configurations of retrieval systems.

Therefore, the main contributions of this chapter are the following:
1. We propose the use of BO for retrieval system configuration;
2. We decompose the components of BO that affect the effectiveness of the method

and suggest an instantiation of it that fits the IR hyperparameter space; and
3. We demonstrate the effectiveness of the method in building IR systems and explain
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the reason in terms of optimization behavior.

5.2 Related Work

We first discuss prior work on hyperparameter optimization in IR. Next, we give an
overview of BO methods and the domains they have been applied to.

5.2.1 Hyperparameter Optimization in Information Retrieval

Optimizing the hyperparameters of a retrieval system is inevitable in order to achieve
optimal performance [161]. Different methods have been proposed in the literature for
automatically optimizing individual components of a retrieval system [58, 64–66, 111,
136, 143, 157, 179].

Taylor et al. [157] use a gradient descent method to optimize the parameters of
ranking functions like BM25F. Their approach, however, makes the assumption that
the cost functions must be differentiable. Bigot et al. [20] propose a method for hy-
perparameter optimization on a per-query basis. However, this method is hard to gen-
eralize as it only works on queries already seen in the training set. Deveaud et al.
[48] cast the problem of system configuration optimization as a ranking problem and
use learning to rank approaches to select the best combination of hyperparameters for
IR systems. The drawback is that all the configurations to be ranked must be run in
advance for training and the element number of configurations (e.g., about 10,000 in
this chapter) grows exponentially with the space dimension. The work of Bigot et al.
[20] and Deveaud et al. [48] is orthogonal to the work in this chapter. In both afore-
mentioned works all candidate configurations need to be considered and the focus lies
in finding the best one of them for each query. Instead, in this chapter we propose a
search strategy that avoids considering all candidate configurations and focuses search
on the most promising sub-spaces of the hyperparameter space.

5.2.2 Bayesian Optimization

The problem of hyperparameter optimization appears in many machine learning applic-
ations, and lately it has attracted a wide interest in that community [18, 19, 75, 144,
149, 156, 176]. BO has emerged as a promising framework for efficiently identify-
ing effective configurations. Popular BO approaches include sequential model-based
optimization [149], sequential model-based algorithm configuration [75], tree-based
Parzen estimator [19] and multi-task BO [156]. BO methods have been applied suc-
cessfully in many tasks [155, 166, 176]. For example, BO can find better hyperpara-
meters for deep neural networks in MNIST digit recognition and CIFAR-10 object
recognition [155]. Also, by applying the tree-based Parzen estimator in feature se-
lection, basic machine learning algorithms like logistic regression and support vector
machine are proven to outperform state-of-art neural network models in topic classi-
fication and sentiment analysis tasks in natural learning processing (NLP) [176]. As
an important surrogate model, Gaussian process (GP) models as well as its covariance
functions have also been studied extensively [76, 155]. These successful applications
have inspired us to use BO to optimize retrieval systems.
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5.3 Preliminaries
5.3.1 Bayesian Optimization
The BO framework provides a mechanism to sequentially search for the global op-
timum x of an objective function f (x) : X → R. There are two key components in
BO [144]. The first is a probabilistic surrogate model used to predict the objective
function value y given a point x. For every x, there is a random variable y, whose
distribution p (y | x) is given by the surrogate model. One example of the predictive
distribution p (y | x) can be observed in the top panels of Figure 5.1. In this example
the surrogate model is a GP (described in Section 5.3.2). The black curve depicts the
original objective function (for instance mean average precision), while the x-axis in
the figure represents a 1-dimensional hyperparameter space, e.g., the parameter µ of
a language model with Dirichlet smoothing. The predictive distribution of y can then
be used to construct an acquisition function. An acquisition function is a policy for
selecting the sequence of points {x1, x2, . . . , xi, . . .}, i.e., a mechanism to select the
next configuration xn+1 to test given D1:n , {(x1, y1), (x2, y2), . . . , (xn, yn)}. As
the acquisition function x is usually a closed-form expression of hyperparameters, it
is easier to be optimized than the original objective function. The bottom panel of
Figure 5.1 demonstrates an acquisition function. The acquisition function values for
different configurations (i.e., along the x-axis) dictate the potential of a certain config-
uration to yield a high objective function value.

The second component is the objective function itself, a function of the target model
requiring hyperparameter optimization. In our case the objective function can be any
retrieval effectiveness measure, such as average precision, normalized discount cumu-
lative gain and so on. Computing the objective function for different system configur-
ations is the most time-consumptive step [19].

The entire process of BO is demonstrated in Algorithm 11. The algorithm stops
when the computational budget is exhausted. Figure 5.1 uses an 1-dimensional con-
tinuous function to illustrate the optimization process, and demonstrates it at round 4
(i.e., after the first 3 configurations have been tests) at the left-most panels, and at round
10 at the right-most panels.

5.3.2 Gaussian Process
The Gaussian Process (GP) is the most commonly-used surrogate model in BO [119].
The key hypothesis underlying GP is that any finite set of {yi} follows a multivariate
Gaussian distribution. There is an analytic expression for the joint distribution p(y1:n |
x1:n) ∼ N (0,K), with K being the covariance matrix:

K =



k(x1, x1) · · · k(x1, xn)

...
. . .

...
k(xn, x1) · · · k(xn, xn)


 (5.1)

and k(xi, xj) being a covariance function. The conditional distribution of the ob-
jective function value given the sequence of past observations and a new point xn+1 is
p (yn+1 | xn+1, D1:n) ∼ N

(
µn (xn+1) , σ2

n (xn+1)
)
, where µn(xn+1), and σ2

n(xn+1)
are the mean and the variance of the posterior distribution, respectively. They are
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Current Model (round 4) Current Model (round 10)

Acquisition Function Acquisition Function

Figure 5.1: The optimization process of BO. The upper panel describes the current model, and
the bottom panel describes the acquisition function. The black curve is the actual objective
function, the black dots are the observed values of the objective function. The red vertical line
denotes the best value among the observed points, the green vertical line denotes the next point
that BO choose. The light blue line and shade are the estimated function values and variances.

Algorithm 11: Bayesian Optimization
Input: Surrogate modelM, acquisition function αM, objective function f ,

input space X .
1 Initially sample k points {x1, x2, ..., xk} from X , query f to get
{y1, y2, ..., yk};

2 UpdateM;
3 for n = 1, 2, ... do
4 Select xn+1 ← arg max

x
αM(x;Dn);

5 Calculate yn+1 ← f(xn+1);
6 Augment Dn+1 = {Dn, (xn+1, yn+1)};
7 UpdateM;

8 Select the best y from D;

defined as

µn (xn+1) = kTK−1y1:n (5.2)
σ2
n (xn+1) = k (xn+1, xn+1)− kTK−1k . (5.3)

where k = [k (xn+1, x1) , k (xn+1, x2) , . . . , k (xn+1, xn)]
T .

The covariance function models the effect of taking a δ-step in the hyperparameter
space to the objective function. In Section 5.4.2 we suggest covariance functions we
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believe to be appropriate for the continuous, and categorical hyperparameters of a re-
trieval system.

5.3.3 Acquisition Function
A good acquisition function is one that finds an optimal trade-off between explora-
tion and exploitation in the hyperparameter space on the basis of the application at
hand. In practice, an acquisition function balances between configurations for which
the predicted function value f(x) is high (exploitation) and configurations for which
the predicted variance σ(x) is high (exploration) [144]. In this chapter, we consider
three acquisition functions: probability of improvement (PI), expected improvement
(EI) [51] and upper confidence bound (UCB), defined as follows:

αPI (x | Dn) , P (y > y∗)

= Φ

(
µn (x)− y∗
σn (x)

)
(5.4)

αEI (x | Dn) , E (max (y − y∗, 0))

= (µn (x)− y∗) Φ

(
µn (x)− y∗
σn (x)

)

+σn (x)φ

(
µn (x)− y∗
σn (x)

)
(5.5)

αUCB (x | Dn) , µn(x) + βσn(x) , (5.6)

where α(·) is the acquisition function, Φ(·) and φ(·) are the cumulative distribution
function and the probability density function of the standard normal distribution, re-
spectively. y∗ is a target value which is often set to max ({yi}ni=1) [167]. β is a
hyperparameter that can be set according to some theoretically motivated guidelines.

A drawback of PI, intuitively, is that it is pure exploitative. Configurations that
have a high probability of their effectiveness being infinitesimally greater than y∗ will
be drawn over configurations that offer larger gains but with less certainty. EI, on the
other hand, considers the magnitude of the improvement a configuration can potentially
yield, instead of PI. In UCB it is the parameter β that controls the trade-off between
exploration and exploitation. These three acquisition functions are point-wise, that is,
they only care about the improvement over y∗ on each single point. There are also
entropy-based acquisition functions that make use of what has been observed about
the objective function to pick up the most informative point, which will be left for the
future study.

5.3.4 Initialization
The first posterior distribution of the surrogate model can be obtained by using the
predefined prior distribution to draw the first hyperparameter point, i.e., the first con-
figuration. This strategy runs the risk of getting stuck in a local optimum, since it
heavily depends on the first point that will be used. A more general strategy, which we
follow in this chapter is to sample a set of configurations randomly in the search space
so that the surrogate model can observe the overall “landscape” of configurations. In
this chapter we test three sampling methods: Latin hypercube sampling (Latin), uni-
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form random sampling (Uniform), and Sobol sequence based sampling (Sobol) [69].

5.3.5 Selecting the Optimal Configuration
At the end of the optimization process one needs to decide which configuration is the
optimal one. The natural choice is to select the configuration with the best observed
effectiveness. However, this strategy runs the risk of overfitting the observed objective
function values. A different strategy is to select the configuration with the highest
predicted value, instead of the actual observed value, which can accommodate noisy
outputs. The two strategies are called incumbent and latent, respectively [69], and we
test both in this chapter.

5.4 Methodology
In this section we first elaborate the hyperparameter optimization process, then we
focus on the particular characteristics of the retrieval systems hyperparameter space
and discuss the covariance functions we consider appropriate for this space.

5.4.1 Hyperparameter Optimization Process
Following the BO framework, we have two major modules in our algorithmic pipeline,
the IR module and the BO module (see Figure 5.2). The IR module tackles the condi-
tional hyperparameters, and computes the objective function value yn, given a hyper-
parameter configuration xn. The BO module adds (xn, yn) into the sample set, updates
the posterior distribution of the surrogate models, selects the next hyperparameter con-
figuration xn+1, and passes it back to IR module.

5.4.2 Hyperparameter Structure and Covariance Functions
Snoek et al. [149] suggest that it is the choice of the covariance functions that has the
strongest effect on the performance of BO. In this chapter we only consider a simple
case, the stationary covariance function, which is defined as a function of |x− x′|(=
r). The mean square differentiability of a stationary covariance function around 0
determines the smoothness properties of the samples drawn from the corresponding
GP [129], which essentially dictates the expected response in the objective function if
a δ-step is taken in the hyperparameter space.

The squared exponential covariance function (SE) is a widely made choice for
smooth objective functions; it is mean square differentiable at any order and thus very
smooth. It is defined as follows:

KSE(x,x′) = exp

(
−r

2

2

)
, (5.7)

where x and x′ are two points in the hyperparameter space, and r is the distance
between x and x′.

The Matérn1 covariance function (Matérn1) is appropriate to model rough object-
ive functions, as it is only first-order mean square differentiable. Martén1 is defined as
follows:

KMatérn1(x,x′) = exp(−r) . (5.8)
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Figure 5.2: Hyperparameter optimization architecture.

Selecting a covariance function requires examining the hyperparameter space of an IR
system. Retrieval model parameters, e.g., the smoothness parameter λ in the Jelinek-
Mercer smoothing method, or the parameter b in the Okapi BM25 model, are typically
continuous. On the other hand, the choice of the retrieval model itself can be expressed
with a categorical hyperparameter; the use or not of relevance feedback algorithms is
also categorical, as is the choice of a stopword list, or a stemmer. The default distance
used in either SE covariance function or Matérn1 covariance function is Euclidean
distance, defined as follows:

rE ,

√√√√
N∑

d=1

(xd − xd′)2
. (5.9)

rE would treat categorical hyperparameters as ordinal, whereas this should not be the
case. Therefore, considering the heterogeneity of the hyperparameters of IR systems,
Euclidean distance is not a good fit. Instead, inspired by [75], we use Hamming dis-
tance for categorical dimensions, while we use Euclidean distance for continuous or
discrete dimensions. The Hamming distance is defined as follows:

rH ,
N∑

d=1

(1− δ (xd, xd
′)) , (5.10)
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where δ is the Kronecker delta function (equalling one if its two arguments are identical
and zero otherwise).

In order to accommodate both continuous and categorical hyperparameters, we
combine the Euclidean distance and the Hamming distance into a mixture distance,
the Hamming Euclidean mixture distance (HE distance). HE treats continuous and
categorical hyperparameters differently; it is defined as follows:

rHE ,

√∑

d∈con

(xd − xd′)2
+
∑

d∈cat

(1− δ (xd, xd′)) , (5.11)

where con is the set of continuous dimensions and cat the set of categorical dimensions.
It is easy to prove that HE is a distance (or metric). By replacing the original distance
function rSE with rHE , we get two new covariance functions,

KHSE (x,x′) = exp

(
−r

2
HE

2

)
(5.12)

KHMatérn1 (x,x′) = exp (−rHE) . (5.13)

Compared with SE and Matérn1, HSE and HMatérn1 are designed to handle hetero-
geneous spaces where the continuity property of different dimensions are not the same.
To sum up, in this chapter, we test the performance of SE, HSE, Matérn1 and HMatérn1
as four representative covariance functions for continuous and categorical hyperpara-
meters.

5.5 Experimental Setup
5.5.1 Research Questions
In the remainder of the chapter we aim to answer the following three research ques-
tions:
RQ1 What is the most critical component of the BO framework for identifying the
best retrieval system configuration?
RQ2 How effective is BO in searching the configuration space, and in finding config-
urations that generalize across queries and collections?
RQ3 How to explain the optimization behavior of BO in terms of exploration and
exploitation?

5.5.2 Implementation
We use Pyndri [160], a Python Interface to the Indri search engine [152], as the
IR module in our pipeline, which is mainly decomposed to indexing, retrieval, and
pseudo-relevance feedback. All three modules are considered in our optimization ex-
periments.

The objective function can be any retrieval effectiveness measure. In this chapter
we optimize for the mean average precision (MAP), normalized discounted cumulative
gain (NDCG) and mean reciprocal rank (MRR) and use trec_eval1 for the computa-
tions.
1http://trec.nist.gov/trec_eval/

111

http://trec.nist.gov/trec_eval/


5. Optimizing Retrieval Systems

We use Pybo [69] in our experiments, a Python package for BO. Pybo supports
the default version of the SE covariance function and the Martén1 covariance function,
which use Euclidean distance to measure the distance of two points; we implemen-
ted the HSE covariance function and the HMartén1 covariance function within Pybo
ourselves.

5.5.3 Candidate Configurations
There are two major choices to make when indexing documents: the stopword list and
the stemmer. Ferro et al. [56] have shown that the choice of different stopword lists,
like that of Indri, Lucene, Smart and Terrier, has limited effect to the performance of a
IR system; however, having a stopword list or not makes a big difference. On the other
hand, indexing document collections takes a long time. Therefore for efficiency and
convenience we only set two values for the categorical hyperparameter stopper: true
means using the Indri stopword list and false means not using any stopword list. The
situation is similar for stemmer: true means using Krovets stemmer and false means
not using any stemmer.

There are three retrieval models implemented in Indri: the TF-IDF model with the
BM25 term weighting, the Okapi BM25 model, and the Language Model. The Lan-
guage Model supports three different smoothing methods, Jelinek-Mercer, Dirichlet,
and two-stage smoothing. Let rm denote a categorical hyperparameter that represents
the retrieval model type and takes values in {tf-idf, bm25, lm-jm, lm-dir, lm-ts}, that is
the TF-IDF model with BM25 term weighting, the Okapi BM25 model, the Language
Model with JM smoothing, the Language Model with Dirichlet smoothing, and the
Language Model with two-stage smoothing respectively. There is a number of hyper-
parameters per model: k1 and b for the TF-IDF model with BM25 term weighting, k1,
k3, and b for the Okapi BM25 model, λcol and λdoc for the JM smoothing, µ for the
Dirichlet smoothing, and λ and µ for the two stage smoothing. The parameters of these
models lay in a continuous space.

Indri also supports pseudo-relevance feedback models. We consider a binary hy-
perparameter prf that takes the value true if pseudo-relevance feedback is used, and
false otherwise. There are four hyperparameters that need to be set for the pseudo-
relevance feedback models, the number of feedback documents to be considered, fb-
Docs, the number of feedback terms, fbTerms, the Dirichlet smoothing parameter used
for the feedback document language model, fbMu, and the weight of the original query,
fbOrigWeight, in the mixture model between the original query and the feedback doc-
uments. In total, we have a conditional hyperparameter space of 18 dimensions (see
Figure 5.3).

5.5.4 Test Collections
We conduct our experiments on the ad-hoc test collections of TREC 5–8 and TREC
Robust 2004, as well as the web test collections of TREC 2010–2012 in order to thor-
oughly evaluate the proposed method in diversified datasets. The details can be found
in Table 5.1. CR is short for the Congressional Record documents. As we can see,
ad-hoc tracks and web tracks are quite different test collections. Web tracks have much
more documents and the average length of documents is also longer, indicating they
are more challenging than ad-hoc tracks.
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IR system

Retrieval model

Pseudo-relevance 
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JM 

smoothing

doc
col
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smoothing

Two-stage 

smoothing






fbDocs

fbTerms

fbMu

fbOrigWeight

Stopper

Stemmer

(a) Conditional hyperparameters.

Hyperparamter Type Values
stopper Boolean {true, false}
stemmer Boolean {true, false}
rm Integer {tf-idf, bm25, lm-jm, lm-dir, lm-ts}
k1 (TF-IDF) Real value [1,2]
b (TF-IDF) Real value [0,1]
k1 (BM25) Real value [1,10]
k3 (BM25) Real value [1,10]
b (BM25) Real value [0,1]
λdoc Real value [0,1]
λcol Real value [0,1]
µdir Real value [0,3000]
s µts Real value [0,3000]
λts Real value [0,1]
prf Boolean {true, false}
fbDocs Integer [1,50]
fbTerms Integer [1,50]
fbMu Real value [0,3000]
fbOrigWeight Real value [0,1]

(b) Search range in Indri.

Figure 5.3: Conditional hyperparameters and their search ranges in Indri.
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Table 5.1: Test collections.

TREC Document collection Doc number Doc length Topics
Median Mean

TREC 5 Volume 2 & 4 524,929 340 546 251–300
TREC 6 Volume 4 & 5 556,077 326 526 301–350
TREC 7 Volume 4 & 5 \ CR 528,155 328 480 351–400
TREC 8 Volume 4 & 5 \ CR 528,155 328 480 401–450

TREC Robust 2004 Volume 4 & 5 \ CR 528,155 328 480 301–450, 601–700
TREC Web 2010 ClueWeb09 21,258,800 629 1096 51–100
TREC Web 2011 ClueWeb09 21,258,800 629 1096 101–150
TREC Web 2012 ClueWeb09 21,258,800 629 1096 151–200

5.5.5 Baselines
Manual search The first baseline is obtained by running Indri with its default hyper-
parameters. Then we manually select the best performing model among the TF-IDF
model with the BM25 term weighting, the Okapi BM25 model, and the Language
Model, with or without pseudo-relevance feedback.
Grid search Grid search is the most widely used method for hyperparameter tuning.
For each of the five retrieval models (tf-idf, bm25, lm-jm, lm-dir, lm-ts) in Section 5.5.3,
we generate the grid points by evenly partitioning the search space of each parameter
into 20 parts and making a complete combination of all the parameters of that retrieval
model. Furthermore, based on the five sub-baselines, we easily get five more sub-
baselines by setting pfb = true and fixing fbDocs = 10, fbTerms = 10, fbMu = 2500,
and fbOrigWeight = 0.5. For instance, the baseline (rm=lm-dir, prb=true) contains 20
search points obtained by setting µ to the values partitioning [0, 3000] into 20 parts.
For all the sub-baselines, stopper and stemmer are set to true. This is common practice
in the use of grid search, and allows the reduction of the 6.6× 1019 possible points of
our hyperparameter space down to 1.8× 104.
Random search [17] For random search, we use 3 sampling designs, Uniform, Latin,
and Sobol, as introduced in Section 5.3.4. We allow its number of iteration same with
BO.

5.6 Results and Analysis

5.6.1 Decompose Component Effect of Bayesian Optimization
This experiment is designed to answer RQ1. In order to study which component of
BO has the strongest effect on the performance of BO in finding optimal system con-
figurations we run a full factorial experiment, using 54 joint strategies of BO: the 3
initialization strategies × the 3 covariance functions × the 3 acquisition functions ×
the 2 selection strategies. The experiment was run on the Robust 2004 dataset. We
measure performance on the basis of MAP and we run an analysis of variance (AN-
OVA) considering only the main effects of the BO components (that is we ignore any
interactions between them, since we do not have enough data points for a detailed
analysis).

The results of the ANOVA can be seen in Table 5.2. The important observation lays
in the last column of the table; this is the p-value that designates whether a factor has a
significant effect when p(>F)<0.05, or there is not enough evidence to reach that con-
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clusions otherwise. As we can observe, and in accordance with previous work [149]
ANOVA suggests that the choice of the covariance function is the most important de-
cision one needs to make when instantiating BO, at least among the components we
considered in this chapter. Therefore, we vary covariance functions and fix the remain-
ing strategies by selecting the respective best ones, that is Sobol + EI + incumbent in
the following sections.

Table 5.2: The effects of different components of BO on objective function via ANOVA.

SS DF F p(>F)

Initialization strategy 0.000566 2.0 0.903685 0.412144
Covariance function 0.002976 2.0 4.748861 0.013338
Acquisition function 0.000647 2.0 1.032076 0.364368
Selection strategy 0.000543 1.0 1.734376 0.194376

5.6.2 Optimizing Retrieval Systems using Bayesian Optimiza-
tion

This experiment is designed to answer RQ2. We first run the four methods on Ro-
bust 2004 or Web 2012 as the training set, then we tested the corresponding optimal
configurations on TREC 5–8 or Web 2011–2012. In order to have a thorough study
of BO, we further experimented on the 2-dimensional space, which is is λ and µ for
the two stage smoothing, and the 18-dimensional space, which includes the complete
hyperparameters introduced in Section 5.5.3, respectively.

Table 5.3 shows the performance of the best configurations found by each method.
As expected, there is no big difference among the four search methods in 2-dimensional
space. It is because both grid search and random search are able to cover the space in
low dimensional space. However, grid search needs more budget compared with BO
and random search. Therefore, BO, grid search and random search can achieve com-
parable performance, but BO and random search are more efficient in 2-dimensional
spaces than grid search. The situation changes with the number of dimension increas-
ing. We can see BO performs slightly better than random search, grid search and
manual method in 18-dimensional space. Random search is comparable with BO in the
low dimensional space (2-dimensional), but it fails in the high dimensional space (18-
dimensional). However, there seems no significant difference among the four methods
according to the results in Table 5.3 .

5.6.3 Optimization Behaviour of Bayesian Optimization
This experiment is designed to answer RQ3. We study how BO searches points in
the search space and how different covariance functions affect this behaviour. For
visualisation convenience we take a 1-dimensional and 2-dimensional hyperparameter
space as examples.

The hyperparameter considered in the 1-dimensional space is µ in a language
model with Dirichlet smoothing. We initialised the posterior of the surrogate model
with 2 points, and iteratively searched 32 points. We also recorded the predictive func-
tion predicted by the surrogate model in round 1 and 32. The result is shown in Figure
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5.6. Results and Analysis

5.4 and 5.5, which shows the optimization behaviour of BO in 1-dimensional space
X = [0, 3000]. We can see that the intensive red lines tend to appear near the global
optimum for most datasets and measures, indicating that BO spends more efforts and
exploits more near the global optimum. It is more obvious when the objective function
is highly irregular like MRR. By “irregular” we mean there are many local optimums.
On the right panel of Figure 5.4, we find that BO prefers exploitation near these local
optimums and allows exploration in other areas, and finally it spends most efforts near
the global optimum. Figure 5.5 shows the zoomed-in result on TREC 6 + MRR. The
posterior of the surrogate model in round 1 does not know much about the objective
function and predicts the same value for most points except the area near the two initial
points. However in round 32, the predictive function can model the rough trend quite
well, where several local maximums and minimums are quite consistent with the real
objective function. Overall speaking, BO performance in 1-dimensional space is as
good as we expect in terms of exploration and exploitation. Its preference of exploita-
tion near the global optimum makes it a reliable optimization approach.
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The hyperparameters considered in the 2-dimensional space are µ and λ in a lan-
guage model with two-stage smoothing. We initialised the posterior of the surrogate
model with 4 points, and iteratively searched 32 points. As in the 1-dimensional case,
we also recorded the predictive function in round 1 and 32. In Figure 5.6 and 5.7
we plot the results of the SE covariance function and the Matérn1 covariance function
respectively. The figure illustrates the optimization behavior of BO in 2-dimensional
space X = {(µ, λ) | µ ∈ [0, 3000], λ ∈ [0, 1]}. The objective function is MAP, the
data set is TREC-WEB12. The contour lines depict the predictive functions in round 1
and 32 on the first two panels, and the real objective function on the last panel. The red
numbers denote BO searches, which point and in which round; the black dots denote
the point trace of random search; and the star denotes the point of manual search.

The first two panels of Figure 5.6 shows the effect of Matérn1 on the predictive
function. In round 1 the surrogate model predicts that the lower left corner has the
potential of getting high values. In round 32 the predictive function is quite rugged
because multiple local optimums are observed. It predicts the area around (2800, 0.7)
having a global optimum, which is quite consistent with the real objective function.
The right panel compares the point traces of BO, random search and manual search.
In the beginning, BO prefers exploration and tries to cover a large area of the search
space. Later it prefers exploitation as we can see it spends more efforts near the global
optimum. It is also interesting to compare the way how the two covariance functions
model the real objective function. We know that the smoothness of the samples gen-
erated by the two covariance functions conforms to the order: SE >Matérn1. This is
consistent with Figure 5.6 and 5.7. The real objective function in this case is quite
smooth and seems to have one optimum, therefore, SE is enough to model its irregu-
larity. As evidence we can see that more points are searched within the green contour
line on the most right side in Figure 5.7 compared with Figure 5.6.

To sum up, BO balances exploitation and exploitation by spending more search
budget near the global optimum or local optimums, which makes it a reliable optimiz-
ation approach. This optimization behavior is affected by the covariance function. If
the objective function is very irregular like MRR, Matérn1 is recommended; while SE
is recommended if relative objective functions like MAP and NDCG.

5.7 Conclusion
In this chapter, we have answered RQ4 by studying the problem leveraging existing
test collections to optimize retrieval systems. We propose the use of BO to jointly
search and optimize over the hyperparameter space. Given the heterogeneous hyper-
parameters in retrieval systems we suggest the use of four covariance functions that
can handle both continuous and categorical hyperparameters, the SE, HSE, Matérn1
and HMatérn1 covariance function. We analyze the effect of the different components
of BO and reach the same conclusion as prior research on the topic [149] that it is the
choice of the covariance functions that has the strongest effect on the performance of
BO. To demonstrate the effectiveness and efficiency of BO to identify a good system
configuration, we tested it on both the ad-hoc and the web test collections of TREC. In
both collections we demonstrate that BO outperforms manual tuning, grid search and
random search, both in terms of the retrieval effectiveness of the best configuration
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(b) Round 32 predictive function
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Figure 5.5: Zoomed-in result on TREC 6 + MRR. The first two panels are the predictive object-
ive functions in round 1 and 32; the last panel is the real objective function. The red vertical line
associated with a number denotes BO searches which point and in which round.
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Figure 5.6: Matérn1 + MAP.
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Figure 5.7: SE + MAP.
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found, and in terms of efficiency in finding this configuration. We further examined
the optimization behavior of BO in terms of exploitation and exploitation. We found
that it spends more search budget near the global optimum or local optimums, and this
optimization behavior is affected by covariance functions of different smoothness. One
should note that for the GP the bounds for all dimensions of the search space are axis-
aligned, i.e., the search space is a hyper-rectangle [144]. This is contradictory with
the conditional structure of IR hyperparameters, which means that our instantiation of
BO wastes time in searching in inactive dimensions. We leave the study of a surrogate
model that can solve conditional hyperparameters as a future work.

Next, in Chapter 6, we conclude the thesis and suggest research directions for future
work.
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6
Conclusions

In the previous chapters, we have introduced methods to address the research ques-
tions raised in Chapter 1. In this chapter, we first revisit those research questions and
summarize the main findings and implications of our research in Section 6.1. Then,
in Section 6.2, we describe the main limitations of our work and possible future direc-
tions.

6.1 Main Findings

6.1.1 Document Selection through Active Sampling
We start with the problem of large-scale retrieval evaluation and ask:

RQ1 How can we effectively select documents in order to construct a test collection
that allows for unbiased and low-variance effectiveness measures?

We devise a sample-based approach – active sampling – in Chapter 2. Our method
consists of a module for sampling documents and a module for unbiased estimation
of retrieval effectiveness. In the sampling module, we construct two distributions,
one over retrieval systems that is updated at every round of relevance judgments, giv-
ing larger probabilities to better quality systems, and one over document ranks that
is defined at the beginning of the sampling process and remains static throughout the
experiment. Document samples are drawn from the joint probability distribution, and
inclusion probabilities are computed at the end of the entire sampling process account-
ing for varying probabilities across sampling rounds. In the estimation module, we
use the well-known Horvitz-Thompson estimator to estimate evaluation metrics for all
systems.

We empirically verified the performance of the proposed method. We tested against
state-of-the-art sample-based and active-selection methods over seven TREC collec-
tions, TREC 5–11, covering both ad-hoc and web search scenarios. The major answers
are:
1. Compared to sample-based approaches, such as stratified sampling, out method in-

deed demonstrated lower variance, because the attention of our method is put on
good quality runs with the hope of identifying more relevant documents and reduce
the variability naturally introduced in the estimation of a measure due to sampling.

2. When compared against active-selection approaches, such as move-to-front, and
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multi-armed bandits, our method has lower, near-zero bias, thus it can safely be
used to evaluate new, novel runs that have not contributed to the generation of the
test collection.

3. For sampling rates as low as 5% of the entire depth-100 pool, our proposed method
outperforms all other methods regarding effectiveness and efficiency and leads to
reusable test collections.

6.1.2 Automatic Thresholding of Document Selection
One of the assumptions of the Cranfield paradigm is that relevance assessments are
complete. But complete relevance assessments require immense human effort. There-
fore one needs to find the trade-off between high recall and low assessment cost. In
this section we ask “when to stop selecting documents," or more specifically:

RQ2 How can we select documents for assessing relevance and stopping the selection,
both in an effective manner to maximize recall and minimize assessment cost and in a
transparent manner so that we know the number of residual relevant documents?

In Chapter 3, we propose a novel continuous active learning framework by jointly
training a ranking model to rank documents, and conducting a “greedy” sampling to
estimate the total number of relevant documents in the collection. Within the frame-
work we propose to use the AP-Prior distribution as the sampling distribution, use the
Horvitz-Thompson or Hansen-Hurwitz estimator to estimate the total number of relev-
ant documents, and use a optimistic or conservative strategy to determine whether to
stop the TAR process or not. We prove the unbiasedness of the proposed estimators
under a with-replacement sampling design.

To examine the performance of the proposed thresholding method, we compared
it against the knee, target, SCAL, SD-training and SD-sampling methods on vari-
ous datasets including the CLEF Technology-Assisted Reviews in Empirical Medicine
datasets [81, 83, 85], the TREC Total Recall datasets [60], and the TREC Legal data-
sets [41]. The experimental results demonstrate the following findings:
1. The proposed method performs better than the baselines. It combines the advant-

ages of the continuous active learning approach with the advantages of sampling
methods. It can effectively retrieve relevant documents similar to CAL but also
provide a transparent, accurate, and effective stopping point.

2. Specifically, we recommend to use the AP-Prior distribution, the Horvitz-Thompson
estimator together with the conservative stopping strategy. If efficiency is also
considered, the Hansen-Hurwitz estimator is recommended to replace the Horvitz-
Thompson estimator.

6.1.3 Aggregating Crowd Relevance Assessments
Another important component of constructing test collections is determining relevance
labels. As crowdsourcing has arisen as a de facto solution, we ask:

RQ3 How can we effectively aggregate crowdsourcing labels in order to acquire high-
quality labels in test collections?

In Chapter 4, we study the problem of relevance inference from noisy assessments. We
propose a new annotation generation process modelled by a Bayesian generative model
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called multi-annotator Gaussian process. This defines a novel data generation process.
To be specific, our model employs a Gaussian process prior on the latent true labels of
each task and learns the correlation among tasks; further, it employs Gaussian noise on
each annotator and each task to learn task difficulty and annotator competence.

We designed three experiments to examine the performance of our label aggrega-
tion model. The experimental results demonstrate the following findings:
1. The proposed model is comparable with baselines. By comparing our method to

simplified versions of it as baselines, we demonstrate that both the prior part and
the likelihood part contribute to the improvement of the inferred label quality, while
jointly modelling true labels of tasks and task difficulty can further help to construct
a high quality test collection.

2. The annotation quality and redundancy both impact the performance of the pro-
posed model, and annotation quality dominates the impact.

6.1.4 Optimizing Retrieval Systems
For the last work in this thesis, we explored the use of test collections to optimize
retrieval systems and ask:

RQ4 How can we optimize the configuration of retrieval systems with regard to ef-
fectiveness measures on the basis of existing test collections?

In Chapter 5, we propose the use of BO to jointly search and optimize over the hyper-
parameter space of retrieval systems. To demonstrate the effectiveness and efficiency
of BO to identify a good system configuration, we tested it on both the ad-hoc and the
web test collections of TREC. The main answers are:
1. Given the heterogeneous hyperparameters in retrieval systems, we suggest the use

of four covariance functions that can handle both continuous and categorical hyper-
parameters, the SE, HSE, Matérn1 and HMatérn1 covariance function;

2. We analyze the effect of the different components of BO and reach the same con-
clusion as prior research on the topic [149], that it is the choice of the covariance
functions that has the strongest effect on the performance of BO.

3. BO outperforms manual tuning, grid search and random search, both in terms of the
retrieval effectiveness of the best configuration found, and in terms of efficiency in
finding this configuration.

4. We further examined the optimization behavior of BO in terms of exploitation and
exploitation. We found that it spends more search budget near the global optimum
or local optimums, and this optimization behavior is affected by covariance func-
tions of different smoothness.

6.2 Future Work
One of the ultimate goals of the work in this thesis is to enable effective and efficient IR
evaluation. In order to achieve the goal, it is worthwhile to re-examine the assumptions
of the Cranfield evaluation paradigm. One of the assumptions is that the relevance
assessments in the test collection are complete, even though this is not true in reality.
Chapter 2 and 3 provide methods towards solving the issue. Another assumption is that
the relevance of one document is independent of the relevance of other documents. But
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this assumption can be relaxed. Chapter 4 addresses violations of this assumption by
modelling the correlation of relevance between topics, documents and annotators who
give the relevance assessments.

In this final part of the thesis, we recap the assumptions of the methods proposed
in this thesis and discuss possible research directions for future work.

6.2.1 Document Selection through Active Sampling
The active sampling method in Chapter 2 consists of two modules: the sampling mod-
ule and the estimation module. In the sampling module, we employ two distributions:
one over retrieval systems, where the probabilities are weighted by the performance
of system runs, and one over document ranks – the AP-prior distribution proposed by
Aslam et al. [13] and Pavlu et al. [126]. One possible future direction is to explore
different distributions over documents. The ideal case to make the distribution from
which the documents are sampled, proportional to the distribution based on document
relevancy, so that it ensures very low variance of the Horvitz-Thompson estimator [72]
or the Hansen-Hurwitz estimator [158]. Existing work inspires us in choosing the
sampling distribution. For example, Aslam et al. [10] and Yilmaz et al. [172] used
a uniform distribution over the ranked document collection; Pavlu et al. [126] used
stratified sampling to draw larger samples from the top ranks; Schnabel et al. [142]
employed a weighted-importance sampling method on documents with the sampling
distribution optimized for a comparative evaluation between runs. Another direction
for future work is to sample documents without replacement. In this case, it is more
efficient in terms of identifying relevant documents; on the other hand, it is also in-
teresting to study how to efficiently calculate the Horvitz-Thompson estimator and the
Hansen-Hurwitz estimator, and usually it is more difficult to calculate the inclusion
probability for the Horvitz-Thompson estimator than the Hansen-Hurwitz estimator.

6.2.2 Automatic Thresholding of Document Selection
In Chapter 3 there are several directions that we have not touched on and that can
be followed in future work. First, the thresholding method that we proposed is de-
signed for small-scale document collections. It requires a relatively small list (tens of
thousands) of documents instead of collections containing millions of documents so
that the calculation of mean and variance of R is feasible. Currently, we adapted our
method for large document collections by randomly splitting the documents, running
our algorithm, and then concatenating the sampled documents for the final reviewing.
However, this is not the best solution. More work can be done in the direction of train-
ing the ranking model globally to avoid sampling too many non-relevant documents.
Second, like all other sampling methods, it inherently has a high variance problem for
low-prevalence topics. In practice, where prevalence is low, one must resort to heur-
istic solutions such as snowball sampling, capture-recapture, and other techniques that
are common in biostatistics and medicine. It is worth studying how to integrate these
heuristic solutions in the proposed framework. Third, the performance of the ranking
model can be further improved in order to produce a good ranked list of documents.
Currently, only the document text instead of the topic text is employed for feature
representation, the simple TF-IDF is used for document representation, the Logistic
Regression model is used as the ranking model, and the ranking model is trained in a
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topic-wise manner, i.e., a new ranking model is trained from scratch for each topic. In
the future, a stronger ranking model can be trained by addressing these issues. Finally,
the current model only considers the number of missing relevant documents to stop
the TAR process. More factors should be taken into account such as the importance of
the missing documents. For example, risk of bias and quality, two concepts from the
systematic review domain indicating how reliable the results of the studies included in
a systematic review are, can be leveraged to determine stopping the TAR process [68].

6.2.3 Aggregating Crowd Relevance Assessments
In Chapter 4 there are several directions that we have not touched on and that can be
pursued in future work. The learning of workers’ bias and tasks’ bias. The mean of the
Gaussian variable for workers in the proposed MAGP model could potentially model
spammers or adversarial workers. The issue is similar for the tasks’ bias. For the effi-
ciency of learning the model parameters, we fix the mean of the Gaussian variable for
workers or tasks to zero. In the future, it is interesting to adapt the inference algorithm
to effectively learn the mean parameters.

6.2.4 Optimizing Retrieval Systems
In the Bayesian Optimization approach proposed in Chapter 5, we made an assumption
that the search spaces are axis-aligned, i.e., the search space is a hyper-rectangle [144].
This is for the ease of using a Gaussian process regression model. However, this is
contradictory with the conditional structure of the hyperparameters of the retrieval sys-
tem, which means that our instantiation of BO wastes time in searching in inactive
dimensions. One direction for future research is studying surrogate models that can
solve the conditional-hyperparameter problem such as the tree-based Parzen estimator
model [19].

In our work, in order to demonstrate the idea of using a machine learning approach
to automatically configure a retrieval system on the basis of a specific test collection,
we use the Indri system as an example of retrieval system and BO as an example of
a machine learning approach. For future work, it is also interesting to apply other
AutoML approaches [67] to more retrieval models.
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Acronyms

Short Full

AutoTAR autonomous TAR (see p. 33)
BO Bayesian optimization (see p. 6)
CAL continuous active learning (see p. 32)
EI expected improvement (see p. 110)
EM expectation maximization (see p. 83)
EP expectation propagation (see p. 85)
GP Gaussian process (see p. 82)
GPMV Gaussian process majority voting (see p. 97)
IR information retrieval (see p. 1)
Latin Latin hypercube sampling (see p. 110)
LK likelihood (see p. 97)
MAB multi-armed bandits (see p. 24)
MACE multi-annotator competence estimation (see p. 97)
MAGP multi-annotator Gaussian process (see p. 82)
MTF move-to-front (see p. 24)
MV majority voting (see p. 97)
NLP natural learning processing (see p. 107)
PI probability of improvement (see p. 110)
PRP probability ranking principle (see p. 19)
Sobol Sobol sequence based sampling (see p. 111)
Stratif stratified sampling (see p. 24)
TAR technology-assisted review (see p. 31)
TREC text retrieval conference (see p. 2)
UCB upper confidence bound (see p. 110)
Uniform uniform random sampling (see p. 110)
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Summary

The availability of test collections in Cranfield paradigm has significantly benefited the
development of models, methods and tools in information retrieval. Such test collec-
tions typically consist of a set of topics, a document collection and a set of relevance
assessments. Constructing these test collections requires effort of various perspectives
such as topic selection, document selection, relevance assessment, and relevance label
aggregation etc.

The work in the thesis provides a fundamental way of constructing and utilizing
test collections in information retrieval in an effective, efficient and reliable manner.
To that end, we have focused on four aspects around test collections for information
retrieval.

We first study the document selection issue when building test collections (Chapter
2). We devise an active sampling method for efficient large-scale evaluation. Different
from past sampling-based approaches, we account for the fact that some systems are
of higher quality than others, and we design the sampling distribution to over-sample
documents from these systems. At the same time, the estimated evaluation measures
are unbiased, and assessments can be used to evaluate new, novel systems without
introducing any systematic error.

Then a natural further step is determining when to stop the document selection and
assessment procedure (Chapter 3). This is an important but understudied problem in
the construction of test collections. We consider both the gain of identifying relevant
documents and the cost of assessing documents as the optimization goals. We handle
the problem under the continuous active learning framework by jointly training a rank-
ing model to rank documents, and estimating the total number of relevant documents
in the collection using a“greedy” sampling method.

The next stage of constructing a test collection is assessing relevance (Chapter 4).
We study how to denoise relevance assessments by aggregating from multiple crowd
annotation sources to obtain high-quality relevance assessments. This helps to boost
the quality of relevance assessments acquired in a crowdsourcing manner. We assume a
Gaussian process prior on the latent true labels to model the correlation between tasks.
The proposed multi-annotator Gaussian process model is able to model the latent true
labels, the task bias and variance, and the annotator bias and variance.

After a test collection is constructed, it can be used to either evaluate retrieval sys-
tems or train a ranking model. We propose to use it to optimize the configuration of
retrieval systems (Chapter 5). We use Bayesian optimization approach to model the
effect of a δ-step in the configuration space to the effectiveness of the retrieval system,
by suggesting to use different similarity functions (covariance functions) for continu-
ous and categorical values, and examine their ability to effectively and efficiently guide
the search in the configuration space.
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Samenvatting

De beschikbaarheid van testcollecties in het Cranfield-paradigma heeft de ontwikkel-
ing van modellen, methoden en tools voor het vakgebied Information Retrieval aan-
zienlijk bevorderd. Dergelijke testcollecties bestaan doorgaans uit een verzameling
van queries, een collectie van documenten en een bijbehorende relevantiebeoordelin-
gen. Het samenstellen van deze testcollecties vereist werk vanuit verschillende per-
spectieven, waaronder het selecteren van queries, het selecteren van documenten, de
relevantiebeoordeling en het samenstellen van relevantielabels, etc.

Het werk in dit proefschrift biedt een fundamentele aanpak om testcollecties op
te bouwen en te gebruiken voor Information Retrieval op een effectieve, efficiënte en
betrouwbare manier. Hiervoor hebben we ons gefocust op vier aspecten met betrekking
tot testcollecties voor Information Retrieval.

Als eerste bestuderen we het probleem van documentselectie bij het opbouwen
van testcollecties. We introduceren een active sampling-methode voor een efficiënte
evaluatie op grote schaal. Anders dan bij andere active sampling gebaseerde methodes,
houden we rekening met het feit dat sommige systemen van hogere kwaliteit zijn dan
andere. Daarom hebben we een een sample-methode ontworpen die documenten uit
kwalitatief goede systemen over-sampelt. Tegelijkertijd, zijn de nieuwe evaluation
measures (op basis van een schatting) unbiased en kunnen die worden gebruikt om
nieuwe, nieuwe systemen te evalueren zonder enige systematische fout te introduceren.

Een logische vervolg stap is om te bepalen wanneer de documentselectie en beoor-
delingsprocedure moet worden stopgezet. Dit is een belangrijk maar onderbelicht
probleem bij het samenstellen van testcollecties. We beschouwen zowel de winst van
het identificeren van relevante documenten als de kosten van het beoordelen van docu-
menten als de optimalisatie-criteria. We benaderen dit probleem als een continue active
learning-probleem, door gezamenlijk een ranking model te trainen om documenten te
rangschikken en door het totale aantal relevante documenten in de collectie te schatten
met behulp van een “greedy” sampling methode.

De volgende stap bij het samenstellen van een testcollectie is het beoordelen van
de relevantie van de documenten. We bestuderen hoe relevantie-assessments kunnen
worden verkregen die uit meerdere crowd-annotatiebronnen zijn samengevoegd. Dit
om relevantie assessments van hoge kwaliteit te verkrijgen. Deze manier helpt om
de kwaliteit van door crowdsourcing verkregen relevantie-assessments te verhogen.
We gaan uit van een Gaussian-proces onderliggend aan de latent ‘true labels’ om de
correlatie tussen taken te modelleren. Het voorgestelde Gaussian-procesmodel is in
staat om de correct latente ‘true labels’ te modelleren, de taakbias en variantie en de
annotatorbias en variantie.

Nadat een testcollectie is samengesteld, kan deze worden gebruikt om retrieval
systems te evalueren of ranking modellen te trainen. We stellen voor om deze doc-
umentencollectie te gebruiken om de configuratie van retrieval-systemen te optimal-
iseren. We gebruiken de Bayesiaanse optimalisatietechniek voor het modelleren van
het effect van een δ-step in de configuratie-space op de effectiviteit van het retrieval-
systeem. Dit door gebruik te maken van verschillende gelijkenisfuncties (covariantie-
functies) voor continue en categorische waarden, en hun vermogen om effectief en
efficient de optimalisatie van de configuratie te sturen.
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