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ABSTRACT
A well-known problem when learning from user clicks are inherent

biases prevalent in the data, such as position or trust bias. Click

models are a common method for extracting information from user

clicks, such as document relevance in web search, or to estimate

click biases for downstream applications such as counterfactual

learning-to-rank, ad placement, or fair ranking. Recent work shows

that the current evaluation practices in the community fail to guar-

antee that a well-performing click model generalizes well to down-

stream tasks in which the ranking distribution differs from the

training distribution, i.e., under covariate shift. In this work, we

propose an evaluation metric based on conditional independence

testing to detect a lack of robustness to covariate shift in click

models. We introduce the concept of debiasedness and a metric for

measuring it. We prove that debiasedness is a necessary condition

for recovering unbiased and consistent relevance scores and for the

invariance of click prediction under covariate shift. In extensive

semi-synthetic experiments, we show that our proposed metric

helps to predict the downstream performance of click models under

covariate shift and is useful in an off-policy model selection setting.
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1 INTRODUCTION
Search and recommender systems aim to rank items in order of

relevance to a given search query or user context [27]. Operational

search engines have access to large logs of user behavior that are

valuable sources for improving ranking systems [7, 41, 44]. How-

ever, implicit user feedback in the form of clicks is well-known to

be biased [14, 22]. E.g., clicks can only occur on items exposed to

users, introducing selection bias [36, 38]. Also, the rank at which a

document is displayed greatly impacts the number of users seeing

and clicking an item, leading to position bias [22, 23]. And trust

bias arises when users rely on their search engine to place rele-

vant documents at the top leading to clicks on top-ranked items

regardless of their relevance [1, 49].

Click models. Click models have a long history in web search for

modeling user behavior by learning to predict how a user would

interact with a given list of items [3, 9, 12, 14, 19]. Click models

explicitly model effects that impact a user’s click decision, such as

item relevance, position bias, or trust bias, and are thus a valuable

tool for understanding users [14], predicting ad clicks [11, 32, 51],

as offline evaluation metrics [13], or estimating biases that the field

of unbiased learning-to-rank aims to mitigate [2, 23, 49].

Commonly, two aspects of click models are evaluated [12, 21].

First, a model’s ability to accurately predict clicks is commonly

measured using the perplexity of the model on a hold-out test set

of clicks [19]. Second, if a model estimates document relevance,

metrics such as nDCG or MRR can be computed using relevance

annotations gathered by human experts [9]. Recently, Deffayet et al.

[17] have shown that the current evaluation protocol of perplexity

and nDCG does not guarantee that the best-performing model gen-

eralizes well to predicting clicks on unseen rankings. By simulating

a variety of user behaviors on rankings created by different ranking

policies, the authors show that the best-performing models on one

ranking policy are not guaranteed to perform well when presented

with the same documents in a different order. This setting simulates

a covariate shift in the ranking distribution (also called policy shift).

Failure of generalization. Deffayet et al. [17] identify two cases

where the current evaluation protocol breaks down. First, they find

that biased click prediction methods can achieve high nDCG scores,

especially when the policy that collected the click data is already

near-optimal and tends to generate similar rankings. Picture the

case in which all documents are ranked in order of relevance to the
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user. In this setting, position bias perfectly correlates with document

relevance, and naive methods such as using a document’s average

click-through rate (CTR) as relevance and click prediction will lead

to strong nDCG and perplexity scores. But this method fails to

predict clicks on the inverted ranking in which the most relevant

item is displayed at the bottom and is, thus, highly affected by

position bias. In this case, predicting the average CTR of a document

as inferred from the original dataset is not a good prediction of user

behavior on the inverted ranking, and the model fails to generalize.

This model is not invariant under policy shift because it gives

different predictions depending on the train rankings.

Second, the authors find that click model mismatch, a case in

which the assumptions of the click models do not match the user

behavior in the collected dataset, can lead to wrong conclusions

about which models generalize well to unseen rankings. While

Deffayet et al. [17] evaluate a variety of click models and identify

trends about which click models tend to generalize better, we still

lack a principled approach to reliably select a click model from a

set of candidates for deployment in downstream applications.

Debiasedness of a click model. In this work, we introduce the

notion of debiasedness of a click model w.r.t. the logging policy, the

concept that the inferred relevance of a newly trained click model

should not be correlated with the relevance predictions of the policy

that was used to collect the training data, beyond the true relevance

signal. First, we prove that debiasedness is a necessary condition

(i) for obtaining consistent and unbiased estimations of document

relevance, and (ii) for the invariance of click prediction under policy

shift. Secondly, we present conditional mutual information with the
logging policy (CMIP), a method based on conditional independence

testing, that measures the degree of debiasedness of a newly trained

model with regard to the logging policy.

In our semi-synthetic experiments, we first reproduce the find-

ings in [17] on strong but narrow logging policies. Then, we verify,

on a wide array of training configurations, that CMIP helps to pre-

dict the performance of models outside of their training distribution.

Lastly, we show that off-policy selection strategies based on CMIP

incur lower regret than those based on perplexity and nDCG only.

Contributions. Our contributions can be summarized as follows:

• We introduce the notion of debiasedness of a click model and

show that it is necessary for unbiasedness, consistency, and in-

variance under policy shift of click models.

• We propose CMIP, a metric using relevance annotations that

measures debiasedness of a click model.

• We show in semi-synthetic experiments that CMIP improves

predicting the downstream performance of click models as well

as the regret of off-policy model selection strategies.

To support the reproducibility of this work, we release the code for

this paper
1
and a standalone implementation of our metric.

2
Below,

we first introduce related work on click models and conditional

independence testing (Section 2). Then, we present the current

evaluation protocol for click models and its deficiencies (Section 3)

before introducing the concept of debiasedness and our proposed

metric (Section 4). We end by evaluating our metric in extensive

semi-synthetic experiments (Section 5 and 6).

1
https://github.com/philipphager/sigir-cmip

2
https://github.com/philipphager/cmip

2 RELATEDWORK
2.1 Click models and their evaluation
Click models emerged to model user behavior in web search [9,

14, 19, 28]. Early methods use probabilistic graphical models to

encode assumptions about user behavior in order to disentangle

the influence of the presentation of a search result and its intrinsic

relevance. The examination hypothesis, for example, introduced

with the position-based model (PBM) [14], assumes that the user

examine and perceive the document as relevant in order to click on

it. The cascade model [14] assumes that users browse results from

top to bottom, click on the first relevant result and then leave the

page. For an overview of common click models, see [12].

More recently, click models based on neural architectures have

emerged [3, 4, 10, 15, 26, 50] to model more complex browsing

behavior [4] and user preferences across sessions [10, 26]. Neural

click models typically also use more expressive representations of

queries, documents, and other meta-data [4, 10, 26]. Combined with

recent optimization techniques, these models enable efficient train-

ing on large-scale click logs. In this work, we use three click models

originally proposed as probabilistic graphical models and imple-

ment them with current gradient-based optimization techniques.

We also include two neural click models, and two baselines based

on click statistics. These models are presented in Section 5.2.2.

Click models are commonly evaluated using the log-likelihood

of clicks in a test set, measuring how well a model approximates

the observed data [21]. Craswell et al. [14] evaluate models by mea-

suring cross-entropy. More widely used nowadays is the perplexity

metric, which measures how surprised a model is to observe a click

on a given document and rank [19]. Another line of work compares

predicted and actual click-through-rates (CTRs) on a test set, typ-

ically using MAE or RMSE [9, 21, 51]. Dai et al. [15] introduced

distributional coverage, a metric quantifying whether the distri-

bution of click sequences predicted by a model matches the true

distribution of clicks. Moving beyond click prediction, Chapelle

and Zhang [9] evaluate the ranking performance of click models by

computing retrieval metrics (e.g., MAP or nDCG) on an additional

test set of human relevance annotations. We introduce perplexity,

nDCG, and their limitations in Section 3.2.

2.2 Conditional independence testing
This work introduces the concept of debiasedness, which requires

a test for conditional independence [16]. Given a set of three ran-

dom variables 𝑋 , 𝑌 , and 𝑍 , conditional independence assesses if,

given 𝑍 , knowing 𝑋 is helpful for predicting 𝑌 (and vice versa).

Conditional independence tests are widely applied in statistics and

causal inference, e.g., to verify edges in Bayesian networks [24], to

discover causal graphs [39], or for feature selection [25].

We require a non-parameteric conditional independence test for

continuous random variables. Approaches include binning contin-

uous variables to apply tests for discrete data [31], reframing the

problem as measuring the distance between two conditional densi-

ties [47], estimating conditional mutual information [33], or using

kernel-based methods [18, 20]. We use methods from [33, 43] to es-

timate conditional mutual information. Their approach is inspired

by the use of model-powered independence testing [29, 33, 43], re-

formulating statistical tests as supervised learning problems, which

https://github.com/philipphager/sigir-cmip
https://github.com/philipphager/cmip
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can be solved using standard classification or regression models.

We introduce the approach we follow in Section 4.3.

3 BACKGROUND
3.1 Notation and assumptions
Notation. Let 𝑑 ∈ 𝐷 be a document. A ranking 𝑦 is an ordered list

of documents: 𝑦 = [𝑑1, 𝑑2, . . . , 𝑑𝐾 ]. Note that 𝑦 is a list of length 𝐾

and 𝑦 [𝑘] is the document displayed at position 𝑘 . We retrieve the

position of a document in 𝑦 using rank(𝑑 | 𝑦). A policy 𝜋 serves a

ranking 𝑦 in response to a search query 𝑞. We consider stochastic

ranking policies 𝜋 (𝑦 | 𝑞), which are probability distributions over

rankings, given a query. For each ranking displayed to a user, we

observe a vector of binary feedback 𝑐 of length 𝐾 , with each entry

denoting a click or no click on the displayed item: 𝑐 [𝑘] ∈ {0, 1}.
Thus, our final dataset contains observations of a user query, the dis-

played ranking, and the recorded clicks: D = {(𝑞𝑖 , 𝑦𝑖 , 𝑐𝑖 )}𝑁𝑖=1. The
production ranker that collects this training dataset is commonly

called the logging policy, which we denote as 𝜋𝑙 .

Assumptions. We follow a common assumption in learning-to-

rank (L2R), that user clicks are a noisy and biased indicator of how

relevant a document is to a given query [23, 35]. We denote the

relevance of an item to a query as 𝑟 (𝑑, 𝑞). As explained before, clicks
are usually influenced by bias factors such as the item’s position

or the user’s trust in the system. Depending on the specific click

model, bias factors can depend only on the position of a document

or even on other documents in the same ranking. We refer to the

vector of bias factors for documents in a given ranking as 𝑜 (𝑦).
Our theory considers the family of click models that follow the

structure of the examination hypothesis [12, 14], which assumes

that to be clicked, a document has to be observed by a user and

deemed as relevant. In a general form, the examination hypothesis

demands that relevance 𝑟 and bias factors 𝑜 factorize as:

∀𝑘 ∈ {1, . . . , 𝐾}, 𝑃 (𝑐 [𝑘] = 1 | 𝑦, 𝑞) = 𝑟 (𝑦 [𝑘], 𝑞) × 𝑜 (𝑦) [𝑘] . (1)

This generic formulation of the examination hypothesis, also used in

[52], can account for users observing an item based on its position

or even based on the relevance of surrounding documents. For

simplicity, we assume that 𝑜 (𝑦) [𝑘] > 0, ∀𝑦 ∈ D, 𝑘 ∈ {1, . . . , 𝐾},
excluding any bias that leads to an item having no chance of being

clicked [23], such as item selection bias. However, our work can be

extended to this case. Lastly, our discussions below consider only

a single query 𝑞 to simplify our notation. All statements can be

extended to a setting with multiple queries.

3.2 Evaluating click models
Click models are trained on an objective quantifying the quality

of their click prediction. However, their primary goal, arguably, is

to recover accurate estimates of the latent factors of user feedback.

Hence, the literature on click models has adopted metrics for both

of these objectives, respectively perplexity (PPL) and normalized

discounted cumulative gain (nDCG).

The click prediction quality on a test set is measured by the perplexity

at each rank 𝑘 and by the average perplexity over all ranks:

PPL@𝑘 = 2
− 1

𝑁

∑
(𝑦,𝑐 ) ∈D 𝑐 [𝑘 ] log2 𝑐 [𝑘 ]+(1−𝑐 [𝑘 ] ) log2 (1−𝑐 [𝑘 ] ) , (2)

PPL =
1

𝐾

𝐾∑︁
𝑘=1

PPL@𝑘, (3)

where 𝑐 = 𝑃 (𝑐 | 𝑦) is a vector of click probabilities predicted by the

model for a ranking 𝑦. Perplexity measures how surprised a model

is to observe a given click behavior in the test set, given the model’s

parameters [19]. Perplexity is at least one and can be arbitrarily

high. However, since a model predicting clicks at random has a

perplexity of two, a realistic click model should achieve a perplexity

between one and two [12].

The quality of relevance estimates 𝑟 for documents is measured by

the ranking metric nDCG, comparing predicted relevance scores

against human annotations of relevance:

nDCG =
DCG(𝑦)

DCG(𝑦true) , with DCG(𝑦) =
𝐾∑︁
𝑘=1

2
𝑟 (𝑦 [𝑘 ] ) − 1

log
2
(𝑘 + 1) , (4)

where 𝑦true = arg sort
↓
𝑑∈𝑦 𝑟 (𝑑) and 𝑦 = arg sort

↓
𝑑∈𝑦 𝑟 (𝑑) are ob-

tained by ranking documents in order of relevance, as predicted by

human annotators and the click model, respectively.

These two metrics are complementary in the sense that perplex-

ity quantifies the goodness-of-fit of the model to the logged data

while nDCG quantifies the quality of the rankings produced by

the recovered relevance estimates. However, as we recall below,

previous work has warned about the poor generalizability of these

two metrics in many practical scenarios.

3.3 Perplexity fails to generalize, especially
under model misfit

Perplexity measures how well a model fits the conditional distribu-

tion of clicks given rankings observed in the dataset. However, the

performance measured by perplexity only holds on a separate test

set as long as the i.i.d. assumption is satisfied [45], which notably

requires that the rankings in the test set are sampled from the same

distribution as rankings in the training set. This assumption is often

violated when using click models to predict and evaluate ranking

policies that differ from the one used for training (e.g., [11, 23]).

This mismatch creates a covariate shift in the input distribution

of the model. In such cases, no guarantee can be derived on the

out-of-distribution performance of the trained models, and we are

likely to observe a drop in performance.

Deffayet et al. [17] show the empirical effect of covariate shift

on click model prediction. Model misfit, searching within model

classes that do not contain the Bayes-optimal function, likely aggra-

vates the performance drop on click predictions out-of-distribution.

Model misfit is not the only cause for the lack of robustness. E.g.,

deep neural networks, that have high capacity and potentially in-

clude the Bayes-optimal predictor, can also suffer from covariate

shift due to training sets covering only a narrow space of all possible

rankings. Hence, PPL measured in-distribution is not a good predic-
tor of click model performance out-of-distribution in many practical
scenarios, including model misfit and narrow logging policies.

3.4 nDCG fails to generalize when the logging
policy is good

nDCG assesses the ordering of documents based on their predicted

relevance scores. As a list-wise metric, nDCG does not evaluate
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Figure 1: Comparing the relevance estimates of two click models (DCTR and PBM) against the relevance estimates of an almost optimal logging
policy (NoisyOracle, defined in Section 5.1.3) for 1.5k documents, grouped by their true relevance. Clicks follow a PBM user model. The DCTR
model achieves a higher nDCG but correlates notably with the logging policy, resulting in a high CMIP. In contrast to the PBM, the DCTR
model is not debiased in this setup. Note that CMIP is in theory a non-negative metric but approximations can make it slightly negative.

the accuracy of the estimated relevance probabilities but only how

ordering by these relevance estimates correlates with rankings ob-

tained through expert annotations. This ranking task is a use case

for click models, but many scenarios require accurate estimation of

relevance and examination probabilities, such as off-policy evalua-

tion [37], counterfactual learning-to-rank with inverse propensity

scoring [1], or click maximization in reinforcement learning [46].

Performance measured by nDCG can be misleading for these tasks

since highly biased and poorly predictive click models can obtain

high nDCG scores [17]. Indeed, when the logging policy already

achieves a high nDCG, one cannot use nDCG to differentiate be-

tween a model predicting accurate relevance probabilities from a

model replicating the logging policy, e.g., by sorting documents

by their number of impressions. In more realistic scenarios, this

misleading behavior of nDCGmight manifest itself only for a group

of queries (e.g., tail queries), enabling a model to achieve an im-

proved nDCG score at the cost of biased relevance estimates for

these queries. Consequently, nDCG is not a good predictor of click
model debiasing capabilities in many realistic settings.

Faced with the lack of metrics evaluating the robustness of click

models to shifts in the input rankings, we propose the idea of

measuring debiasedness in the next section.

4 TOWARDS HEALTHY BENCHMARKS:
A METRIC TO QUANTIFY DEBIASEDNESS

To establish CMIP, which measures the robustness of click models

to covariate shift, we first introduce the notion of debiasedness in
Section 4.1. We then explain how to test for this property in Section

4.2, and finally instantiate our proposed metric in Section 4.3.

4.1 Debiasedness in click modeling
Let R be a set containing three relevance scores for each docu-

ment: R = {(𝑟 (𝑑), 𝑟𝑙 (𝑑), 𝑟 (𝑑))}𝑑∈D , where 𝑟 is the true relevance

as annotated by human experts and 𝑟𝑙 the relevance estimate of the

logging policy, which we define as the expected rank of a document:

𝑟𝑙 (𝑑) = E𝑦∼𝜋𝑙 [rank(𝑑 | 𝑦)]. We assume this quantity to be known

in our experiments but it can easily be estimated otherwise. Finally,

𝑟 is a set of relevance scores as estimated, e.g., by a new model.

We consider the following random experiment. We draw triplets

of relevance scores from R at random and with replacement, re-

vealing a document’s relevance scores but not the document itself.

We write 𝑅, 𝑅𝑙 and �̃� for the random variables that return the re-

spective relevance scores over all documents.
3
We can now define

the debiasedness of a set of scores 𝑟 :

Definition 4.1. A set of scores 𝑟 is debiased w.r.t. the logging policy
if its corresponding random variable �̃� is independent of the rele-

vance of the logging policy 𝑅𝑙 , conditioned on the true relevance 𝑅:

�̃� ⫫ 𝑅𝑙 | 𝑅. (5)

Intuitively, debiasedeness means that the score of a document can-

not be predicted by knowing where the logging policy placed it.

Click models aim to disentangle the factors influencing user behav-

ior, thereby also alleviating biases induced by the logging policy.

Therefore, a natural property that we may expect of a well-behaved

click model is that its estimated relevance of an item cannot be

predicted by revealing the relevance of that same item according

to the logging policy, i.e., debiasedness:

Definition 4.2. A click model is debiased w.r.t. the logging policy if

its estimated relevance after training is independent of the relevance

of the logging policy, conditionally on the true relevance as well as

the dataset it has been trained on:

�̃�D ⫫ 𝑅𝑙 | (𝑅,D), (6)

where �̃�D is the set of relevance scores estimated by a click model

trained on dataset D.

We give a visual intuition of debiasedness and our proposed metric

CMIP in Figure 1. We display the relevance estimates obtained by a

PBM click model and a model predicting the average CTR of each

document (DCTR) as relevance. In the plot, we group all documents

3
In the remainder, we will use a set and its corresponding random variable

interchangeably.
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by their true annotated relevance. In contrast to the PBM, the DCTR

model does not account for position bias simulated in the click data.

We can observe a clear correlation of the relevance estimates of

the DCTR model with those of the logging policy, meaning we can

predict the estimated relevance of a randomly drawn document

by knowing where the logging policy placed it. Thus, the DCTR

model is not debiased in this setting, which is captured in a higher

score of CMIP.

Debiasedness alone does not guarantee high performance of a

click model, e.g., a model assigning random relevance scores is

trivially debiased. Below, we show that debiasedness is a necessary

condition for common goals in unbiased learning-to-rank.

Debiasedness is a necessary condition for both consistency
and unbiasedness. Unbiasedness has been introduced in different

subfields as a common goal of unbiased learning-to-rank [23, 35].

Extending the meaning of unbiasedness from estimators to click

models, an unbiased click model recovers the true relevance parame-
ters for each document, in expectation over possible training datasets.
Using 𝑟D (𝑑) to denote the relevance of document 𝑑 , as predicted

by a click model after being trained on dataset D, a click model is

unbiased if, and only if:

ED∼𝜋𝑙
[
𝑟D (𝑑)

]
= 𝑟 (𝑑) (7)

where we use the notation D ∼ 𝜋𝑙 to illustrate that the dataset is

generated by users interacting with the logging policy. Consistency

has been introduced more recently [35], as a more attainable goal

for click models. A consistent click model recovers the true relevance
parameters in the limit of infinite data:

lim

|D |→∞
𝑟D (𝑑) = 𝑟 (𝑑) (8)

Since the relevance scores recovered by a consistent click model

in the limit of infinite data are equal to the true relevance 𝑅, a con-

sistent click model is trivially debiased: 𝑅 ⫫ 𝑅𝜋𝑙 | 𝑅. Similarly, the

expected relevance scores of an unbiased click model are debiased

since ED∼𝜋𝑙 [�̃�D ] = 𝑅.
Debiasedness is a necessary condition for invariance under
policy shift. In this work, we evaluate the click prediction capabili-

ties of click models outside of their training distribution. Therefore,

we define the notion of invariance under policy shift as a model

predicting the same click probabilities for a document, regardless

of the dataset it was trained on:

Definition 4.3. A click model is said to be invariant under policy
shift if its estimated click probabilities are the same regardless of

the training set, i.e., for every ranking 𝑦 and any two datasets D1

and D2:

𝑐D1 (𝑦) = 𝑐D2 (𝑦) = 𝑐 (𝑦), (9)

where 𝑐D (·) are the click predictions obtained after training a click
model on D.

This definition allows us to introduce our main theorem that for

every click model following the examination-hypothesis (Eq. 1),

debiasedness is a necessary condition for invariance under policy shift:

Theorem 4.4. A click model that is invariant under policy shift is
debiased. For every dataset D and ranking 𝑦:

𝑐D (𝑦) = 𝑐 (𝑦) ⇒ �̃�D ⫫ 𝑅𝑙 | (𝑅,D) . (10)

Proof. First, a model such that 𝑟D = 0 is debiased since 0 ⫫
𝑅𝑙 | (𝑅,D), and therefore satisfies Eq. 10. Next, assume 𝑟D ≠ 0 in

the remainder. For a model following the examination-hypothesis,

we can write, for any rank 𝑘 , ranking 𝑦 and training dataset D:

𝑐D (𝑦) [𝑘] = 𝑟D (𝑦 [𝑘]) × 𝑜D (𝑦) [𝑘] .
Consider two documents 𝑑1 and 𝑑2 with 𝑟D (𝑑2) ≠ 0. Consider

also two rankings 𝑦1, 𝑦2 that differ only by their first document:

𝑦1 [1] = 𝑑1, 𝑦2 [1] = 𝑑2, and 𝑦1 [𝑘] = 𝑦2 [𝑘] for 𝑘 > 1. Let these

rankings share the same examination probability on their first

position: 𝑜D (𝑦1) [1] = 𝑜D (𝑦2) [1], then we can write down the two

click probabilities:{
𝑐D (𝑦1) [1] = 𝑟D (𝑑1) × 𝑜D (𝑦1) [1]
𝑐D (𝑦2) [1] = 𝑟D (𝑑2) × 𝑜D (𝑦2) [1]

Because of the equality of examination probabilities, we have:

𝑟D (𝑑1)
𝑟D (𝑑2)

=
𝑐D (𝑦1) [1]
𝑐D (𝑦2) [1]

(LHS)

=
𝑐 (𝑦1) [1]
𝑐 (𝑦2) [1]

When the left-hand side of Eq. 10 is true, this ratio does not de-

pend on 𝜋𝑙 and relevance scores are determined up to a document-

independent constant, so knowing 𝑅𝑙 does not help predict the

relevance of a newly picked document: 𝑃 (�̃�D | D, 𝑅) = 𝑃 (�̃�D |
D, 𝑅, 𝑅𝑙 ). Thus, the model is debiased: �̃�D ⫫ 𝑅𝑙 | (𝑅,D). □

Akey observation is that the estimated relevance of a documentmay

depend on the training dataset and ultimately on the logging policy,

yet revealing 𝑅𝑙 | (𝑅,D) might not help to predict �̃�D | (𝑅,D).
Take, for example, the PBMmodel. Without explicit constraints, we

can scale its inferred relevance scores up or down, and by adjusting

the examination scores accordingly, the click probabilities stay

constant. Then a perfectly fitted PBMmay be invariant under policy

shift, while the exact set of parameters it recovers depends on the

training dataset. However, for a fixed dataset, knowing 𝑅𝑙 does not

help to predict �̃�D in this setting.

In conclusion, while debiasedness alone does not guarantee that

a click model inferred the correct parameters during training, it

is a necessary condition for consistency, unbiasedness, and invari-

ance under policy shift. We, therefore, propose to systematically

verify that this property holds, using a protocol based on relevance

annotations, which we describe in the following sections.

4.2 Testing for debiasedness with mutual
information

Given a set of annotated documents and the expected rank of these

documents under the logging policy, we can test for the debiased-

ness of a candidate click model using any conditional independence

test for continuous variables. Using independence tests, given some

significance level, would yield a binary answer to whether the click

model is debiased. In practice, however, we may be more interested

in picking the best model from a set of candidates for deployment,

i.e., off-policy selection (OPS). For example, which model should we

select if multiple candidates are debiased, or none are? Therefore,

we choose to quantify the degree of debiasedness using the effect

size of an independence test: conditional mutual information (CMI).

We first recall the concept of mutual information (MI), which

measures the average reduction in uncertainty of a random variable

𝑋 obtained when knowing the value of a second random variable 𝑌 .
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Mutual information, usually expressed as 𝐼 (𝑋 ;𝑌 ), can capture non-

linear relationships between variables. Conditioning the mutual

information between two variables on a third variable is strongly

connected to conditional independence testing:

�̃� ⫫ 𝑅𝑙 | 𝑅 ⇐⇒ 𝐼 (�̃�;𝑅𝑙 | 𝑅) = 0 (11)

where �̃� are the relevance scores predicted by a click model, 𝑅𝑙 the

implicit relevance scores of the logging policy, and 𝑅 the human

annotations of relevance. Meaning, conditional on 𝑅, knowing 𝑅𝑙
does not reduce the uncertainty of predicting �̃� and vice-versa.

Thus, conditional independence testing is a special use case of

CMI and we can interpret a lower value of CMI as a higher degree

of debiasedness, with a CMI of zero indicating that the relevance

scores of a newly trained click model are independent of the policy

that collected the dataset, conditional on the true relevance. We

refer to the CMI when computed w.r.t. the logging policy as CMIP.

4.3 Estimating conditional mutual information
with the logging policy (CMIP)

In this section, we cover how to estimate the CMIP metric to quan-

tify debiasedness. First, we note that CMI can be expressed as the

Kullback-Leibler divergence between two distributions:

𝐼 (𝑋 ;𝑌 | 𝑍 ) = DKL (𝑝 ∥𝑞)
with 𝑝 = 𝑃 (�̃�, 𝑅𝑙 , 𝑅)
and 𝑞 = 𝑃 (𝑅) 𝑃 (�̃� | 𝑅) 𝑃 (𝑅𝑙 | 𝑅)

(12)

which is a pseudo-distance between the joint distribution 𝑝 of all

three variables occurring together and the distribution 𝑞 in which

the predicted relevance scores �̃� and the relevance of the logging

policies 𝑅𝑙 are independent, conditional on 𝑅. If the divergence

between both distributions is zero, the joint distribution (which

we actually observe) is equivalent to the distribution on which

conditional independence holds. Given this divergence-based for-

mulation of CMI, we employ a two-step approach suggested in

[33]. First, we obtain samples from the marginal distribution 𝑞 on

which conditional independence holds. Second, we estimate the

KL-divergence between the observed dataset and the generated

samples, which is the estimate of our CMIP metric.

4.3.1 Sampling from the marginal distribution 𝑞. How can we ob-

tain samples from the conditional independence distribution 𝑞

given our observational dataset 𝑝? For a proof that this method-

ology actually approximates 𝑞, we refer to [43, Theorem 1]. We

use a knn-based approach suggested in [43]; its simplicity and

computational speed make it suitable for an evaluation metric.

Given a dataset of observed relevance labels for each document,

R = {(𝑟 (𝑑), 𝑟𝑙 (𝑑), 𝑟 (𝑑))}𝑑∈D , we split the data into two equal parts

R𝑖 and R 𝑗 . For each document in R𝑖 , we find the nearest neighbor

document in R 𝑗 with the most similar true relevance. In the case

of using relevance annotations, this method simplifies to sampling

any document from R 𝑗 with the same relevance label. By exchang-

ing the relevance estimates of the logging policy between the two

documents, the resulting dataset R𝑞 = {(𝑟 (𝑑𝑖 ), 𝑟𝑙 (𝑑 𝑗 ), 𝑟 (𝑑𝑖 ))}, is
now a sample from 𝑞.

4.3.2 Estimating KL-divergence. Given samples from the original

relevance dataset R𝑝 ∼ 𝑝 and samples from the marginal distri-

bution R𝑞 ∼ 𝑞, we can compute the CMI as the KL-divergence

between both distributions. We follow Mukherjee et al. [33] and

frame the task of divergence estimation between two continuous

joint distributions as a binary classification problem. The main idea

is to label samples from 𝑝 with 𝑚 = 1 and samples from 𝑞 with

𝑚 = 0. After shuffling the two datasets into one, we train a binary

classifier to predict to which distribution a given triplet of rele-

vance values (𝑟, 𝑟𝑙 , 𝑟 ) belongs to. The better the classifier can assign

samples to their original distribution, the higher the divergence

between the two distributions. Using the Donsker-Varadhan refor-

mulation of KL-divergence [33, Definition 3], we use the classifier’s

predictions of 𝑃 (𝑚 = 1) on a test set to compute the conditional
mutual information with the logging policy (CMIP) as:

CMIP = DKL (𝑝 ∥ 𝑞)

≈ 1

|R𝑝 |
∑︁
𝑖∈R𝑝

log

𝑃 (𝑚 = 1 | 𝑖)
𝑃 (𝑚 = 0 | 𝑖) − log

©­« 1

|R𝑞 |
∑︁
𝑗∈R𝑞

𝑃 (𝑚 = 1 | 𝑗)
𝑃 (𝑚 = 0 | 𝑗)

ª®¬ .
(13)

The above procedure requires a well-calibrated classifier and we

clip predictions 𝑃 (𝑚 = 1) ∈ [0.01, 0.99] to avoid extremely large

likelihood ratios when dividing by predictions close to zero. Lastly,

we bootstrap the metric, performing multiple repetitions of k-nn

sampling and KL divergence estimation, reporting the average over

five repetitions. In order to simplify the usage of our metric, we

release a standalone implementation of CMIP.
4

5 EXPERIMENTAL SETUP
We test if CMIP helps to predict which click models are robust to

covariate shift by performing experiments using a semi-synthetic

click simulation setup prevalent in unbiased learning-to-rank [23,

36, 48, 49]. The setup is semi-synthetic since we generate synthetic

user clicks on real search queries and documents. To simulate shifts

in the ranking distribution, we train models on click data collected

under one logging policy and evaluate the model on clicks obtained

under a different policy. Below, we introduce our simulation setup

and the click models used in our experiments.

5.1 Semi-synthetic click simulation
5.1.1 Overview. We generate click datasets by repeatedly: (i) sam-

pling a query and its candidate documents from a preprocessed

real-world dataset; (ii) sampling a ranking of the candidate docu-

ments using a stochastic logging policy; and (iii) presenting the

ranked search results to a synthetic user model to sample clicks. In

the following, we cover each step in more detail.

5.1.2 Dataset and preprocessing. Our click simulation is based on

the MSLR-WEB10K dataset [41]. We use the training dataset of

the first fold, containing 6,000 search queries, each with a set of

candidate documents. Each query-document pair was judged by

experts on a five point relevance scale: 𝑟 (𝑑) ∈ {0, 1, 2, 3, 4}, which
we use as ground-truth in our experiments. During preprocessing,

we reduce the number of documents per query to ten using strat-

ified sampling on the human relevance annotation. Thereby, we

reduce the number of candidate documents, while keeping a similar

distribution of relevance grades. After discarding all queries with

less than ten documents, we obtain a total of 5,888 queries.

4
https://github.com/philipphager/cmip

https://github.com/philipphager/cmip


An Offline Metric for the Debiasedness of Click Models SIGIR ’23, July 23–27, 2023, Taipei, Taiwan

5.1.3 Stochastic policies. For each new simulated user session,

we first pick a query from the preprocessed dataset uniformly at

random, a common practice in simulation for unbiased learning-

to-rank [23], to avoid high variance on rare queries in this study.

After sampling a query, we sample rankings of the candidate set of

documents. For that, we first obtain relevance estimates for each

document using one of three policies of different quality:

Uniform: A policy assigning the same relevance to all documents.

LambdaMART: A LambdaMART ranker [6] trained on feature

vectors and relevance annotations provided in MSLR-WEB10K.
5

NoisyOracle: A near-optimal policy using perturbed human rele-

vance annotations after adding Gaussian noise of variance 0.5.

After using one of these three policies to obtain relevance es-

timates for each document, we sample stochastic rankings using

a Plackett-Luce model [30, 40]. We sample multiple rankings per

query to observe documents in different positions since a deter-

ministic ranking would not allow our click models to disentangle

effects such as position bias or relevance during training. We use

the Gumbel Softmax trick to efficiently sample rankings from a

Plackett-Luce distribution [5, 34] and control the degree of stochas-

ticity in the sampled rankings using the temperature parameter of

the softmax. We sample rankings with a low degree of stochasticity

in our experiments, using a temperature of 𝑇 = 0.1 by default.

5.1.4 User models. After sampling rankings, we generate synthetic

clicks on our documents. We define how relevant each document is

to the synthetic user based on the expert relevance annotations [8]:

𝑅𝑑 = 𝜖 + (1 − 𝜖) 2
𝑟 (𝑑 )−1
2
4−1 , with noise 𝜖 = 0.1 to also sample clicks

on irrelevant documents. To examine our metric under a variety of

click behaviors, we simulate four different users:

PBM: A user behaving according to the examination hypothesis,

clicking only on observed and relevant documents. The observation

probability depends only on the document position [14]. Following

[23], we define the observation probability at rank 𝑘 as: 𝑂𝑘 = 1

𝑘
.

DBN: A user for whom relevance is split into two concepts: attrac-

tiveness and satisfaction. Attractiveness measures how likely a user

is to click on a document after observing it in the ranking, while sat-

isfaction estimates how likely a user is satisfied with the document

after opening it. Documents are examined from top to bottom until

the user is satisfied or abandons the list [9]. Thus, examination of a

document not only depends on its rank, but also on the documents

examined before. We use the probability of relevance 𝑅𝑑 to define

the attractiveness of a document as 𝐴𝑑 = 𝑅𝑑 and its satisfaction as

𝑆𝑑 =
𝑅𝑑
2
, so that even on near-optimal policies, fulfilling a user’s

information need sometimes requires more than one click.

MixtureDBN: This setting simulates platforms presenting results

horizontally, where users may not inspect the document in order [4].

This mixture is composed of two DBN users: 70% of the time, the

user inspects the results in the usual order from first to last rank,

but 30% of the time, the user inspects the ranking in reverse order.

Carousel: This last user simulates settings in which documents

are grouped in vertical rows or carousels [42]. For this specific

setting only, we use 25 documents per query instead of ten. The

user chooses one of five carousels, according to a PBM, where the

relevance of a carousel is taken to be the average relevance of the

five documents that compose it. Then the user clicks on documents

5
LightGBM version 3.3.2, using 100 trees, 31 leafs, and learning rate 0.1.

within the chosen carousels according to a DBN.

Next, we introduce the click models that we use, but we note

that none fits the MixtureDBN and Carousel user behavior. We

include these complex click behaviors to evaluate the usefulness of

our metric under model mismatch.

5.2 Click model overview
We compare seven click models in our simulations; two are naive

baselines using click statistics; five are prominent click models from

the literature. In line with earlier studies, the models we compare

do not input document features beyond the document’s id. Below,

we only summarize the main idea for each approach. For details,

we refer to [17], which we follow closely in our implementation.

5.2.1 Naive baselines.
DCTR: The document CTR model uses the mean click-through-

rate of a document as both click and relevance prediction. Since the

CTR is averaged over all document positions, this model naively

assumes that users examine all ranks equally.

RDCTR: The ranked document CTRmodel predicts themean click-

through-rate of a document at a given rank as click probability. We

follow [17, Eq. 3] and estimate relevance as the sum of a document’s

CTR at each rank, weighted by the inverse of the average CTR of

all documents at the given rank.

In both methods, rarely examined documents can cause extreme

click predictions, such as predicting a click probability of zero for a

document that was never clicked. To mitigate predictions that lead

to arbitrarily high perplexity values, we use the empirical Bayes

method and initialize each prediction with Beta priors estimated

on our training data as suggested in [9].

5.2.2 Click models. We implement a PBM and a DBN click model

matching the user behaviors introduced in Section 5.1.4. In addition,

we implement three other models:

UBM: Extending the position-based model (PBM), the user brows-

ing model assumes that examining an item depends in addition to

its position also on the position of the latest clicked document [19].

NCM: The neural click model uses an RNN to iterate over the list

of documents and predicts clicks at every step. While the model

only predicts clicks and does not explicitly model relevance, Borisov

et al. [3] suggest to use the click probability of an item when placed

on top of a ranking as its relevance.

CACM: We implement another RNN-based model iterating over

rankings; instead of predicting clicks it predicts the user’s prob-

ability of examination at each rank. The resulting examination

probability is multiplied with an estimated relevance probability to

obtain the click prediction. The model is a variant of the context-

aware click model introduced in [10] as proposed in [17, Eq. 14].

All models are implemented using PyTorch, and are trained by

minimizing a binary cross-entropy loss between the predicted clicks

and the observed clicks in the training dataset. Further implemen-

tation details are openly accessible in our code.
6

5.3 Experiments
In our experiments, we evaluate whether CMIP helps to predict the

performance of click models under covariate shift. Therefore, we

first generate 5M training, 1M validation, and 1M test clicks on a

6
https://github.com/philipphager/sigir-cmip

https://github.com/philipphager/sigir-cmip
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Table 1: Adjusted 𝑅2 score of predicting the out-of-distribution perplexity using combinations of in-distribution perplexity, nDCG, and CMIP
using regression (higher is better). We mark significantly higher ▲ or lower performance ▼ compared to using ind PPL, nDCG at a significance
level of 𝛼 = 0.0001. Adding CMIP improves predictions of ood PPL, achieving the best performance when combining all three metrics, and
combinations including CMIP are more consistent across different experimental setups and covariate shifts.

User model Logging policy Test policy ind PPL nDCG CMIP ind PPL, nDCG CMIP, ind PPL CMIP, nDCG Joint

PBM

NoisyOracle

LambdaMART 0.276 0.256 0.439 0.395 0.938
▲

0.972
▲

0.963
▲

Uniform 0.277 0.346 0.725
▲

0.304 0.966
▲

0.969
▲

0.970
▲

LambdaMART

NoisyOracle 0.369
▼

0.907 0.904 0.861 0.883 0.962
▲

0.944
▲

Uniform 0.347
▼

0.965
▲

0.931 0.889 0.974
▲

0.977
▲

0.975
▲

DBN

NoisyOracle

LambdaMART 0.235
▼

0.978
▲

0.517
▼

0.693 0.787
▲

0.977
▲

0.897
▲

Uniform 0.254
▼

0.984
▲

0.545
▼

0.688 0.821
▲

0.983
▲

0.963
▲

LambdaMART

NoisyOracle 0.941
▼

0.997
▲

0.997
▲

0.974 0.970 0.997
▲

0.983

Uniform 0.958
▼

0.999
▲

0.999
▲

0.983 0.982 0.999
▲

0.982

MixtureDBN

NoisyOracle

LambdaMART 0.805
▼

0.149
▼

0.843 0.869 0.910
▲

0.906
▲

0.914
▲

Uniform 0.618
▼

0.266
▼

0.859
▲

0.767 0.884
▲

0.909
▲

0.880
▲

LambdaMART

NoisyOracle 0.985 0.167
▼

0.625
▼

0.988 0.990 0.862
▼

0.985

Uniform 0.951
▼

0.167
▼

0.735
▼

0.987 0.984 0.902
▼

0.987

Carousel

NoisyOracle

LambdaMART 0.974 0.811
▼

0.993
▲

0.970 0.977 0.978 0.973

Uniform 0.954 0.941 0.994
▲

0.947 0.968 0.995
▲

0.942

LambdaMART

NoisyOracle 0.993 0.129
▼

0.688
▼

0.990 0.991 0.773
▼

0.994

Uniform 0.993 0.113
▼

0.722
▼

0.996 0.994 0.759
▼

0.998

Average 0.683 0.574 0.782 0.831 0.939 0.933 0.959
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Figure 2: Comparing the performance of click models. Our proposed
metric, CMIP, helps predict out-of-distribution results. All models
are trained on a PBM user model and a NoisyOracle logging policy
and evaluated under a uniform policy. We average results over ten
independent runs and we display the 95% confidence interval.

strong baseline policy (LambdaMART or NoisyOracle). We use the

training/validation sets to train models and the test set to compute

the in-distribution perplexity (ind PPL). We simulate a covariate

shift with a second test set of 1M clicks generated by a different

policy, called test policy, and report the out-of-distribution perplex-

ity (ood PPL). Lastly, we use the human-annotated relevance labels

from the MSLR-WEB10K dataset to compute nDCG and CMIP.

6 RESULTS
6.1 Evaluation with CMIP: A visual example
We introduce our experimental results by giving a visual intuition

of CMIP. In Figure 2, we use a near-optimal logging policy (Noisy-

Oracle) and generate clicks according to a PBM user model. We

train seven click models and observe their in-distribution perplex-

ity (ind PPL), nDCG, and our proposed metric CMIP, as well as the

models’ performance under policy shift as measured by the out-of-

distribution perplexity (ood PPL). We can see that neither ind PPL

nor nDCG are sufficient to predict the downstream performance in

ood PPL. E.g., the competitive nDCG score of the DCTR model fails

to capture the model’s poor generalizability. On the contrary, CMIP

correctly identifies this model as biased by assigning it a high value.

Similarly, despite a low nDCG, NCM retains a good performance

out-of-distribution as indicated by a low debiasedness score.

This visual example helps understand how CMIP can be gener-

ally useful to evaluate click models, but the results are dependent

on the configuration used for training and evaluating the models.

Below, we assess the predictive power of CMIP more systematically.

6.2 CMIP helps predict out-of-distribution
perplexity

Next, we systematically evaluate whether adding CMIP to the

existing metrics (ind PPL and nDCG) helps to predict the out-of-

distribution perplexity of click models. To do so, we test click mod-

els in a total of 16 configurations, where the user model, logging

policy, and test policy vary. Moreover, we evaluate each model

configuration over ten independent runs of our click simulation.

To quantify how well ind PPL, nDCG, CMIP, and their combina-

tions predict ood PPL, we use the metrics as input to a decision tree

regressor predicting ood PPL. Since the metric ranges depend on

the policy and user model, we train separate regressors for each of
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Table 2: Average regret incurred by different OPS strategies (lower
is better). The regret is the difference in out-of-distribution click
prediction performance with the best-performing model. We mark
the best strategy in bold and underline the second best, andwe report
95% confidence intervals inside parentheses.

Policies Average regret

PPL↓ 2.5499 (±0.0506)
nDCG↑ 5.2406 (±0.8480)
top-4 nDCG: PPL↓ 1.6423 (±0.1417)
top-4 PPL: nDCG↑ 2.5199 (±0.3168)
CMIP↓ 2.5268 (±0.2722)
top-4 CMIP: PPL↓ 2.5505 (±0.0507)
top-4 CMIP: nDCG↑ 0.9493 (±0.1175)
top-4 CMIP, top-4 nDCG: PPL↓ 1.6404 (±0.1430)
top-4 CMIP, top-4 PPL: nDCG↑ 0.9176 (±0.1221)

the 16 user/policy configurations and seven metric combinations.

We report predictive performance using the adjusted 𝑅2 score on

2-fold cross validation with a thousand repetitions. We test differ-

ences between each metric combination and the current evaluation

protocol of jointly using nDCG and ind PPL using a two-tailed

Welch’s t-test with a significance level of 𝛼 = 0.0001, accounting

for multiple comparisons using the Bonferroni correction.

We report the results in Table 1. First, neither ind PPL, nDCG, nor

CMIP are sufficient on their own to predict the ood PPL well, even

though CMIP has a better mean predictive power than the other

two metrics across all configurations. Second, using a combination

of multiple metrics leads to better predictions of ood performance.

However, we can observe that combining CMIP with any other of

the two metrics leads to an average 𝑅2 greater than 0.9which is not

attainable just using ind PPL and nDCG. More importantly, by in-

specting the performance across configurations, we see that metric

combinations including CMIP are notably more consistent across

different configurations, with their 𝑅2 score rarely dropping below

0.8. This suggests that CMIP improves the safety and reliability of

click model evaluation for deployments in downstream tasks. Lastly,

the joint usage of all three metrics is either significantly better or

on-par with the usage of nDCG and ind PPL. These trends are con-

sistent when using linear regression and other regression metrics

such as MSE. Our results strongly indicate that adding CMIP to

click modeling benchmarks should lead to more reliable predictions

of downstream performance, and therefore help practitioners to

mitigate the risks of deploying policies based on click models.

6.3 Strategies based on CMIP incur lower regret
in Off-Policy Selection Problems

Next, we use CMIP in an off-policy selection (OPS) problem where

we have a set of candidate click models and need to decide which

one to use for downstream applications. To quantify how CMIP

helps practitioners select the best model, we design simple OPS

strategies based on the three metrics and compare the amount

of regret they incur, i.e., how much click prediction performance,

measured by ood PPL, is lost by following a given strategy instead

of selecting the optimal model. Every selection strategy is based

on the maximization or minimization of a metric among the set

of candidates. E.g., “nDCG↑” is the strategy that selects the model

with the highest nDCG. In addition to the three basic strategies

defined this way, we define conditional strategies: e.g., “top-4 CMIP:

PPL↓” selects the model with the lowest perplexity among the four

models with the lowest CMIP. The strategy “top-4 CMIP, top-4

PPL: nDCG↑” selects the model with the highest nDCG among

the intersection of the four models with lowest CMIP and the four

models with the lowest PPL. If this intersection is empty, the model

with highest nDCG is selected.

Table 2 reports the average regret incurred by these strategies

over the same configurations of user model, logging policy, and test

policy as in Table 1. For better readability, we multiply the obtained

regret in terms of difference in ood PPL by a factor 1000. Also, the

regret in OPS is very sensitive to the exact set of candidates in the

comparison, so in order to obtain more robust results, we apply

each strategy on all possible combinations of five, six, or seven

models from our set of seven candidates and report the average

regret over these combinations. We observe that most strategies

based on CMIP outperform those without it, and that the lowest

average regret is obtained by “top-4 CMIP, top-4 PPL: nDCG↑”,
confirming that CMIP is useful in off-policy selection problems.

7 CONCLUSION
We propose conditional mutual information with the logging pol-
icy (CMIP), an evaluation metric for click modeling benchmarks in

unbiased learning-to-rank. CMIP addresses the problem that exist-

ing metrics do not ensure that click models are robust to shifts in

the ranking policy and therefore fail to predict their performance on

downstream tasks. CMIP evaluates how relevance scores of trained

models correlate with relevance scores of the logging policy beyond

the true relevance signal, i.e., measuring how biased a new model

is by the model that collected the training data.

Findings and broader impact. We gave visual interpretations of

CMIP and its use for selecting best-performing click models. We

quantified its usefulness in click modeling benchmarks by show-

ing that it (i) improves the prediction of downstream performance

when coupled with existing metrics, and (ii) lowers the regret in-

curred by off-policy selection strategies. The effectiveness of CMIP

suggests that distributional approaches to offline evaluation, i.e.,

that consider the distribution of model outputs instead of individual

predictions, may be useful to derive generalization properties.

Limitations and future work. First, CMIP uses pointwise rele-

vance annotations, but pairwise or listwise annotations could also

be used. Second, we have assumed that annotations are a perfect

predictor of relevance. It remains unclear how to interpret nDCG

and CMIP in case annotator disagreement and biases render an-

notations less reliable. Finally, click feedback collected on fully

randomized rankings could replace the need for expert annotations;

we leave an analysis of CMIP in that case for future work.
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