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1 Introduction

As computer scientists, our goals are motivated by the desire to improve computer systems in some

way: making them easier to design and implement, more robust and less prone to error, easier to use,

faster, cheaper, and so on. In the ®eld of multi-agent systems, our goal is to build systems capable of

¯exible autonomous decision making, with societies of such systems cooperating with one-another.

There is a lot of formal theory in the area but it is often not obvious what such theories should

represent and what role the theory is intended to play. Theories of agents are often abstract and

obtuse and not related to concrete computational models.

For example, formalisms such as temporal logics and multi-modal logics seem some distance

from agents that have actually been implemented. All too often, a new logic, notation, or formalism

is presented, without any convincing attempt to explain what its purpose is. Clearly, if we claim that

theories expressed in such formalisms are agent speci®cations, then there must surely be an

obligation to establish a clear link between the formalism and real agent applications.

This panel was concerned with several fundamental issues relating to formalisms for the

description and development of multi-agent systems.

2 What role do formal theories play?

What role do formalisms and theories play in the agent ®eld? Are they really speci®cations? If so, can you go

from speci®cation to implementation, and if not, what use is a formalism as a speci®cation?

The most common and familiar formalisms are logic-based, and logic in AI has primarily been

used for one of three things: (1) formal philosophyÐusing mathematical logic to axiomatise such

things as common sense reasoning (e.g., reasoning about knowledge and belief, intention, desire,

know-how, and so forth), (2) knowledge representation, and (3) as a basis for programming. The

ground-breaking work of Hintikka (1962) is a good example of the ®rst usage. There are many

examples of logic for knowledge representation, but the basic idea is widely attributed to John

McCarthy. The third ideaÐlogic as a basis for programmingÐis exempli®ed in the Prolog

language.

This three-way split has, to a large extent, continued in work on agents. We see the ®rst strand in

the work of, for example, Cohen and Levesque, whose hugely in¯uential theory of intention has

acted as the catalyst for much related work, and the BDI (belief-desire-intention) theories of Rao

and George�. Logic as knowledge representation language, for direct manipulation within an agent
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system, is exempli®ed in the work of Konolige on formalisms for modelling belief, and logic as a

programming language is evidenced in the work of Fisher on Concurrent MetateM. All of these

strands of work can claim some measure of success. However, a common failing of formal work

(both in AI and multi-agent systems) is that its role is not clear.

Formal agent theories are agent speci®cations, not only in the sense of providing descriptions and

constraints on agent behaviour, but also in the sense that one understands the term ``speci®cation''

from mainstream software engineering, namely that they provide a base from which to design,

implement and verify agent systems. Agents are a natural next step for software engineering; they

represent a fundamentally new way of considering complex distributed systems, containing societies

of cooperating autonomous components. If we aim to build such systems, then principled

techniques will be required for their design and implementation.

We aim to assist the development of such systems by providing formalisms and notations that can

be used to specify the desirable behaviour of agents and multi-agent systems; a requirement is that

we should be able to move in a principled way from speci®cations of such systems to implementa-

tions.

The properties identi®ed by using a formalism serve to measure and evaluate implementations of

agent systems. Some properties currently seem to be unimplementable, because they deal with an

idealised aspect of agency, such as knowledge. Still, these properties can be useful because

approximating them provides a basis for comparison of implementations. The overriding concern,

of course, must be that the development of formal theories should be guided by the needs of

practical applications of agents.

3 What should an agent theory or formalism look like?

Agents are programs, but if they are a new type of program, what is it that makes agents di�erent from other
types of program? How does this di�erence manifest itself in the formalisms used to represent such systems?

Can existing formalisms be used to reason about agents (e.g., model oriented speci®cation, process algebraic
formalisms, program logics, temporal logics, etc.), or are extra features required?

In general, an agent formalism should

. provide a precise and unambiguous language for specifying systems' components and behaviour;

. address the needs of practical applications of agents, by being capable of expressing some or all of

various aspects of agency including, but not limited to, perception, action, belief, knowledge,

goals, motivation, intention, desire, emotion, etc.;

. help identify properties of agent systems against which implementations can be measured and

assessed;

. measure, evaluate, classify, and study implementations.

No formalisms seem to possess all these qualities, with each providing a di�erent emphasis. For

example, in reasoning about reactive systems that are situated in an environment and maintain an

ongoing interaction with that environment, temporal logic has proven to be a useful formalism.

Similarly, other logics have been proposed (and have been successful) for describing particular

aspects of agent systems. These include logics of knowledge and belief (Halpern and Moses, 1992)

for describing agents' information states and logics for goals and intentions (Cohen and Levesque,

1990; Wooldridge, 1994) for describing agents' pro-attitudes.

Being able to reason about agents in terms of the above components implies that we can relate a

theory expressed in such terms to a concrete implementation of an agent. A major shortcoming of

many theories is that the link between a theory of an agent and an implementation of an agent is

informal and intuitive. For example, in Shoham's well known agent-oriented programming

proposal, he introduces a logic ostensibly intended for reasoning about agents, and then a

programming language for programming agents. The logic and programming language contain

the same symbols, and it is clear that the logic is somehow intended as a semantics for the

programming language, but no precise link is ever made between the two. We believe that one
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should be able to give a precise logical semantics to an agent programming framework in just the

same way that one can give a precise logical semantics to, for instance, a standard programming

language.

A complete and coherent theory of agent systems needs to relate all these issues in one unifying

whole, but such a theory is clearly still some way o�, if at all possible. The approach of taking only a

subset of the aspects of agency, therefore, as in the above examples, appears to be the best way of

making progress in pursuit of this ultimate goal.

4 What should a multi-agent theory or formalism look like?

Multi-agent systems add another dimension to agent-oriented systems. Can single-agent formalisms be
extended for multi-agent systems? What are the extra features of such systems that must be addressed, and
how might this be done?

A formalism for a multi-agent system must also deal with

. the multiplicity of agents;

. group properties of agent systems, such as common knowledge and joint intention; and

. interaction among agents, such as communication and cooperation.

Some single-agent formalisms are expandable in these directions to handle multiple agents. For

example, multi-modal logics are a good tool for studying multiple agents which do not interact too

much, and can deal with some group properties and the ¯ow of time. Some other logics have also

emerged which attempt to deal with several aspects of agency at the same time, or address several

agents (e.g., van Linder et al., 1996; Fagin et al., 1995; Kraus and Lehmann, 1988; Wooldridge,

1996).

However, we are still some way o� having a logic which addresses all these features, and there are

some drawbacks, too. One key problem with such formalisms is that, if anything, they are even

further from implementations than with single-agent formalisms. Also, the macro-level, emergent

behaviour exhibited by a multi-agent system does not easily lend itself to formal analysis. For these

reasons, it may be that the best one can do is reason about local interactions between agents.

5 What are the current approaches, and what do they o�er?

At least 90% of the next 700 formalisms for reasoning about agents will have no impact whatsoever on the
development of the ®eld. In view of this, what features do current approaches have that make them distinct and
important for agent researchers and practitioners? What fundamental issues drive this work?

Two views emerge. One is that we need to construct new techniques for reasoning about, and

specifying, multi-agent systems. The other holds that we should make use of existing formalisms as

far as possible, and that we can do without new techniques in many cases. In any event, however, the

development of formalisms for multi-agent systems should be systematic, and we should avoid

undesired proliferation of logics and other formalisms.

De Rijke argues against special tools or formalisms for agent theories as opposed to, say, object-

oriented speci®cation tools. In addition to the usual requirements (¯exible and expressive tools for

evaluation, classi®cation, measurement, etc.), obvious further aspects are modularity and scal-

ability, as well as means for specifying the interaction between various components, but these

features are not unique to agent-oriented settings, he claims.

In the panel discussion, three distinct approaches were taken.

. The adoption of well-known formal speci®cation languages, such as Z and CSP, from traditional

software engineering. While these provide speci®cations on the strict software engineering sense,

they are less expressive with regard to mental attitudes of agents and temporal aspects.

. The use of executable (temporal) logics where speci®cations may be directly executed. The limited
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expressive capabilities of such logics are balanced by the absence of any need for a re®nement

process that is both time-consuming and error-prone.

. The use of modal logic as an expressive means for de®ning the relationships between various

mental attitudes (belief, knowledge, desire, etc.) despite doubt over whether they can be re®ned to

computational models, or how complex such re®nement strategies might be.

5.1 Z model speci®cation

Existing software engineering techniques for formal speci®cation, provide perhaps the easiest and

most accessible formalisms. Though they are limited by a lack of expressiveness with regard to, for

example, mental attitudes and temporal aspects, they are being used to signi®cant e�ect. The Z

speci®cation language in particular has been adopted by d'Inverno and Luck as a means of

constructing a formal agent framework (Luck and d'Inverno, 1995) within which they have been

able to consider several distinct aspects of agents and multi-agent systems. Z, they argue, provides

the following bene®ts:

1. It allows us to be precise and unambiguous in de®ning common concepts and terms in a readable

way.

2. It is su�ciently expressive to allow a consistent, uni®ed and structured account of a computer

system and its associated operations, thus enabling alternative designs of particular agent models

and systems to be explicitly presented, compared and evaluated.

3. It provides a foundation for development of new and increasingly more re®ned concepts.

Through the use of schemas and schema inclusion, Z facilitates the description of systems at

di�erent levels of abstraction, with system complexity being added at successively lower levels.

Thus, agent developers should be able to choose the level of abstraction suitable for their

purpose.

Using this Z-based framework as a base, d'Inverno and Luck have developed their model to

provide analyses of the social relationships between agents (Luck and d'Inverno, 1996), to provide

an account of autonomous interaction (d'Inverno and Luck, 1996b), and to apply the model to

existing systems as a means of evaluation and comparison (e.g., d'Inverno and Luck, 1996a). In

addition, the framework has also served as an environment for the development of an agent-based

software design methodology (Luck et al., 1996).

A criticism that has been leveled at this use of Z is that it is inappropriate for modelling

interactions between agents. One way of addressing this is to model interaction from the perspective

of single agents and, where necessary, use alternative formalism such as CSP to de®ne the structures

of communication protocols. For example, CSP is more appropriate for proving some properties

relating to the structure of protocols such as absence of deadlock, while in other instances, such as

specifying how the state of an agent changes in response to a message in a protocol, a state-driven Z

stance is bene®cial. The context and motivation are key in determining which formal representation

technique is most appropriate.

The ability to switch between di�erent formal representations is important in specifying many

emerging complex technologies such as agent-based systems. In general, a multi-paradigm view of

system engineering (such as that proposed by Zave and Jackson (1996)) is required where di�erent

formal methods are chosen as most appropriate for each paradigm. The important issues then

become how to de®ne consistency constraints between each paradigm model in a single unifying

framework. Though this is some way o�, d'Inverno and Luck argue that Z provides a well-de®ned

platform from which we can move to CSP, modal or temporal logics, when appropriate.

5.2 Temporal logic

Fisher and Wooldridge advocate the approach of combining temporal logic (for representing the

dynamic aspects of agents) with formalisms for representing the ``cognitive state'' of an agentÐits
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beliefs, desires, and so on. A particular emphasis of their work is on giving a concrete interpretation

of this formalism, in terms of actual implementations of agents.

A long-term goal of the research is to develop formal methods for multi-agent systems (Fisher and

Wooldridge, 1997a): mathematically grounded techniques for specifying, implementing, and

ultimately, verifying agent-based systems (Fisher and Wooldridge, 1997b). If used properly, they

believe, logicÐand in particular, modal and temporal logicsÐcan be used to form the theoretical

basis for these techniques. While there is still a considerable way to go, techniques for manipulating

such combinations of temporal and cognitive notions are under development. For example, proof

methods for combinations of temporal logics with knowledge and belief have been produced (Fisher

et al., 1996), while execution methods for such logics are under investigation.

One aspect of this is to be able to give a precise logical semantics to an agent programming

framework, stated above. Concurrent MetateM, an executable temporal logic, has been used by

Fisher and Wooldridge to address these issues, and is currently the subject of a signi®cant research

e�ort (Fisher, 1996; Barringer et al., 1996). (More details can be found in the report from the panel

on Methodological Foundations.)

5.3 Combining logics

Rather than build a logic from scratch which addresses all the aspects of multi-agent systems,

de Rijke, Lomuscio and Ryan believe that it is better to study how the existing logics dealing with

individual aspects may be combined. Indeed, the ®eld of combining logics is emerging as an active

area, promising powerful results such as the preservation of important properties of the logics being

combined (Gabbay, 1996; Sernadas et al., 1996; Kracht and Wolter, 1991; Blackburn and de Rijke,

forthcoming).

The problem of combining logics is this: given two logics A and B, how to combine them into a

single logic AN B which extends the expressive power of each one? For example, suppose A
addresses temporal aspects of agents and B addresses epistemic aspects. Their combination should
be able to express both temporal and epistemic properties, but also the interaction of these two

aspects: evolving knowledge, and knowledge about a changing world.

Fusion. Kracht and Wolter (1991) consider the fusion of two mono-modal logics, being ``the least

bimodal logic containing both''. They show that several properties of the component logics

transfer to the combination, such as completeness, ®nite model property, interpolation.

Embedding. Finger and Gabbay (1992) describe a technique in which one logic is embedded inside

another. Although originated speci®cally for temporal logics, this technique can be generalised to

any two logics. This is an asymmetric combination: the ``outer logic'' can talk about properties of

the ``inner'' one, but not conversely.

Full-®bring. A more symmetric combination is provided by Gabbay's ``full-®bring'' technique

(Gabbay, 1996; Sernadas et al., 1996). In that work, formulas of the combined logic can mix

operators from the component logics arbitrarily, and the semantics is de®ned by going back and

forth between models of the component logics.

There are other techniques in the literature.

Lomuscio and Ryan believe these techniques are worth exploring as potential tools for building

logics for multi-agent systems. Multi-agent systems theory would then aim to build formal models

of agency by considering basic well-understood logics and study the possible interplays of the

di�erent components when combined together. De Rijke, however, is very skeptical about the

potential of current technology to produce useful positive results on combining logics when

interaction between concepts is involved (as with knowledge and belief).

In summary, there is general agreement about the role that formalisms should play in multi-agent

systems, but a very healthy diversity of approaches to ful®lling that role. As with mainstream

computer science, our aim is to build e�ective and e�cient computer systems, and theory is often
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justi®ed with reference to formal methods which allow us to specify and reason about these systems.

With agents and multi-agent systems we can either develop new formalisms for these purposes, or

we can attempt to use and adapt existing formalisms. Though the range of activity in the area is

large and varied, spanning several techniques, there appears to be a consensus of opinion that

whatever approach is taken, strong e�orts must be made to resist the temptation to develop

sophisticated but unnecessary new formalisms. Indeed, it is crucial to ensure that research in this

area is guided by its impact on the ®eld of multi-agent systems as a whole.
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