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Abstract

We present a transparent model for ranking sentences that incorporates topic
relevance as well as an aboutness and importance feature. We describe and
compare five methods for estimating the importance feature. The two key
features that we use are graph-based ranking and ranking based on reference
corpora of sentences known to be important. Independently those features
do not improve over the baseline, but combined they do. While our ex-
perimental evaluation focuses on informational queries about people, our
importance estimation methods are completely general and can be applied
to any topic.

1 Introduction

Over 60% of web search queries are informational in nature, and so-called undi-
rected queries form a significant subclass of these [18]. Users issuing an undi-
rected informational query about X want to learn something/everything about X;
as [18] put it, “such queries might be interpreted as “Tell me about X”.” We pro-
pose to answer such queries by returning a short list of important facts. More
specifically, given a document collection, we collect sentences about X, which we
then classify as important or not important.

Our main aim is to propose and compare algorithms for identifying vital sen-
tences from a text corpus. We propose a simple and transparent schema for sen-
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tence ranking algorithms based on (1) ranking the passage (containing the sen-
tence) with respect to its relevancy for a given topic, (2) the extent to which the
sentence discusses the topic, and (3) an importance feature for the sentence. Our
main research question concerns this importance feature: how can we estimate
it? We explore the impact of two main components. First, the use of graph-based
sentence ranking as a way of capturing the intuition that importance is aglobal
notion. Second, the use of a reference corpus consisting of sentences (known
or assumed to be important) about entities of the same category as the entity for
which we are seeking important sentences. Our main contribution is an impor-
tance estimation method—plus an evaluation of this method—that combines a
corpus-based approach to capturing the knowledge encoded in sentences known
to be important with a graph-based method for ranking sentences.

To make matters concrete in our experimental evaluation, we restrict the eval-
uation to finding important facts about a person—our methods, however, are com-
pletely general, and can be applied to any topic. In the people case, we take a sen-
tence to be important if it specifies “identifying” properties of the person and/or
important events in his or her life time. These include biographical details (date
of birth, death, etc.); education; occupation; start or end of an important event;
important achievements; marriage related facts.

The remainder of the paper is organized as follows. Section 2 defines the task
in detail. In Section 3 we introduce a schema for importance ranking, and provide
descriptions of methods for estimating importance features. Section 4 presents our
experimental set-up (including the use of Wikipedia as a reference corpus) and the
results of experiments aimed at comparing the effectiveness of various importance
features. We discuss related work in Section 5 and conclude in Section 6.

2 The Task

The task we address in this paper is to identify sentences that are most important
for the topic under consideration. In other words, our task is to identify, in a gen-
eral newspaper text corpus, definition-like sentences for the topic at hand. In the
experimental evaluation in this paper (Section 4), we restrict ourselves to finding
important information about people so as to remain focused. In that case, im-
portance of a sentence is judged from the perspective of biographical importance.
Consider an example, where the person of interest is William H. McNeill. The
sentences below are marked “V” (vital) or “O” (for okay, meaning not vital but
still relevant); no sentence is marked “non-relevant.”



V “William H. McNeill” (born 1917, Vancouver, British Columbia) is a Cana-
dian historian.

V He is currently Professor Emeritus of History at the University of Chicago.

V McNeill’s most popular work is “The Rise of the West”.

O The book explored human history in terms of the effect of different old
world civilizations on one another, and especially the dramatic effect of
western civilization on others in the past 500 years.

O It had a major impact on historical theory, especially in distinction to Os-
wald Spengler’s view of distinct, independent civilizations.

V McNeill is the son of theologian James T. McNeill and the father of histo-
rian, J.R. McNeill.

O His most recent book, with his son, is “The Human Web”.

The vital sentences describe the person directly (informing us about “identifying”
properties), while the others describe a book he wrote. In reply to the question
“Tell me about William H. McNeill,” the first type is clearly preferred.

Solutions to the task we describe can be used to improve information access
by providing a focused summary in response to undirected informational queries
about a topic. Second, it can be used as a first step in generating structured in-
formation about a given topic, where subsequent processing would organize the
material in a coherent manner. Our task is similar to the task assessed at the
WiQA pilot at CLEF 2006 [14]: there, the idea is to collect important (new) snip-
pets (from Wikipedia pages) on a topict that supplement an existing Wikipedia
page ont. We, in contrast, are interested in harvesting important snippets from
arbitrary sources (news paper corpora, the web, . . . ) and do not want to assume
that we have a Wikipedia page as a starting point nor do we want to address nov-
elty checking/duplicate detection in this paper. Finally, our task also differs from
biography-related tasks considered at DUC 2004 or the TREC QA track. Ours
is a sentence retrieval task, where the sentence is the unit of retrieval, and not a
smaller unit, and we are not limited to biographies. As a consequence, we need to
generate a new test set which allows for a proper evaluation of the methods to be
introduced below; see Section 4.



3 Estimating Importance

In this section we describe our algorithms for identifying important sentences.
We provide a high level overview, and follow with descriptions of methods for
estimating importance features.

3.1 Overview

We propose a group of methods for ranking sentences by importance, based on the
following formula. Given a topict (of categoryc),1 we estimate the importance
of sentences for the topict

score(s, t, c) ∝ µ(s) · λ(s) · p(t|passages). (1)

Here,passages is the (unique) passage containings andp(t|passages) is the topic
likelihood. The featuresλ(s) andµ(s) allow us to incorporate two key features:

• the extent to which the sentences discusses the topict (λ(s)), and

• the importance ofs for the topict (µ(s)).

To remain focused, we zoom in on different ways of expressing the importance
featureµ(s), taking reasonably performing baseline settings for passage retrieval
and theλ(s) parameter; see Section 3.2. Figure 1 summarizes the methods we
consider for importance estimation. Some (viz. M1, M2, M4, M5) use areference
corpusconsisting ofreference sentences. This corpus is a collection of docu-
ments, that depends on the category of the topic. Our assumption is that there
is a high degree of content similarity among sentences describing entities in the
same category. We operationalize this idea as follows. For a given categoryc, we
create a reference corpusCc and use this to rank sentences that are about an ob-
ject in the categoryc and that have been harvested from, say, a newspaper corpus
as potentially important sentences. We refer to sentences in the reference corpus
as referencesentences, and to the harvested sentences that we aim to rank with
respect to importance for a given topic astarget sentences. The creation of the
reference corpora used in this paper is described in Section 4.3.

1Determining the category of a person can be set up as a classification task, see e.g., [11]; while
interesting, this is outside the focus of our research here.



Not graph-based (Subsection 3.3)

M0 The baseline: rank target sentences according to the retrieval status value
of the passages they are contained in.

M1 Word overlap between target sentences and reference corpus.

M2 Likelihood of a target sentence given the reference corpus.

Graph-based (Subsection 3.4)

M3 Use PageRank on a graph of sentences induced by inter-sentence similar-
ity.

M4 Use PageRank on a sentence graph induced by similarity to sentences in
a reference corpus.

M5 Use PageRank on a sentence graph induced by similarity to sentences in
a reference corpus with explicit representation of important lexical items.

Figure 1: Six methods for estimating sentence importance.

3.2 Passage Retrieval and Sentence Extraction

For passage retrieval we used fixed length non-overlapping passages of 400 char-
acters. The topic likelihoodp(t|passages) in Eq. 1 is determined by taking the
product over all the terms in the topic, such that

p(t|passages) =
∏
t′∈t

p(t′|passages)
n(t′,t)

(with n(t′, t) being the number of timest′ occurs int); p(t′|passages) is the max-
imum likelihood estimate oft′. For efficiency purposes, we consider at most
200 passages per topic for further processing. The passages retrieved are split
into sentences; sentences that actually contain a mention of the topic are given a
strong—almost Boolean—boost. Specifically, we take the featureλ(s) in (1) to
be1/p(t|passages) if t occurs ins, and1 otherwise.

3.3 Non-graph Based Importance Estimation

We now discuss three methods of estimating the importance featureµ(s) in (1).
The methods we discuss here avoid the usage of graphs, but, except the baseline



estimator, they do make use of a reference corpus: the basic assumption is that
there is a high degree of content similarity among sentences describing important
facts for a given category of entities; these lexical features can be captured by
creating a corpus of facts known (or assumed) to be important for the category.

M0: Baseline The baseline approach for estimating sentence importance sim-
ply setsµ(s) in (1) to 1. Hence, the overall score of a sentence in (1) is determined
by the retrieval status value of the passage to which it belongs. Though simplis-
tic, this importance estimation method has been shown to perform well on the
(different but) related task of answering definition questions at TREC 2003 [24].

M1: Word Overlap Here, and in method M2 below, a sentence is deemed to be
important if it “resembles” a reference corpus of facts assumed to be important.
In M1 “resemblance” is computed using word overlap. Specifically, given a topic
t (with categoryc) and a sentences, the importance featureµ(s) is the fraction of
words ins that occur inCc, the reference corpus for the categoryc. (The creation
of the reference corpora is detailed in Subsection 4.3.)

We use the Jaccard coefficient (JC) as our word overlap similarity metrics; we
compute JC between each possible pair of target sentence and reference sentence,
and per target sentence, we retain the maximum score attained. Target sentences
whose scores fall below an empirically determined threshold are discarded.

M2: Unigram Language Modeling As in method M1, the featureµ(s) is deter-
mined by “resemblance” to a reference corpus. Here, however, we use a language
modeling approach. Given a topict (with categoryc), we takeµ(s) to be the like-
lihood of the target sentence given the reference corpus. That is,µ(s) = p(s|Cc),
where the latter is the product of the smoothed likelihood estimates of the terms
occurring ins:

∏
t′∈s p(t′|Cc)

n(t′,s), where

p(t′|Cc) = λpml(t
′|Cc) + (1 − λ)p(t′|W ),

andpml(t
′|Cc) is the maximum likelihood estimate based onCc andp(t′|W ) is the

background probability estimate based on the Wikipedia corpus.

3.4 Graph-based Importance Estimation

We now describe three graph-based methods for estimating importance features.
The use of graph-based methods is motivated by the intuition that importance is a



globalnotion, that relates all target sentences, and this is exactly what graph-based
methods allow us to achieve. By creating a graph of sentences (or of lexical items
and sentences), target sentences can receive “support” from other sentences (or
lexical items) and they can “pass on” some of this support in a recursive manner.
In this way, some sentences may be able to amass a lot of support—these are the
important ones. Let us make this precise.

The three graph-based methods differ in the graphs that they use, but they all
use the same weighted PageRank algorithm.

M3: Generic Graph-Based Estimation Here we describe a method that has
been used for ranking different types of documents, most importantly web doc-
uments. We implemented a simple graph-based ranking method originally pro-
posed by [10] and [17]. We create a graph by connecting target sentences that
have a similarity score (for which we use the Jaccard coefficient) above a certain
threshold, resulting in a configuration such as Figure 2(Left). Using this graph-
configuration, we setµ(s) to be a weighted PageRank ofs, as computed in (2):

µ(s) = PR(s) =
d

N
+ (1 − d) ·

∑
u∈adj(s)

JC (s, u)∑
v∈adj(u) JC (v, u)

· PR (u) , (2)

whered is the PageRank ‘damping factor’ which is set to 0.85,N is the total
number of nodes in the graph,u andv represent nodes in the graph, andJC (u, v)
is the Jaccard coefficient betweenu andv [7].

M4: Weighted Graph-Based Estimation We now consider a more advanced
graph-based importance estimation method by bringing in “weighted support”
from the reference corpus. Specifically, we construct a graph structure of the type
shown in Figure 2(Center): each reference sentence is the source of a weighted
directed link to target sentences, which is defined as follows. Target sentences
with a similarity score greater than zero receive a link; the weight attached to such
a link is the Jaccard coefficient between the two sentences. We can think of this
as follows: reference sentences “vote” for target sentences, with voting weights
depending on their similarity scores. Note that in M4 we link reference sentences
to target sentences, but we do not link target sentences to each other—unlike M3,
where sentences about a topic interlinked based on their similarity scores. When
available, M4 uses an additional graph feature. The sentences in the reference
corpus may come equipped with a graph structure, derived, say, from the layout
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Figure 2: (Left) Generic importance estimation according to M3. (Center) Graph-
based importance estimation according to M4. (Right) Graph-based importance
estimation according to M5.

or link structure of the documents from which they originate. If this additional
information is present, M4 incorporates it without problem.

Once we have the graph configuration described above, the computation of the
importance featureµ(s) of target sentencess is based on the weighted PageRank
algorithm as with method M3.

M5: Weighted Graph-Based Estimation with Explicit Lexical Items While
M4 incorporates information from a reference corpus, it does so at the level of
sentences, which may contain extraneous information. Estimation method M5
enriches the graph used by M4 by explicitly representing lexical items that are
important in the reference corpus. E.g., in the biography domain, likely indicators
of importance include general terms such as “born,” “died,” “famous,” etc., as well
as occupation-specific ones such as, e.g., “architect,” “designed,” “buildings,” for
architects.

We incorporate important lexical items by introducing a minor modification
of the structure proposed in Figure 2(Center). Reference sentences “vote” for the
important lexical items they contain, which in turn “vote” for the target sentences
in which they are contained; see Figure 2(Right). The voting is done by pass-
ing scores to the neighboring nodes in the graph, which is done by the weighted
PageRank algorithm (2). The PageRank algorithm computes the score of a node
in the graph based on the scores of its neighbors. That means, a lexical item in



the middle layer receives higher scores if it appears in a larger number of refer-
ence sentences, and a target sentence in the upper layer receives higher scores if it
contains more lexical items in the middle layer.

Once we have obtained the graph configuration described above, the computa-
tion of the importance featureµ(s) of target sentencess is based on the PageRank
algorithm as with methods M3 and M4.

4 Experimental Evaluation

To compare and analyze our importance estimation methods we conduct a number
of experiments. Below, we detail our experimental set-up, including the creation
of reference corpora, and then present our results and error analysis.

4.1 Research Questions

We report on experiments aimed at answering the following questions: Does the
use of reference corpora help in improving importance estimation? Does graph-
based estimation methods outperform non-graph-based methods? And, does the
additional representation of important lexical items help improve importance es-
timation for sentences?

4.2 A Preliminary Experiment

Which test set should we use to help answer our research questions? Before we
report on our main set of experiments, we report on a preliminary set of experi-
ments. Given the similarity of our task with the TREC QA track, it may be seem
obvious to try and use the evaluation resources created there. However, when we
tried to use TREC data for assessing our system, we faced some problems which
forced us to set up separate assessments for our purposes. In this section, we
briefly describe the result of a preliminary experiment carried out on TREC data
and the associated problems.

From the 2004 TREC QA track we took 10 TREC QA topics that are about
persons. As in the TREC QA setting, we use the AQUAINT corpus to search for
target sentences. We focused on the so-called “other” questions since they closely
match our needs. We used the nuggets and the associated sentences (assessed as
“vital”) generated by TREC’s human assessors for the “other” questions as our
gold standard. We ran the methods described in Section 3 on these 10 topics. All



the methods returned a ranked list of sentences. We took the top 50 sentences
of the output of these methods and assessed the results. Assessment is simple;
we check each sentence in the output if it is found in the gold standard. We then
compute the score based on the formula given in [22]. The result is summarized
in Table 1.

Methods F-Score
Baseline (M0) 0.548
Word overlap (M1) 0.560
Language modeling (M2) 0.564
Graph-based, generic (M3) 0.487
Graph-based, without term weights (M4) 0.567
Graph-based, with term weights (M5) 0.503

Table 1: Results from the preliminary experiment

Although the size of the data limits the scope of the claims that can be made on
the basis of the results, the simpler methods seem to perform better. However,
when we look at the outputs of the different methods, we immediately notice that
some of the sentences ranked high by our methods contain important biographi-
cal information not included in TREC’s ground truth, as shown by the following
examples:

• Fred Durst: Born in Jacksonville, Fla., Durst grew up in Gastonia, N.C.,
where his love of hip-hop music and break dancing made him an outcast.

• Eileen Marie Collins: She was born Nov. 19, 1956, in Elmira, N.Y., to Jim
and Rose Collins.

In the TREC setting, such sentences are often not included in the set of snippets
deemed important—sometimes because they may be covered by corresponding
factoid questions for the same scenario. As the goal of the current work is to
develop methods for extracting any important biographical information, we do
not make distinction between the different types of biographical facts (factoid vs
lists vs “other”). As a result, we found it necessary to create separate assessments
of the outputs of our systems, at least for the top ranking sentences. In this way, we
believe, we can be sure that the assessments are “in sync” with our task definition.
In the following, we resume our description of the experimental setup.



4.3 Experimental Set-up

Task Given a topict (of categoryc) the task is to return up to 20 important
sentences aboutt.

Test Corpus We used the AQUAINT corpus as the corpus from which target
sentences have to obtained [4]; the corpus is a heterogeneous collection of over
1M news articles from multiple sources.

Test Topics As to our test topics, we restricted ourselves to people related topics,
and randomly selected 10 occupations (“categories”) and for each occupation we
randomly selected 3 people with that occupation and at least one occurrence in
Wikipedia (to be able to create reference corpora, see below). The categories and
names are listed in Table 2, columns 1 and 2, respectively.

Ground truth For each method the output was manually assessed by two as-
sessors, who followed a procedure similar to those followed by the TREC QA
assessors [23]. That is, each assessor examined each of the sentences in the output
and determined whether they are about the topic; if not, they were marked as non-
relevant. If a sentence was marked relevant, the assessors determined whether it
contains important (biographical) information. Assessors were allowed to exam-
ine the topic in Wikipedia or using a general purpose web search engine. Cohen’s
kappa was 0.70, which indicates substantial agreement [5]. In case of disagree-
ment, the assessors worked together to come to a shared decision.

Evaluation measure As creating a recall base for the task of identifying impor-
tant biographical facts is beyond our resources, we employed an early precision
oriented evaluation measure. We proceeded as follows. If a sentence is judged
to contain important information, it is marked as “V” (vital). If a sentence con-
tains important information that is already contained in sentences higher up in the
ranked list, it is marked as “VD” (vital duplicate). Systems are then compared
based on the counts for “V” and the sum of “‘V” and “VD” sentences.

Significance testing To determine whether the observed differences are statis-
tically significant, we use the two-tailed Wilcoxon Matched-pair Signed-Ranks
Test, and look for improvements at a significance level of 0.05 (*) and 0.01 (**).



Reference Corpora Methods M2, M3, M4, M5 rely on reference corpora for
their importance estimation. To create reference corpora, we use Wikipedia. Most
Wikipedia pages provide a relatively complete description of a given entity: they
are authoritative fact files for their entities. We used pattern matching to extract
Wikipedia category pages and select people related categories. For every people
related category in Wikipedia—i.e., for every subcategory ofPeople2 (and all of
their subcategories, etc)—we took a random sample ofn Wikipedia pages labeled
with that subcategory. Thus, for every such subcategory (and the corresponding
occupation) we created a (small) corpus consisting of then (n=30) randomly se-
lected Wikipedia pages.

The reference corpora were equipped with a simple graph structure. Accord-
ing to Wikipedia’s authoring guidelines, pages need to be structured in such a way
that thelead (containing the leading paragraph(s) of an article) provides essential
information about the topic of the page, effectively serving as a summary of the
page.3 Correspondingly, we incorporate a bias in favor of target sentences that
are similar to reference sentences appearing close to the top of a Wikipedia page
by organizing the reference sentences in a hierarchical graph: the first sentence
receives a link from the 2nd, and the 2nd from the 3rd, etc.

4.4 Results

Table 2 shows the results of our scoring formula (1) using the six importance es-
timation methods described above. In the table,WD refers to the number of sen-
tences that our assessors found to be important biographical descriptions counting
duplicates as separate instances, whereasWODindicates the number of important
biographical description after removing duplicates. In the table below we summa-
rize the significant differences; each method above the horizontal line

M0 M1 M2 M3 M4 M5
M3∗∗ M3∗∗ M3∗ – M0∗∗, M1∗∗, M2∗∗, M3∗∗ M0∗∗, M1∗∗, M2∗∗, M3∗∗

significantly outperforms the methods listed below it in the same column.
When we look at the relative performance on the different topics, we see that

some topics are “easy” for all methods, some are hard for all, and others dis-
play a mixed behavior. E.g.,Jack WelchandKim Clijstersare easy for all, while

2Seehttp://en.wikipedia.org/w/index.php?title=Category:People
3See http://en.wikipedia.org/wiki/Wikipedia:Guide_to_layout for

general guidelines.

http://en.wikipedia.org/w/index.php?title=Category:People
http://en.wikipedia.org/wiki/Wikipedia:Guide_to_layout


Table 2: Test topics (column 2), with their category (column 1), and number of
important sentences identified using methods M0–M5. For all algorithms, we
display the number of important sentences returned in the top 20, both with dupli-
cates (columns 4, 6, 8, 10, 12, 14), and without (columns 3, 5, 7, 9, 11, 13).
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Broderick Crawford—an actor who lived from 1911 to 1986 and got an academy
award in 1949—is hard for all, which is probably due to the fact that the topic is



less prominent currently. More interestingly, on topics such asJennifer Cappriati,
Nigel Benn, andTed Turner, we see that the scores of the various methods diverge
considerably.

Returning to the questions raised at the outset of the section, we see that the
use of a reference corpus actually hurts (but not significantly): the baseline out-
performs M1 and M2. However, on top of the generic graph-based method (M3)
it makes a significant difference (cf. M4 and M5). Furthermore, graph-based im-
portance estimation does not necessarily improve over the baseline (cf. M3 vs
M0), but it does when combined with a reference corpus (cf. M4 and M5 vs the
baseline); indeed, M4 and M5 outperform the other methods on nearly all topics.
Finally, while the explicit representation of important lexical items does make a
positive difference, the difference is not significant (cf. M4 vs M5): M5 outper-
forms M4 on 11 topics, M4 outperforms M5 on 9 topics, while there is a draw on
the remaining 10 topics.

4.5 A Closer Look

We examined the output of the systems; this revealed interesting qualitative dif-
ferences between the results of the four systems. The baseline, M1, and M2 tend
to return large numbers of sentences containing duplicate information. For ex-
ample, most of the top ranking target sentences forEileen Marie Collinsmention
thatshe was the first woman to command a space shuttle, whereas the top ranking
sentences forJennifer Capriatidescribe the results of tennis matches with sev-
eral people and are of the typeJennifer Capriati, United States, bt Kim Clijsters,
Belgium, 7-5, 6-3. Often, important facts are ranked very highly by M4 and M5,
while other methods rank them lower (if at all).

Even though M1 and M2 do make use of reference corpora, they only seem
to be able to identify “popular” sentences with respect to the newspaper corpus.
In contrast, by coupling reference corpora to PageRank-style global importance
estimation, M4 and M5 go beyond mere popularity. Further examination of the
output of method M5 provides supporting evidence. In method M5, the middle
layer, labeled “Words,” contains all the words that are shared by both the target and
reference sentences and it serves as a bridge between the two sets of sentences.
An interesting side-effect of the M5 method is that the shared lexical items are
also ranked (along with the target sentences). Table 3 shows the top ten terms
generated for two occupations (ArchitectandAstronaut) using this mechanism.

These terms can be taken as lexical features that characterize the respective
occupations. Since these terms receive higher weights, sentences containing these



Architects Astronauts
architect space
left mission
first nasa
work astronaut
architecture flight
designed first
design born
most named
known served
years became
buildings pilot
life years
building selected

Table 3: Ranked lists of terms forArchitectureandAstronautsas produced by the
M5 method.

lexical items are likely to be ranked higher as exemplified by the top ranked sen-
tence for the architectRichard Rogers.

• British architect Richard Rogers, bestknown for his designof the Pompi-
dou Center in Paris and the Millennium Dome in London, got the award for
architecture. (Richard Rogers)

Finally, the methods also differ on the textual unit used to compute the importance
score. Methods M1, M4 and M5 use sentence-level (i.e., sentences inreference
corpus) comparisons in computing the importance score whereas M2 is based on
corpus-level (i.e., likelihood computed on the entirereference corpus) comparison
in computing the importance score. Although M1 performs the same as M2 in
terms ofWOD counts, it is much closer to M4 and M5 in terms ofWD counts
(cf. Table 2). However, M1 bases its sentence selection decision on localized
information, i.e., based on a single reference sentence (cf. Figure 1). Therefore,
there is a tendecy for this method to select redundant information. On the other
hand, M4 and M5 capture the global nature of importance estimation by using
a graph-based method to combine sentence-level evidence. In general, this may
suggest that methods that compute importance scores in a bottom-up manner by
aggregating the evidence obtained at the sentence level tend to perform better.
This, however, needs to be further investigated.



5 Related Work

Related work comes in several flavors: question answering, summarization, and
novelty checking.

Question Answering Question Answering (QA) has attracted a great deal of
attention, especially since the launch of the QA track at TREC in 1999. While
significant progress has been made in technology for answering general factoids
(e.g.,How fast does a cheetah run?), there is a real need to go beyond such fac-
toids [21]. At the TREC QA track this has been recognized through the introduc-
tion of definition questions and of so-called “other” questions (that ask for impor-
tant information about a topic at hand that the user does not know enough about
to ask). These “other” questions are part of so-called scenarios, while our “Tell
me about X.” questions are asked in isolation. For reasons explained in Section 2
we decided to develop our own test, following much of the TREC assessment
guidelines. Similar scenarios are being examined at the WiQA pilot mentioned in
Section 2, which has a lot in common with our task, although we view a Wikipedia
only as a source from which to obtain reference corpora, not as as the source of
target sentences.

One of the tasks at the 2004 edition of the Document Understanding Confer-
ence [9] was to provide a short summary which is relevant to the question “Who
is X?”, i.e., to provide a short biographical summary about the person X. Such
questions were to be answered by returning important snippets that help define
the person for whom a definition is being sought.

There are various strategies for answering definition questions and “other”
questions. Some systems implement pattern matching techniques for identifying
potential answers, based on either surface or linguistic structures [8, 13, 16, 19].
Others rely on knowledge bases built through offline mining of corpora, again
based on surface patterns (such as [12]), or deeper linguistic analyses for extract-
ing facts from a corpus [15]. One of our importance estimation methods (M1)
is similar to a method introduced by [1], who used Wikipedia as “an importance
model” in answering “other” questions. For a given topic, they extract candidate
snippets from the AQUAINT corpus, and if the topic has an entry in Wikipedia,
the snippets from the AQUAINT corpus are then ranked based on word overlap
with the text in the Wikipedia entry. More recently, machine learning approaches
are being explored by some [3, 6]. Unlike these approaches, our methods (in-
cluding M4 and M5) are based on relatively shallow (generic) techniques and can
easily be tested and deployed in other domains.



Summarization The graph-based part of methods M3, M4, M5 is related to
ideas from extractive summarization, particularly graph-based summarization tech-
niques and feature-based biographical information extraction [11]. [10] (LexRank)
and [17] (TextRank) introduced a graph-based method for ranking sentences based
on their relevance to document summaries. Though the method as originally pro-
posed is not appropriate for the task of identifying important descriptions, a mod-
ification of the method, combined with reference sources such as Wikipedia, can
be usefully and effectively applied for our task. This usage of Wikipedia is similar
to ideas discussed in [11], but instead of explicitly generating highly specific oc-
cupation related lexical features, we use Wikipedia to generate reference corpora
and leave the topic-related knowledge implicit.

Novelty checking Within the setting of the TREC Novelty track [20], Allan
et al. [2] reviewed a number of methods for identifying relevant and novel sen-
tences for a topic, which are mainly based on inter-sentence similarity measures.
They showed that novelty detection largely depends on the quality of relevant
sentence identification step. Though the ideas introduced there are directly rele-
vant for the current work, our emphasis is on the estimation of importance which
differentiates it from the more restricted novelty checking task.

6 Conclusion

We have presented a transparent schema for importance ranking that combines
relevancy, aboutness, and an importance feature. Our focus was on methods
for estimating importance features. Our main contribution is a combination of
a corpus-based approach to capturing the knowledge encoded in sentences known
to be important with a graph-based method for ranking sentences. Experimental
evaluations show that this combination significantly improves over a number of
competitive baselines.

Our best-performing methods require an auxiliary system that accurately pre-
dicts a category of a given entity. We are currently working on methods for doing
just this from a sample description. Furthermore, we want to study the impact
of the size of the corpora that capture knowledge about important facts. How
large should the corpora be for our algorithm to be effective? How homogeneous
should they be? Also, our overall sentence ranking schema has two other compo-
nents besides an importance feature: “relevancy” and “aboutness.” We also plan
to investigate the impact of these components.



Furthermore, we plan to experiment with more complex queries and more
noisy data sets (instead of the AQUAINT collection).

Finally, in the context of Wikipedia, the method can be used to identify impor-
tant sentences from an online source while editing or creating Wikipedia pages.
We are investigating the use of our methods within the setting of the WiQA task
at CLEF [14].
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