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ABSTRACT
In several recommendation scenarios, including next basket recom-
mendation, the importance of repetition and exploration has been
discovered and studied. Sequential recommenders (SR) aim to infer
a user’s preferences and suggest the next item for them to interact
with based on their historical interaction sequences. There has not
been a systematic analysis of sequential recommenders from the
perspective of repetition and exploration. As a result, it is unclear
how these models, that are typically optimized for accuracy, per-
form in terms of repetition and exploration, as well as the potential
drawbacks of deploying them in real applications.

In this paper, we examine whether repetition and exploration are
important dimensions in the sequential recommendation scenario.
We consider this generalizability question both from a user-centered
and an item-centered perspective. Towards the latter, we define
item repeat exposure and item explore exposure and examine the
recommendation performance of sequential recommendation mod-
els in terms of both accuracy and exposure from the perspective
of repetition and exploration. We find that (i) there is an imbal-
ance in accuracy and difficulty w.r.t. repetition and exploration
in SR scenarios, (ii) using the conventional average overall accu-
racy with a significance test does not fully represent a model’s
recommendation accuracy, and (iii) accuracy-oriented sequential
recommendation models may suffer from less/zero item explore ex-
posure issue, where items are mostly (or even only) recommended
to their repeat users and fail to reach their potential new users.

To analyze our findings, we remove repeat samples from the
dataset, which often act as easy shortcuts, and focus on a pure
exploration SR scenario. We find that (i) removing the repetition
shortcut increases recommendation novelty and helps users who
prefer to consume novel items next, (ii) neural-based models fail to
learn the basic characteristics of this pure exploration scenario and
suffer from an inherent repetitive bias issue, (iii) using shared item
embeddings in the prediction layer may skew recommendations to
repeat items, and (iv) removing all repeat items by post-processing
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recommendation results leads to a substantial improvement on top
of several SR methods.
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1 INTRODUCTION
Recommender systems have become an essential instrument for
connecting users and items on many online platforms [44]. Users
may have dynamic interests over time, and sequential recommender
systems aim to learn from users’ historical interaction sequences
to infer their preferences and suggest an appropriate next item for
them to interact with [9, 27, 34]. Advances in deep learning have
led to the development of numerous sequential recommendation
models that employ deep learning techniques such as RNNs [12,
13], CNNs [31], GNNs [29, 37], contrastive learning [39], attention
mechanisms [19, 21], and self-attention [16, 30, 33].
Repetition and exploration. The default focus of sequential rec-
ommendation is on increasing accuracy, that is, to find relevant
or correct next items that meet the preferences of users. In the
next basket recommendation (NBR) scenario, Li et al. [20] distin-
guish between repetition, i.e., when the next item the user interacts
with is present in the user’s historical interaction sequence, and
exploration, i.e., when the user first interacts with an item they
have not previously interacted with. The authors find very large
differences in performance when recommending repeat items vs.
explore items, with the task of recommending repeat items being far
easier and achieving far higher accuracy scores. As repetition and
exploration behavior coexist in many sequential recommendation
scenarios, such as item repurchase [3, 5], song relistening [1], and
POI revisits [7], a natural question to ask is:
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How do sequential recommendation models perform
from the repetition and exploration perspective?

Sequential recommendation: a user-centered perspective.
To address the question highlighted above, we first adopt a user-
centered perspective. We select a diverse set of highly-cited sequen-
tial recommendation models [13, 16, 28, 30, 31, 37] to examine if a
similar imbalance between repetition performance and exploration
performance as was found for NBR is also observed from the point
of the users who are being served sequential recommendations. We
consider the case where each user purchases one item and that item
can either be a repeat item (an item the user has bought before) or
an explore item (an item the user has not purchased before).

We find that users who prefer repetition over exploration get
noticeably higher recommendation accuracy than users who prefer
to explore. We also find that a higher overall accuracy (aggregated
over all users) can be achieved by sacrificing the performance for
users who prefer to explore.

These findings matter because the average overall accuracy can
be achieved by sacrificing the quality of recommendations for a
large proportion of users, which challenges the widely adopted
usage of average accuracy with significance test in SR research for
evaluation.
Sequential recommendation: an item-centered perspective.
The user-centered evaluation summarized above only provides a
partial perspective on the capabilities of a recommendation algo-
rithm. There is at least one more side to the (sequential) recom-
mendation task: items. Item exposure refers to how often an item is
recommended by a recommendation algorithm. Item exposure can
have a significant impact on the user experience and the overall
effectiveness of the system [8, 10].

Previous studies regarding item exposure often focus on fair-
ness [36, 38]. In this paper, we generalize the highlighted question
in two ways: from the next basket recommendation scenario to the
sequential recommendation scenario and also from a user-centered
perspective to an item-centered perspective. Specifically, we distin-
guish between item repeat exposure and item explore exposure: The
former refers to the number of times the item is exposed to repeat
users, i.e., users who have purchased it before, whereas the latter
refers to the number of times an item gets exposed to new users,
i.e., users who have not purchased it before. The motivation for this
perspective is that if an item has been purchased by a large propor-
tion of new users in the future, then this item should probably be
recommended to many new users.

We first analyze the distribution of items’ next target users (in
historical interaction logs) and observe that for most items, there
exists a large proportion of purchases that are made by their new
users. However, our analysis reveals that sequential recommenda-
tion models do not provide enough explore exposure to all items.
Surprisingly, we find that some items receive zero explore exposure
(i.e., these items will only be recommended to repeat users).

These findings matter because many sequential recommendation
models suffer from the issue of zero/less explore exposure, which can
influence long-term performance from the item perspective, i.e., it
is unlikely to get such items exposed to new users.
Repetition “shortcuts” and inherent repetitive bias. Our con-
sistent observation in the above analyses suggests that repeat-next

users (that is, users who prefer to purchase a repeat item next) may
act as a “shortcut” [11] to the optimization goal of sequential recom-
mendation models, leading those model to recommend repetitive
items even for explore-next users, i.e., repetitive bias. To investi-
gate the potential impact of this shortcut on explore-next users,
we design a counterfactual experiment: we remove all repeat-next
users from the dataset and only train models based on explore-next
users (that is, users who prefer to purchase a explore item next),
so that there will be no shortcut during training and the model is
optimized exclusively for the explore-next users, which can be seen
as a pure exploration scenario.

We find that removing the shortcuts results in a higher degree
of novelty of the recommendation (meaning that less repeat items
are recommended to explore-next users). This confirms that the ex-
istence of shortcuts biases sequential recommendation (SR) models
towards recommending repetitive items. Surprisingly, we also find
that sequential recommendation models will still recommend repeat
items to users even in datasets with users who will only explore. This
means that SRmodels often fail to capture the simple characteristics
of the pure exploration datasets and have an inherent repetitive bias
issue.

Our analysis identifies the usage of shared item embeddings in the
prediction layer as one potential cause of worsening the repetitive
bias, as representations of user preferences inferred by the SRmodel
tend to be highly similar to the item embeddings present in the input
item sequence. We find that replacing shared item representations
with independent item embeddings in the prediction layer alleviates
this issue, thereby increasing the novelty of recommendations.

To complete our study and analysis of repetitive bias, we propose
a remedy called the (3R) strategy, i.e., remove repeat items rule, that
simply removes repeat items from the predicted recommendation
results. With this remedy, the accuracy of existing SR models in
pure exploration scenario can be improved by a large margin.

Our findings matter because the issue of inherent repetitive bias
impacts the performance of SR models in the pure exploration
scenario. Future models should be evaluated more rigidly so as to
determine where observed improvements come from.
Our contributions. The main contributions of this paper are:
• We analyze the accuracy of SR models through the lens of repeat
and explore items. We confirm that the imbalance in performance
and difficulty between the repetition task and exploration task
known from other recommendation tasks also exists in the SR
scenario. We point out evaluation issues of only using the overall
average performance (in terms of accuracy) with a significance
test.

• We generalize the perspective on repetition and exploration by
adopting both a user-centered and an item-centered perspective.
To the best of our knowledge, we are the first to propose item
explore exposure and item repeat exposure to analyze the exposure
allocation at a more fine-grained level.

• We demonstrate the importance of considering item explore ex-
posure and show that several state-of-the-art SR models suffer
from the problem of zero/few item explore exposure.

• We analyze the outcomes of our study by uncovering two key phe-
nomena: (i) the impact of repetition “shortcuts”: SR models may
skew the recommendation towards repeat items by exploiting
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shortcuts, which leads to a repetitive bias for explore-next users,
and (ii) inherent repetitive bias. We investigate the differences
between using shared item representations and independent item
representations in the prediction layer and propose a remedy to
eliminate the repetitive bias issue.

2 RELATEDWORK OR BACKGROUND
In this section, we describe several empirical research lines in rec-
ommender systems that serve as the background of this work.
Sequential recommendation. Sequential item recommendation
has been extensively studied. Several models employing deep learn-
ing techniques have been proposed [12, 13, 16, 19, 21, 30, 31, 37],
such as RNN [12, 13], CNN [31], GNN [29, 37], contrastive learn-
ing [39], attention [19, 21], and self-attention [16, 30, 33, 41]. SAS-
Rec [16] was the first sequential recommendation model that em-
ployed a self-attention mechanism [33]. BERT4Rec [30] later up-
graded the left-to-right training scheme in SASRec by using a bi-
directional transformer with a Cloze task [32]. In addition, flexible
orders [26], capturing repetition and exploration [28], and a consis-
tent representation space [14] have all been found to improve the
accuracy of the sequential recommendation.
Accuracy. There are several reproducibility and empirical studies
focusing on accuracy-relatedmetrics for recommender systems. Jan-
nach and Ludewig [15] compare the performance of neural-based
sequential models with nearest neighbor-based models; Petrov and
Macdonald [25] evaluate the performance of BERT4Rec with differ-
ent versions of implementations; Fang et al. [9] investigate several
factors that influence the GRU4Rec performance; and, Zhao et al.
[45] investigate the influence of different dataset splitting methods.
However, these accuracy-oriented studies have primarily focused
on the average performance. They do not provide a detailed assess-
ment of performance for different user groups. More recently, Li
et al. [20] have introduced a new evaluation perspective on the NBR
task by differentiating between repetition (recommending items
that users have purchased before) and exploration (recommending
items that are new to the user) tasks in NBR. The authors highlight
the difficulty of striking a balance between the two tasks. They ana-
lyze existing methods in NBR and conclude that the performance of
many existing methods is mainly due to a (strong) bias towards the
repetition task, at the expense of their ability to explore. Building
on this study, the NBR models proposed in [2, 17] are designed to
exploit those insights and improve their effectiveness.

However, the performance of sequential recommendationmodels
w.r.t. repetition and exploration is still unexplored. This paper fills
this gap by analyzing the impact of repetition and exploration in a
sequential recommendation scenario.
Beyond accuracy. Apart from accuracy, diversity is another as-
pect to satisfy users’ diversified demand [6, 27, 35, 43]. Recently,
similar empirical and revisit studies [22, 40] have been performed
to investigate the trade-off between accuracy and diversity. The
notion of item exposure is used to measure item-side performance.
It has become an important factor that models need to consider,
as items and producers are important participants within a recom-
mender system and the ecosystem in which it is deployed. Existing
research w.r.t. item exposure is mostly focused on individual or

group fairness, either on the customer-side, i.e., adopting a user-
centered perspective [4], or on the provider-side, i.e., adopting an
item-centered perspective [23, 42]; or two-sided [24, 36, 38].

Instead of analyzing the general exposure an item or group gets,
as most prior work does, we are specifically interested in how
sequential recommendation models allocate exposure in relation to
repetition and exploration behavior.

3 PROBLEM FORMULATION AND
DEFINITIONS

3.1 Sequential recommendation task
We use I and U for the sets of all items and users, respectively.
Given a user 𝑢 ∈ U and her historical item sequence 𝐼𝑢 = [𝑖1, 𝑖2,
. . . , 𝑖𝑡 ], where 𝑖𝑡 denotes the item that the user interacted with at
timestamp 𝑡 , the sequential recommendation model M𝑠𝑞 infers
the user’s preferences from the historical sequence 𝐼𝑢 and predicts
the next items as recommendation results 𝑝𝑡+1

𝑢 at timestamp 𝑡 + 1.
Formally:

𝑝𝑡+1
𝑢 = M𝑠𝑞 (𝐼𝑢 ), (1)

where 𝑝𝑡+1
𝑢 is a score distribution over the items. Usually, 𝑝𝑡+1

𝑢 is
used to extract a ranked list of 𝑘 items as the most probable items
that 𝑢 may interact with at timestamp 𝑡 + 1. Similarly to 𝐼𝑢 , we
use𝑈𝑖 to denote the sequence of users who have interacted with a
given item 𝑖 ∈ I. When no confusion is possible, we use the same
notations 𝐼𝑢 and 𝑈𝑖 for the set (instead of sequence) of historical
items and users, respectively. In those cases, we define 𝐼𝑢 = I \ 𝐼𝑢
and𝑈𝑖 = U \𝑈𝑖 .

3.2 Repeat or explore
Using the historical interaction sequences 𝐼𝑢 and 𝑈𝑖 , for each user
𝑢 and item 𝑖 , we can divide both users and items as follows:
User-centered perspective. For a given user 𝑢, the items can be
divided into repeat items 𝐼𝑢 and explore items 𝐼𝑢 (i.e., items that user
𝑢 has not interacted with before).
Item-centered perspective. For a given item 𝑖 , the users can be
divided into repeat users 𝑈𝑖 and explore users 𝑈𝑖 (i.e., users who
have not interacted with item 𝑖 before).
Repeat-next user vs. explore-next user.Given the item the users
will purchase next, the users can be divided into repeat-next users
𝑈∗ (i.e., users who will purchase a repeat item in the next step) and
explore-next users 𝑈∗ (i.e., users who will purchase an explore item
in the next step).

3.3 Explore exposure vs. repeat exposure
Item exposure. Conventional item exposure measures the number
of times an item is recommended to users or the chance of an item
being examined by the user. Besides, the position of an item in a
recommendation list can influence its exposure, e.g., items at the
top of the list are likely to receive more exposure than items at the
bottom of the list. Usually, a click model 𝐶 , which measures the
likelihood that the user will examine the item in each position, is
used in computing the item exposure, that is:

E𝑖@𝐾 =
∑︁
𝑢∈𝑈𝑖

C𝐾 (𝑟𝑢,𝑖 ), (2)
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where 𝑟𝑢,𝑖 is the position of item 𝑖 in the recommendation list
shown to user 𝑢. In this study, we use the exposure model from
the discounted cumulative gain (DCG) formula, i.e., C𝐾 (𝑟𝑢,𝑖 ) =

(I(𝑟𝑢,𝑖 ⩽ 𝐾))/(log2 (𝑟𝑢,𝑖 + 1)).
The conventional definition of item exposure provided above

does not account for the allocation of exposure to different types of
users. From the repetition and exploration perspective, it is possible
to evaluate the exposure allocation of the item to different types of
users, i.e., repeat users and explore users. Formally, we propose item
explore exposure and item repeat exposure as follows:
Item repeat exposure refers to the accumulated exposure that
item 𝑖 get from its repeat users𝑈𝑖 , that is:

RE𝑖@𝐾 =
∑︁
𝑢∈𝑈𝑖

C𝐾 (𝑟𝑢,𝑖 ) . (3)

Item explore exposure refers to the accumulated exposure that
item 𝑖 gets from its explore users𝑈𝑖 , that is:

EE𝑖@𝐾 =
∑︁
𝑢∈𝑈𝑖

C𝐾 (𝑟𝑢,𝑖 ) . (4)

Using the above two definitions, we define the Explore exposure
ratio as the proportion of a given item’s explore exposure from the
total exposure it gets in the recommender system, that is:

EEr𝑖@𝐾 =
EE𝑖@𝐾

E𝑖@𝐾
. (5)

This metric provides an individual-level assessment of exposure
allocation. In the extreme case where EEr𝑖@𝐾 = 0, item 𝑖 is only
recommended to users who have purchased it before and will not
be recommended to explore users.

4 EXPERIMENTAL SETUP
4.1 Research questions
In this study, we address the following main question:
(RQ1) How do the SR models perform w.r.t. repetition and explo-

ration? Does the imbalance between repetition and explo-
ration reported in prior work on NBR also exist in SR sce-
narios?

To analyze the answers to our main question, we pursue four addi-
tional, more specific questions:
(RQ2) Should we consider item explore exposure in the SR? How

do the sequential recommendation models perform w.r.t.
item explore exposure and item repeat exposure?

(RQ3) Does the repetition “shortcut” impose the SR models to rec-
ommend repeat items for explore-next users?

(RQ4) Does the repetitive bias of the sequential recommendation
model still exist in a pure exploration scenario?

(RQ5) How can we avoid the potential effect of this repetitive bias?

4.2 Datasets
As our goal is to investigate the performance from the repetition
and exploration perspective, we select two widely used sequential
datasets with both repetition and exploration behavior:
Diginetica is a widely used dataset released in CIKM2016 Chal-
lenge, which includes user e-commerce search sessions with unique
ids.1
1https://competitions.codalab.org/competitions/11161

Table 1: Statistics of the processed datasets. ∗ RNU denotes
repeat-next users; † ENU denotes explore-next users.

Dataset #items #users # RNU∗ # ENU† ENU proportion

Diginetica 35,042 75,739 22,610 53,129 61.9%
Yoochoose 30,833 1,878,967 715,518 1,163,449 70.2%

Yoochoose is a widely used dataset released in the RecSys2015
Challenge, which contains a collection of sessions from a retailer,
and each session in the dataset represents a series of click events
performed by a user during the session.2

We follow the widely used preprocessing procedure in previous
works, i.e, “5-core”. Specifically, we remove items that are pur-
chased/viewed less than 5 times and remove users whose interac-
tion sequence length is less than 5. We set the maximum length of
a sequence to 50 and any sequences longer than 50 are truncated.
We split each dataset into train, validation, and test partitions us-
ing a leave-one-out strategy: for each item sequence, we hold the
final interaction for the test set, the second last interaction for the
validation set, and the third last interaction for the train set. The
statistics of the pre-processed datasets are shown in Table 1.

4.3 Methods
Methods selection. The purpose of this study is to provide in-
sights w.r.t. performance evaluation and model design from a novel
angle, rather than to track and confirm the best or latest sequential
recommendation model. Thus, we consider the following aspects
to select the methods we want to analyze:
• Influential: the selected method should be highly-cited and
influential, which continue serving as competitive baselines in
sequential recommendation research.

• Representative: the selected methods should have diverse rep-
resentation techniques, which continue serving as the backbone
of various sequential recommendation models.

• Consistency: the selected methods should follow the same par-
adigm of modeling, which only takes users’ historical item se-
quence as input to generate the users’ preference representation.3

Methods. Following the criteria listed above, we select several
highly-cited methods with representative techniques (i.e., RNN,
CNN, GNN, transformers, BERT) as follows:
• GRU4Rec is a representative method that uses a recurrent neural
network (i.e. a GRU) to model users’ sequential behavior [13].

• Caser is a representative method that uses a CNN to model users’
sequential behavior [31].

• SRGNN is a representative method that uses a graph neural
network (GNN) to model user historical sequence [37].

• SASRec is a representative method that employs a left-to-right
Transformer model to capture users’ sequential behavior [16].

• BERT4Rec is a representative method that employs a bi-di-
rectional transformer model and introduces the Cloze task to
train the model [18].

• RepeatNet is a representative method that models the users’
preference w.r.t. repetition and exploration, and uses separate
decoders for repeat item and explore item prediction [28].

2https://www.kaggle.com/datasets/chadgostopp/recsys-challenge-2015
3Note that we do not include sequential recommendation methods with a user embed-
ding or any additional information as input to maintain fairness and consistency.

https://competitions.codalab.org/competitions/11161
https://www.kaggle.com/datasets/chadgostopp/recsys-challenge-2015
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Table 2: The contribution of repeat-next users to the average
overall performance w.r.t. Recall@1.

Dataset GRU4Rec Caser SRGNN BERT4Rec SASRec RepeatNet

Diginetica 71.5% 81.1% 88.0% 78.5% 86.5% 100%
Yoochoose 90.5% 89.2% 94.3% 92.9% 94.8% 100%

Configurations. For the neural-based sequential recommendation
methods listed above, we use the implementations in the Recbole
open-source project and then integrate them into our pipeline.
We follow the hyper-parameter settings suggested in Recbole. The
embedding size is tuned on {32, 64, 128} for all methods based on the
validation set to achieve their best performance. For BERT4Rec and
SASRec, we use two stacked transformer layers with 8 heads. For
all methods, the dropout ratio is set to 0.1 and the Adam optimizer
is employed with a learning rate of 0.001.

All the training is performed using TITAN X GPUs with 12G
memory. We repeat our experiments 5 times and report the average
performance. We share both our dataset processing scripts, the
source code, and the hyper-parameters we use in an anonymous
repository.4

4.4 Metrics
We use three widely used metrics for the sequential recommenda-
tion problem, i.e., Recall@𝐾 , MRR@𝐾 , and NDCG@𝐾 , to measure
accuracy. In the sequential recommendation task, 𝑅𝑒𝑐𝑎𝑙𝑙 measures
the ability to find a relevant item that meets the user’s preference;
𝑁𝐷𝐶𝐺 and𝑀𝑅𝑅 are metrics that also consider the order of the rel-
evant items. For these three accuracy-oriented metrics, the higher
the value, the better the performance.

We also use Novelty𝑢@𝐾 to measure the novelty of the recom-
mendation, that is:

Novelty𝑢@𝐾 =

∑𝐾
𝑟=1 ℎ(𝑢, 𝑟 ) · log2 (𝑟 + 1)∑𝐾

𝑟=1 log2 (𝑟 + 1)
(6)

where ℎ(𝑢, 𝑟 ) = 1 if the 𝑟 th item in the recommended list to user 𝑢
is a explore item, otherwise ℎ(𝑢, 𝑟 ) = 0. Explore-next users prefer
higher novelty, while repeat-next users prefer lower novelty. We
will later describe our proposed metrics in later sections to remain
focused. In this paper, we consider the metrics with 𝐾 ∈ {1, 3}, as a
higher 𝐾 will lead to a passive increase w.r.t. the novelty and the
item explore exposure we will discuss below.5

5 REPETITION ACCURACY AND
EXPLORATION ACCURACY

Evaluation. In this section, we aim to gain an understanding of
accuracy from the repetition and exploration angle and find poten-
tial issues w.r.t. only using average overall accuracy. Specifically,
apart from the average overall accuracy, we also examine a more
fine-grained level, analyzing the accuracy (Recall, NDCG, MRR)
and novelty (Novelty) w.r.t. two user groups, i.e., repeat-next users
𝑈∗ and explore-next users𝑈∗.

4https://github.com/liming-7/Repetition-exploration-SR
5For example, if the length of a user’s historical sequence is 5, there are at most 5
different items that could be regarded as repeat items, so the recommendation list with
a size of 10 will always contain at least 5 explore items.

Table 3: The novelty of the recommendation for repeat-next
users and explore-next users.

Diginetica Yoochoose

Novelty@1 Novelty@3 Novelty@1 Novelty@3

Method RNU ENU RNU ENU RNU ENU RNU ENU

GRU4Rec 0.567 0.675 0.725 0.779 0.223 0.362 0.488 0.577
Caser 0.237 0.304 0.634 0.660 0.265 0.436 0.496 0.597
SRGNN 0.145 0.208 0.447 0.479 0.099 0.172 0.408 0.476
SASRec 0.231 0.285 0.511 0.556 0.085 0.134 0.423 0.492
BERT4Rec 0.385 0.483 0.530 0.599 0.110 0.183 0.409 0.479
RepeatNet 0 0 0.010 0.032 0 0 0.108 0.150

Results. The experimental results w.r.t. different accuracy metrics
are shown in Figure 1 and Table 2. We have the following obser-
vations: (i) there is a large imbalance in recommendation accuracy
between repeat-next users and explore-next users, where all mod-
els achieve noticeably higher recommendation accuracy (across
different metrics) w.r.t. repeat-next users than explore-next users;
(ii) compared to explore-next users, repeat-next users account for
a relatively small proportion of the user population, whereas they
contribute to a large proportion of the average performance; (iii) the
absolute difference in recommendation accuracy between different
methods w.r.t. explore-next users is smaller than the difference w.r.t.
repeat-next users; and (iv) a higher average overall accuracy does
not necessarily link to the improvement w.r.t. the recommendation
accuracy across all users, e.g., RepeatNet achieves the best overall
accuracy in most cases on Diginetica, whereas it has the lowest
accuracy on both datasets w.r.t. explore-next users.

The above results answer RQ1 and confirm that the findings w.r.t.
the imbalance between repetition and exploration in NBR setting
generalize to the sequential item recommendation scenario.

In general, the expected novelty for repeat-next users is 0, mean-
ing that only repeat items are recommended, while the expected
novelty for explore-next users is 1, indicating that only explore
items are recommended. The experimental results w.r.t. the nov-
elty over different types of users are shown in Table 3. We have
the following observations: (i) different methods exhibit diverse
performance in terms of the novelty of the recommendation; for
instance, GRU4Rec has relatively high novelty, while RepeatNet
and SRGNN have much lower novelty compared to GRU4Rec; and
(ii) the novelty of recommendations to explore-next users is slightly
higher than for repeat-next users in most cases, indicating that
these sequential recommendation models have the ability to iden-
tify user preferences towards repetition and exploration to some
degree.
Sacrificing the performance for specific users.When there is a
huge imbalance between the recommendation performance w.r.t.
different groups of user, using the average overall performance to
represent the performance of a method has a risk of hiding and sac-
rificing the performance for users for whom the recommendation
task relatively (more) difficult (e.g., users who prefer to explore,
in this paper). For instance, compared to BERT4Rec and SASRec,
RepeatNet and SRGNN can achieve higher overall performance by
sacrificing the performance for a large proportion of users who
prefer to explore on the Diginetica dataset.

https://github.com/liming-7/Repetition-exploration-SR
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Figure 1: The recommendation accuracy for all users, repeat-next users and explore-next users. Top: Diginetica; bottom:
Yoochoose.

Significance testing. In recommender system research, we often
use a significance test when comparing the performance of models.
If the p-value is less than a pre-determined level of significance
(usually 0.05 or 0.01), we usually claim something like “The pro-
posed model A significantly outperforms baseline B”. Based on the
findings above, we want to caution against over-reliance on the
successful outcomes of a significance test in the context of SR. Our
concern stems from our experimental results that show that Repeat-
Net achieves higher accuracy scores than SASRec, with a paired
significance test p-value below 0.05. However, SASRec performs
better for users who prefer to explore, who account for over 60% of
the users.
Lessons. The findings concerning reproducibility that we have
listed above, confirm that the analysis of repetition and exploration
is also important, but neglected, in SR scenarios, just as in NBR
scenarios, which motivates us to perform a deeper analysis of SR
models from several angles w.r.t. repetition and exploration.

Furthermore, upon drilling down, we have found that, when
comparing sequential recommendation models on a dataset con-
taining users who prefer to repeat, we should be aware that the
widely-used average overall accuracy with a significance test may
not fully represent the models’ recommendation accuracy for all
user groups. Instead, we should also: (i) evaluate the accuracy for
repeat-next users and explore-next users separately and perform
separate significance tests on these two averages; and (ii) check the
actual accuracy distribution to know whether the method favors a
specific user group over another.

6 EXPLORE EXPOSURE AND REPEAT
EXPOSURE

In this section, we first illustrate the importance of analyzing item
explore exposure and then perform an analysis of this property.

6.1 Importance of item explore exposure
In order to demonstrate the importance of analyzing item explore
exposure and answer RQ2, we perform the following two analyses:
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Table 4: Proportion of items with zero explore exposure;
analyzed on top-500 popular next items with 𝐾 = 1.
Dataset GRU4Rec Caser SRGNN BERT4Rec SASRec RepeatNet

Diginetica 11.8% 16.2% 38.2% 19.4% 35.7% 100%
Yoochoose 6.7% 2.8% 16.7% 18.7% 33.9% 99.7%

Exploratory purchase. The number of exploratory purchases for
an item reflects the expected number of times that the item will
be purchased by a new user 𝑢𝑛𝑜𝑣𝑒𝑙

𝑖
in the future. A large number

of exploratory purchases of an item indicates that it should be rec-
ommended to a large number of explore users, i.e., require explore
exposure, otherwise, it will lose a large potential user purchase
and never be known by these potential explore users. We rank the
items based on their total purchases and find a substantial number
of exploratory purchases across different items in both datasets, as
shown in Figure 3.
Exploratory purchase ratio. The exploratory purchase ratio (EPr)
of an item refers to the proportion of exploratory purchases within
all future purchases of this item. For statistical analysis of the ex-
ploratory purchase ratio, we ignore items with less than 10 future
purchases for the sake of confidence. From Figure 2, we observe
the distribution is right-skewed, i.e., the EPr is more spread out
towards a higher value, which indicates a large proportion of the
future purchases are made by explore users. An item with a high
EPr should be recommended more to potential explore users than
repeat users (a.k.a the item should get more explore exposure than
repeat exposure). An extreme case with 𝐸𝑃𝑟𝑖 = 1 indicates that all
future purchases will be made by explore users for the item 𝑖 , so it
is meaningless for giving repeat exposure to this item.

6.2 Less/zero explore exposure issue
Evaluation. The exploratory purchase ratio (EPr) provides an ex-
pected exposure distribution between explore exposure and repeat
exposure, which can be seen as the expected explore exposure ratio.
Therefore, we can evaluate whether the SR models provide items
with enough explore exposure compared to what is expected by
computing the difference between the exploratory purchase ratio
(EPr) and the explore exposure ratio (EEr), that is:

ΔE
𝑖 @𝐾 = 𝐸𝑃𝑟𝑖@𝐾 − 𝐸𝐸𝑟𝑖@𝐾.

Specifically, we first rank items according to their future total pur-
chases and then calculate the average ΔE

𝑖
of items with top-𝑄 total

purchases and non-zero total exposure for the following reasons:
(i) items in the catalog are not equally important, and fewer to-
tal purchases of item indicate that only a small number of users
will prefer this item, and (ii) we focus on the item exposure distri-
bution, and analyzing the repeat exposure and explore exposure
distribution of items with zero exposure is meaningless.
Findings. To answer RQ2, we re-evaluate the performance of SR
models w.r.t. their exposure allocation to items. The results of our
analysis are shown in Figure 4. For all methods on both datasets,
we observe that the average ΔE is negative, which indicates that
items tend to receive less explore exposure than expected, and their
exposure is biased towards repeat exposure.

Note that RepeatNet has the lowest ΔE score, which can be
seen as the lower-bound of ΔE.6 Moreover, SRGNN and SASRec
are very close to this lower-bound w.r.t. ΔE@1 on both datasets.
To further investigate the potential issues w.r.t. SR models, we
analyze the proportion of items that will only be recommended to
repeat users (i.e., zero explore exposure) in the sequential next-item
recommendation scenario (i.e. 𝐾 = 1). The results are shown in
Table 4. Surprisingly, we find that a non-negligible proportion of
items suffer from the zero explore exposure issue, which is a severe
problem as these items may never be discovered or seen by their
potential new users.
Lessons. According to the findings in this section, we should be
aware that items need explore exposure and that SR models suffer
from a less/zero explore exposure issue w.r.t. a neglected proportion
of items. Instead of only analyzing the overall item exposure from
an item-centered perspective, we should also analyze the exposure
distribution w.r.t. repetition and exploration.

7 REPETITIVE BIAS
Pure exploration. An important task of recommender systems is
to connect users with items that they have never seen; there is a
large proportion of explore-next users, who would like to explore
items. From the analysis in Section 5, the imbalance in difficulty
between the repetition task and the exploration task suggests that
the existence of repeat-next users is a “shortcut” to the optimiza-
tion goal of accuracy-oriented SR models, leading those models to
recommend repetitive items even for explore-next users.

Specifically, we remove all repeat samples (i.e., repeat-next users)
from the train, validation, and test set to ensure there will be no
shortcut during training and optimization, so that the model will
be specifically trained and optimized for explore-next users. Note
that this constructed subset can be regarded as a pure exploration
scenario, as all the training, validation, and test ground-truth labels
in this constructed subset are explore items.
Influence of removing repetition shortcuts. From Figure 5,
we observe that removing shortcuts leads to a higher novelty for
all methods on both datasets. This illustrates that the presence
of repeat-next users makes the model more likely to recommend
repeat items even for explore-next users, this answers RQ3.
A counterintuitive finding. In this pure exploration scenario,
we surprisingly find that some sequential recommendation models
will still recommend repeat items to users even in datasets with pure
exploration. This finding is counterintuitive since humans can easily
notice the basic characteristics of this scenario, i.e., there are no
repeat items in the ground-truth labels in the training, validation,
and test set. Whereas, many complex models fail to detect this
simple pattern of the dataset and have an inherent repetitive bias
issue, which is a serious pitfall that results in poor user experience.7

Shared embeddings vs. independent embeddings. We suspect
that the user’s preference representation inferred by the SR model

6Even equipped with a module to identify whether a user prefers to explore or repeat,
RepeatNet can only recommend repeat items to the user (Novelty = 0), which also
means the item will only be recommended to users who purchased them before.
7RepeatNet can avoid the inherent repetitive issue since it has an indicator to identify
repetition and exploration. BERT4Rec employs a self-supervised training objective, so
it is not that surprising to have repetitive bias.
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Figure 5: The recommendation novelty for explore-preferred users: train using all vs. using pure exploration.
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Figure 6: The recommendation novelty w.r.t. explore-next users: shared embedding vs. independent embedding.

will be similar to the item embeddings within the model’s input
sequence. Therefore, repeat items will be ranked high in the recom-
mendation list when using the dot product between user represen-
tation and item embedding as the prediction layer. The prediction
layer typically shares item embeddings with the input layer, which
reduces model size and may reduce overfitting [16, 30, 37]. To un-
derstand whether using shared embeddings in the prediction layer
will exacerbate bias towards repetitive items, we replace the shared
item representation with an independent item representation to
conduct another group of experiments.

From the results in Figure 6, we find that replacing shared item
embeddings with independent item embeddings in the prediction
layer can indeed alleviate this repetitive issue and increase the nov-
elty of recommendations for explore-next users. The results confirm
that using shared embeddings in the prediction layer contributes
to the issue of repetitive bias of SR models, which answers RQ4.
A simple remedy: the 3R strategy. However, we can also see
that using independent embeddings does not entirely address the
repetitive bias issue of SR models. A straightforward method to
eliminate the repetitive bias in the pure exploration scenario is to
post-process recommendation results according to the scenario’s
characteristics. We propose a remedy called the 3R strategy, i.e.,
remove repeat item from rule, which simply removes the repeat

items in the recommendation in the pure exploration scenario.
From the experiment results in Table 5, we observe that: (i) simply
adopting the 3R strategy can easily bring substantial improvements
across all methods, and (ii) shared embeddings with the 3R strategy
outperforms independent embeddings with the 3R strategy in terms
of recommendation accuracy for all methods on both datasets. 3R
strategy is the answer to RQ5 in the pure exploration scenario.
Lessons. According to the analysis above, when comparing SR
models in a pure exploration scenario, we should be aware that:
(i) many complex SR models have the inherent repetitive bias issue,
which negatively impacts their performance in a pure exploration
SR scenario, (ii) the SR models may perform differently when the
input item embeddings are not shared with the prediction layer, and
using shared embedding may exacerbate the inherent repetitive
bias issue, and (iii) a higher recommendation accuracy can be easily
achieved by addressing the repetitive bias using the 3R strategy to
post-process recommendations for a pure exploration scenario.

Additionally, it is important for future models to be rigorously
evaluated to check where improvements truly come from.

8 CONCLUSION
In this paper, we have investigated and revisited sequential recom-
mendation from the repetition and exploration perspective. Taking
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Table 5: The recommendation accuracy w.r.t. explore-next
users of SR models with 3R strategy. S and I denote using
shared and independent embeddings, respectively. We ex-
clude RepeatNet here since it does not have repetitive bias.

Diginetica-Expl. Yoochoose-Expl.

Method Mode Recall@1 NDCG@3 Recall@1 NDCG@3

SRGNN

S 0.0107 0.0197 0.0716 0.1155
S+3R 0.0135 0.0232 0.0823 0.1302

I 0.0104 0.0180 0.0640 0.1061
I+3R 0.0125 0.0203 0.0754 0.1212

BERT4Rec

S 0.0140 0.0309 0.0270 0.0886
S+3R 0.0259 0.0493 0.1102 0.1767

I 0.0158 0.0323 0.0399 0.0942
I+3R 0.0230 0.0431 0.1021 0.1643

SASRec

S 0.0119 0.0323 0.0330 0.0947
S+3R 0.0300 0.0520 0.1035 0.1681

I 0.0234 0.0377 0.0824 0.1356
I+3R 0.0256 0.0403 0.0991 0.1562

GRU4Rec

S 0.0091 0.0161 0.0614 0.1021
S+3R 0.0106 0.0183 0.0725 0.1172

I 0.0066 0.0118 0.0577 0.0961
I+3R 0.0073 0.0130 0.0699 0.1123

Caser

S 0.0053 0.0108 0.0415 0.0740
S+3R 0.0072 0.0131 0.0595 0.0980

I 0.0042 0.0087 0.0480 0.0817
I+3R 0.0058 0.0107 0.0548 0.0935

lessons learned in a NBR scenario as our starting point, we ana-
lyzed several representative SR models in multiple ways: (i) from
a user-centered perspective, where we analyze the accuracy and
novelty w.r.t. repeat-next users and explore-next users, and (ii) from
an item-centered perspective, where we define explore exposure
and repeat exposure to measure exposure allocation. We have also
investigated the repetitive bias of SR models w.r.t. the recommen-
dation for explore-next users from the following aspects: (i) the
repetition “shortcuts,” and (ii) shared embedding and independent
embedding.
Findings. We arrive at several important findings and discover
some issues w.r.t. SR models: (i) as in NBR, in SR too there is a
huge imbalance between repetition and exploration, and SR models
perform much better for repeat-next users than explore-next users;
(ii) a higher average performance can be achieved by sacrificing
the performance for a large proportion of users, which indicates
that our widely used evaluation strategy, i.e., “overall performance
with significance test”, hides important details about the effective-
ness of SR models; (iii) many SR models suffer from a less/zero
explore exposure issue, i.e., items are mostly (or even only) rec-
ommended to their repeat users; (iv) the existence of repetition
“shortcuts” increases the repetitive bias w.r.t. the recommendation
for explore-next users; (v) many SR models suffer from an inher-
ent repetitive bias (i.e., they still recommend repeat items even in
the pure exploration scenario), and using shared embeddings will

exacerbate this inherent repetitive bias; and (vi) a simple strategy
for post-processing the recommendations of SR models may lead
to substantial improvements in a pure-exploration scenario.
Broader implications. Our work highlights the following impor-
tant lessons that practitioners and researchers should follow: (i) in
a SR scenario with both repetition and exploration, instead of only
relying on the average overall accuracy with a significance test,
we should also evaluate the performance of repeat-next users and
explore-next users separately, and check the distribution of perfor-
mance results across users; (ii) in a pure exploration SR scenario, we
should be aware of the inherent repetitive bias issue, and use the 3R
strategy to post-process SR models when using them as baselines;
and (iii) on a two-sided platform, SR practitioners should also check
the explore exposure and the exposure allocation of items to ensure
that items will not only get exposed to their repeat users and have
explore exposure to reach potential exploring consumers.

Our analyses show that using the repetition “shortcut” in SR
scenarios with repetition behavior and addressing the repetitive
bias in SR scenarios with pure exploration may lead to substantial
improvements w.r.t. recommendation accuracy of SR models. Given
that many recent SR models were evaluated without separately
considering repetition and exploration performance, it is unclear
whether the improvements observed come from improving the
model overall or from leveraging shortcuts that improve repetition
at the expense of exploration. For evaluations conducted in an ex-
ploration scenario, it is unclear which improvements would remain
after mitigating the models’ repetitive bias with the 3R strategy.
Limitations and future work. Our analyses mainly focus on
the neural-based SR models that have been published in recent
years, ignoring classic machine learning-based and neighbor-based
methods. Another limitation is that we only focus on repetition
and exploration, but there might be other factors that also lead to a
performance imbalance in the SR scenario. We focus on analyzing
the exposure distribution of items and uncovered the limited item
explore exposure issue; it would be interesting to consider how to
avoid this issue.
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