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ABSTRACT
The next point-of-interest (POI) recommendation task is to predict users’ immediate next POI visit given their historical data. Location-based social network data, which is often used for the next POI recommendation task, comes with challenges. One frequently dis- regarded challenge is how to effectively use the abundant contextual information present in location-based social network data. Previous methods are limited by their numerical nature and fail to address this challenge. In this paper, we propose a framework that uses pretrained large language models to tackle this challenge. Our framework allows us to preserve heterogeneous location-based social network data in its original format, hence avoiding the loss of contextual information. Furthermore, our framework is capable of comprehending the inherent meaning of contextual information due to the inclusion of commonsense knowledge. In experiments, we test our framework on three real-world location-based social network datasets. Our results show that the proposed framework outperforms the state-of-the-art models in all three datasets. Our analysis demonstrates the effectiveness of the proposed framework in using contextual information as well as alleviating the commonly encountered cold-start and short trajectory problems. Our source code is available at: https://github.com/neolifer/LLM4POI

CCS CONCEPTS
• Information systems → Recommender systems.
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1 INTRODUCTION
Location-based social networks (LBSNs) have experienced massive growth, capitalizing on developments in mobile and localization techniques, as they provide rich location-based geo-information. Next Point-of-interest (POI) recommendation, as one of the applications that use LBSN data, predicts users’ next POI visit, given their historical trajectories. Existing next POI methods [18, 30, 32, 33] focus on the short trajectory and cold-start problem, where users with a small amount of data and short trajectories are harder to predict. While these methods alleviate the short trajectory and cold-start problem, they do not fully explore the potential of LBSN data. In particular, the rich contextual information contained in LBSN data has the potential to precisely model users’ behavior. By using contextual information, we can understand the data in a way beyond statistics and even derive patterns that do not exist in the data. For example, the data showing a user who frequently visits college buildings during teaching periods could indicate the user’s identity as a student or a college staff. Therefore, it is likely that this user will behave differently during vacation between teaching periods.

To exploit such contextual information in LBSN data, there are some substantial challenges: (i) How to extract the contextual information from the raw data? And (ii) How to connect contextual information with commonsense knowledge to effectively benefit next POI recommendation? Here, we consider contextual information as time, POI category, and geo-coordinates. And we define commonsense knowledge in the context of the next POI recommendation as the capability to understand the semantics of contextual information without additional data, and to connect certain joint patterns of contextual information with behaviors in the real world. Existing next POI recommendation methods [18, 30, 32, 33] have two important limitations when dealing with contextual information: (i) Due to their numerical nature, they have to transform heterogeneous LBSN data into numbers. For example, POI categories are often encoded from text into IDs. This transformation can result in a loss of inherent meaning associated with contextual information. (ii) They rely exclusively on statistics and human designs to understand contextual information and lack an understanding of the semantic concepts provided by the contextual information.
Large language models (LLMs) have demonstrated capabilities in a variety of tasks. Question-answering, in particular, has benefited from the commonsense knowledge embedded in LLMs [1, 36]. LLMs have a basic grasp of the concepts in daily life and can respond to users’ questions using these concepts. Inspired by this and the textual nature of LBSN data, leveraging LLMs for the next POI recommendation task seems a natural step. In our work, we adopt the pretraining and fine-tuning paradigm, and fine-tune pretrained LLMs on LBSN data. As we will see below, by doing so, we are able to use a single LLM to deal with all types of LBSN data and better use contextual information.

More specifically, to address challenge (i), we transform the next POI task into a question-answering task. We convert text-formed raw data into prompts constructed by blocks of sentences. Each block serves as a different module, and each sentence in it contains the necessary information for that module in its original format. Therefore, all heterogeneous data can be fed into a single model with tokenization that still keeps the contextual information. As illustrated in Figure 1, unlike traditional numerical methods, where data needs to be transformed and fed into different embedding layers, our method allows the data to be directly used in its original format. We also propose a notion of trajectory similarity based on prompts, which is used for the cold-start problem.

For challenge (ii), we use pretrained LLMs that have been trained on a large corpus with rich commonsense knowledge. The contextual information in the tokenized data can be understood with its inherent meaning rather than being treated just as a code. As an example, in Table 1, we present the POI category names in a real-world dataset, categorized by their context, as done by ChatGPT. This demonstrates that LLMs are capable of understanding the inherent meaning of contextual information in LBSN data.

**Contributions.** The main contributions of our work are as follows:

1. We propose a framework to use pretrained large language models for the next POI recommendation task, which brings commonsense knowledge for making use of the rich contextual information in the data. To the best of our knowledge, we are the first to fine-tune language models on standard-sized datasets to exploit commonsense knowledge for the next POI recommendation task.

2. We propose a prompt-based trajectory similarity to combine information from historical trajectories and trajectories from different users. With that, our proposed recommendation model is able to alleviate the cold-start problem and make predictions with improved accuracy over trajectories of various lengths.

3. We conduct an extensive experimental evaluation on three real-world LBSNs datasets, which shows that our proposed next POI recommendation model substantially outperforms state-of-the-art next POI recommendation models in all three datasets.
Figure 2: Our overall large language model-based framework for next POI recommendation.

2 RELATED WORK

2.1 Next POI Recommendation

Sequence-based models. Early work on next POI recommendation often treated the next POI recommendation as a sequential recommendation task. Therefore, methods that had been widely used for other sequential recommendation tasks were adapted. For instance, the next POI recommendation task was first introduced by Cheng et al. [4], and they adapted FMPC [21], implementing a localized region constraint where only neighborhood locations are considered for each user. He et al. [14] combined the personalized Markov chain with the latent pattern by incorporating the softmax function. However, these methods are less capable of capturing complex sequential patterns compared to deep neural networks.

Subsequent work has begun to apply RNN-based models with the rise of deep learning. Kong and Wu [17] proposed HST-LSTM, where they added spatial-temporal factors into LSTM gates to guide the learning and further employed a hierarchical extension to model the periodicity of the visit sequence. LSTPM [22] employed three LSTM modules, utilizing non-local neural operations and a short-term preference modeling module using geo-dilated LSTM. PLSPL [27] combined an embedding layer with the attention mechanism to learn long-term preferences and leveraged two LSTM models to model short-term preferences at both the location and category levels. STAN [19] uses a multimodal embedding layer to learn the representation of user, location, time, and spatial-temporal effect, with a bi-layer attention architecture to learn the explicit spatial-temporal relevance within the trajectories. CFPRec [33] focused on the multi-step future plan of users by adopting an attention mechanism to extract future references from past and current preference encoders that are transformer and LSTM encoders. These sequence-based models often become confined to a local view and also suffer from short trajectories and the cold-start problem where inactive users have limited data. Our method deploys key-query similarity, which allows us to combine information from different users, alleviating the cold-start problem.

Graph-based models. More recently, graph-based methods have been incorporated to address the limitations of sequence-based models. STP-UDGAT [18] were the first to use a graph attention network [24], enabling users to selectively learn from others in a global view. Zhang et al. [33] proposed a hierarchical multi-task graph recurrent network (HMT-GRN) to learn user-POI and user-region distribution, employing a GRN to replace the LSTM unit to learn both sequential and global spatial-temporal relationships between POIs. DRGN [26] investigated the intrinsic characteristics of POIs by learning disentangled representation from both distance-based and transition-based relation graphs through a GCN layer. GETNEXT [32] addressed the cold start problem by exploiting collaborative signals from other users and proposing a global trajectory flow map and a novel graph-enhanced transformer model. STHGNCN [30] alleviated cold-start issues by constructing a hypergraph to capture higher-order information, including user trajectories and collaborative relations. Although graph-based models handle the cold-start problem, they are not capable of combining contextual information with commonsense knowledge. Our method avoids contextual information loss by trajectory prompting, and the LLMs that we use contains commonsense knowledge to understand contextual information.

2.2 LLMs for Time-series Data

LLMs have proven to be effective for time-series data. The study by SHIFT [28] approached human mobility forecasting as a language translation problem rather than a traditional time-series problem, utilizing a sequence-to-sequence language model complemented by a mobility auxiliary branch. AuxMobLCast [28] further investigated prompt engineering on time-series data. LLM4TS [2] employs a two-stage fine-tuning approach, initially applying supervised fine-tuning to align the LLM with time-series data, followed by downstream task-specific fine-tuning. Inspired by these works, we design trajectory prompting specifically for LBSN data, allowing us to transform the next POI recommendation task into a question-answering task.

2.3 LLMs for Recommender Systems

Recently, many works have adopted LLMs on recommender systems. Zhang and Wang [34] designed multiple prompt templates for different perspectives of news data and did prompt-learning BERT [10] to produce binary answers to templates. Then multi-prompt prompting was applied to get final predictions. Harte et al. [15] proposed three approaches to leverage LLMs for sequential recommendation. They first compute the embeddings of items and then make recommendations based on the similarity of item embeddings. They also directly fine-tune LLMs to do a prompt completion where the prompt contains a list of item names without the last item and LLMs are asked to complete the prompt with the name of the last product. They also enhanced existing sequential models with embeddings from LLMs. Wang et al. [25] applied in-context learning with LLMs for next POI recommendation. Our method not only fine-tune LLMs for the next POI recommendation, but also...
has carefully designed task-specific trajectory similarity to further utilize the power of LLM.

3 PROBLEM DEFINITION

The research problem that we address in this paper is to fine-tune LLMs for the task of next POI recommendation. The problem can be formalized as follows. Consider a dataset \( D \) of user check-in records. Each record is represented by a tuple \( q = (u, p, c, t, g) \), where:

- \( u \) denotes a user from the set \( U = \{u_1, u_2, \ldots, u_N\} \), where \( N \) is the total number of users;
- \( p \) is a point of interest (POI) from the set \( P = \{p_1, p_2, \ldots, p_M\} \), where \( M \) is the number of distinct POIs;
- \( c \) specifies the category of the POI;
- \( t \) represents the timestamp of the check-in; and
- \( g \) signifies the geometric coordinate of the POI.

Given a time interval \( \Delta t \), trajectories for a user \( u \) are formed by splitting the check-in records based on this interval. Each trajectory \( T^u_i \) up to timestamp \( t \) for user \( u \) is given by:

\[
T^u_i(t) = \{(p_1, c_1, t_1, g_1), \ldots, (p_k, c_k, t_k, g_k)\},
\]

where \( t_1 < t_2 < \ldots < t_k = t \) and \( t_k - t_1 \leq \Delta t \).

Given this set of historical trajectories \( T^u_i = \{T^u_{i1}, T^u_{i2}, \ldots, T^u_{iL}\} \) for user \( u \), where \( L \) represents the number of trajectories for \( u \), the objective is to predict the POI \( p_{k+1} \) for a new trajectory \( T^u_{iL}(t) \), where user \( u \) will check in at the immediate subsequent timestamp \( t_{k+1} \).

4 METHODOLOGY

The overall framework of our work is presented in Figure 2. Our method includes three components: trajectory prompting, key-query similarity, and supervised fine-tuning for LLMs. First, the raw data is used to construct the prompt and compute the prompt-based key-query similarity. Trajectory prompting uses both raw data and the key-query similarity to form the prompts for the LLM. The LLM is then trained with supervised fine-tuning using the prompts.

4.1 Trajectory Prompting

Inspired by [20, 29, 37], we propose trajectory prompting to convert sequences of user check-in data into a natural language question-answering format for LLMs to follow the instruction from the prompt and generate the POI recommendation. This transformation is crucial in leveraging the power of pretrained LLMs. The idea of trajectory prompting is to unify heterogeneous LBSN data into meaningful sentences that can be fed into LLMs. Specifically, we construct prompts by designing different blocks of sentences for their respective purposes. As shown in Table 2, a prompt consists of the current trajectory block, the historical trajectory block, the instruction block, and the target block.

There are check-in record sentences for both the current trajectory block and the historical trajectory block. These sentences contain the necessary information in a check-in record (e.g., user ID, timestamp, POI category name, POI category ID). Specifically, for each check-in record \( q = (u, p, c, t, g) \), we form the sentence as “At [time], user [user id] visited POI id [poi id] which is a/an [poi category name] with category id [category id].” We do not include geo-coordinates in the sentence to save the number of tokens and we also find that LLMs, without specifically fine-tuning on map data, are not able to distinguish geo-coordinates well. The check-in records then form trajectories. Note that for the current trajectory block, there will only be one trajectory from the current user, and there can be multiple trajectories from arbitrary users for the historical trajectory block.

The current trajectory block provides information for the current trajectory, excluding the last entry. The historical trajectory block incorporates historical information from both the current user and other users who have similar behavior patterns to the current user, which is used for dealing with short trajectory and cold start problems. The details of selecting historical trajectories will be explained in Section 4.2. The instruction block guides the model on what to focus on and also reminds the model of the range of POI IDs since the POI IDs generated by LLMs are not by simple argmax over the output probabilities of LLMs that are for the entire vocabulary. The target block contains the timestamp, user ID, and POI ID for the check-in record to be predicted, which serves as the ground truth for fine-tuning and evaluation. The target block is excluded from the input during prediction. We have tested adding POI category information in both the instruction block and target block, expecting to encourage the model to pay more attention to the relation between the POI ID and the POI category. However, it turned out that the performance did not show a significant difference, and the model might have already learned that inner relationship.

Our approach of prompting with blocks of sentences allows us to integrate the heterogeneous LBSN data into meaningful sentences in its original format. The design of using blocks is easy to modify and extend.

4.2 Key-Query Pair Similarity

To capture patterns of users’ behaviors from their historical trajectories and different users’ trajectories, we propose a key-query pair similarity computation framework that suits trajectories in a natural language format. We treat each trajectory differently based on its respective position in the prompt. When a trajectory is considered for the current trajectory block, it is treated as the key, while any trajectory whose end time is earlier than this trajectory is treated as a query. We compute the similarity for all key-query pairs. Subsequently, we select queries with high similarity values.
for the historical trajectory block. This approach allows us to incorporate information from other users’ trajectories that exhibit similar behavior patterns into the current trajectory.

As illustrated in Figure 3 and 4, we first form the key and query prompts for every trajectory. Specifically, we use the template for the current trajectory block. For the key prompts, we use the trajectories without their last entry, and for the query prompts, we use the entire trajectories. This is because when the query prompts are used as historical data, the historical trajectories are known, whereas the key prompts are treated as the current trajectories. For every key prompt, we compute the pairwise similarity for it and all the query prompts representing trajectories that have an end time earlier than the start time of the trajectories represented by the key prompt.

For each key and query prompt, we feed it into an LLM encoder and get the embeddings from the last hidden layer. The process can be formulated as:

\[
\begin{align*}
    h_{k_t} &= \text{Transformer Block}_{(0)}(\text{Tokenizer}(\text{Key})), \\
    h_{q_t} &= \text{Transformer Block}_{(i-1)}(h_{k_{i-1}}), \\
    E_{q} &= \text{LN}(h_{k_{i-1}}),
\end{align*}
\]

where Tokenizer is used for converting the prompt into a sequence of tokens, Transformer Block \((i)\) represents the \(i\)-th Transformer block in the model, LN is the layer normalization, \(E_{q}\) and \(E_{q}\) are the final embeddings of the key and query, respectively.

After getting embeddings for every key and query, we compute the cosine similarity for each key-query pair. Formally,

\[
\text{Sim}(E_{k}, E_{q}) = \frac{E_{k} \cdot E_{q}}{\|E_{k}\| \|E_{q}\|}.
\]

For each key, we select the top-\(k\) queries with the highest similarity to the key. The trajectories represented by these queries are then used in the historical trajectory block for the key trajectory. The process can be expressed as

\[
S(\text{key}) = \arg \max_{q_i \in Q} \{ \text{Sim}(q_i, \text{key}) \mid q_i \in Q\},
\]

where \(Q\) is the set of queries with the end time earlier than the start time of the key.

### 4.3 Supervised Fine-tuning

Fine-tuning LLMs can be costly. We apply Parameter-Efficient-Fine-Tuning (PEFT) techniques during the fine-tuning stage.

**Low-rank adaptation.** We apply LoRA [16], freezing dense layers in LLMs and updating weights with rank decomposition matrices. For a pretrained weight matrix \(W_0 \in \mathbb{R}^{d \times k}\), we replace weight updates \(W_0 + \Delta W\) with low-rank decomposition \(W_0 + L_1 L_2^\top\), where \(L_1 \in \mathbb{R}^{d \times r}\), \(L_2 \in \mathbb{R}^{r \times k}\), and \(r \ll \min\{d, k\}\). During training, only \(B\) and \(A\) receive gradient updates. For \(h = W_0x\), the modified forward pass is \(h = W_0x + L_1 L_2 x\). LoRA is applied only to attention layers; MLP layers are frozen during fine-tuning. For an attention layer with 4096 elements, LoRA reduces trainable parameters to 0.78% with a rank of 16, compared to full fine-tuning.

**Quantization.** To reduce GPU memory usage, we apply quantization techniques [8, 9]. Quantization involves converting high-bit data types into lower-bit ones. We use the 4-bit NormalFloat (NF) proposed by [9], optimal for zero-mean normal distributions in [-1,1]. This process involves rescaling input tensors and applying quantization constants. To reduce memory overhead, double quantization is applied. NF4 is used for storage, while 16-bit BrainFloating (BF) is used for forward and backward passes. Note that the weight gradient is still only computed over the Low-Rank Adaptation (LoRA) parameters.

**FlashAttention.** Long trajectories and the historical trajectory block in the prompt require long context length from LLMs. A typical context length of 4096 is not enough for our purposes. Therefore, we apply FlashAttention-2 [6, 7], which allows transformers to have long context lengths.

### 5 EXPERIMENT

#### 5.1 Experimental Setup

**5.1.1 Datasets.** We conduct experiments on three public datasets: Foursquare-NYC, Foursquare-TKY [31], and Gowala-CA [5]. The
first two datasets, collected over 11 months, comprise data from New York City and Tokyo, sourced from Foursquare. The Gowalla-CA dataset, from the Gowalla platform, covers a broader geographical area and time period, encompassing California and Nevada. We utilize data that has been preprocessed as per the methods detailed by Yan et al. [30]. The data is preprocessed as follows: (i) Filter out Points of Interest (POIs) with fewer than 10 visit records in history; (ii) Exclude users with fewer than 10 visit records in history; (iii) Divide user check-in records into several trajectories with 24-hour intervals, excluding trajectories that contain only one check-in record. The check-in records are also sorted chronologically: the first 80% are used for the training set, the middle 10% are defined as the validation set, and the last 10% are defined as the test set. Note that the validation and test set has to contain all users and POIs that appear in the training set. The unseen users and POIs would be removed from the validation and test set.

5.1.3 Our Models. In our experiments we consider three versions of what we call “our model”: (i) LLAMA2-7b: Our model, using prompts only the current trajectory block without the historical trajectory block, where we use Llama-2-7b-longlora-32k [3, 23] as our base LLM. (ii) LLAMA2-7b*: A variation on LLAMA2-7b where we use prompts with the historical trajectory block without applying key-query similarity, where only the historical trajectories from the current users are considered. (iii) LLAMA2-7b**: A second variation on LLAMA2-7b where we use prompts with the historical trajectory block combined with key-query similarity, where historical trajectories from both the current users and other users are considered. Below, unless stated otherwise, when we say “our model,” we refer to the LLAMA2-7b** variant.

5.1.4 Evaluation Metrics. For evaluation we regard the next POI recommendation task as a top-1 recommendation problem. The scenario we have in mind is one with “extreme position bias” [11], where only a small amount of information can be presented to the user during a single interaction. For example, a user who is on a business trip wishes to explore the new city before the meeting. In such a scenario, the user does not have the leisure to review multiple options. This is a scenario that is usually considered in next POI recommendation, often as the primary scenario [see, e.g., 30, 32]. Given this choice of scenario, we approach to the task as a type of question-answering problem is a natural fit. We prioritize the delivery of the most pertinent and contextually suitable recommendation, mirroring the objective of providing a single, correct answer to a user’s query.

The evaluation metric we use is Accuracy@1. It looks at what proportion of the test items would have been retrieved with the top-1 recommended list and can be formalized as:

\[
\text{Acc@1} = \frac{1}{m} \sum_{i=1}^{m} \mathbb{1}(\text{rank} \leq 1),
\]

where \(\mathbb{1}\) is the indicator function. Rank is the rank of the order of the correct prediction in the recommendation list. A larger value represents better performance.

5.1.5 Implementation Details. For fine-tuning, we use a constant learning rate schedule with a learning rate of \(2 \times 10^{-5}\), combined with a warm-up of 20 steps, a weight decay of 0, a batch size of 1 per GPU, and a sequence length of 32,768 tokens. For each dataset, we fine-tune the model for 3 epochs. We use approximately 300 historical check-in records to construct the historical trajectory block in the prompt. Our experiments are conducted on servers with Nvidia A100 GPUs.

5.2 Main Results

We compare the performance of our models and the baselines on three datasets, as shown in Table 3.

Our model substantially outperforms all baselines. Specifically, we observe improvements of 23.3%, 2.8%, and 19.3% in top-1 accuracy on the NYC, TKY, and CA datasets, respectively, compared to the state-of-the-art STHGCN. Models utilizing historical data perform better than those that do not, and those incorporating data from other users see further performance boosts, highlighting the significance of short trajectory and cold-start problems in next POI recommendation tasks. All models except STHGCN perform best in NYC, with noticeable performance drops in TKY and CA. NYC has the smallest number of users and POIs but a larger number of POI categories than the other datasets, suggesting it has the easiest data to learn. In contrast, CA covers a much wider area than NYC.
Table 3: Performance comparison in terms of Acc@1 on three datasets. ✓ and × in the History and Other Users columns indicate whether the model uses historical data or data from other users, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>History</th>
<th>Other users</th>
<th>NYC Acc@1</th>
<th>TKY Acc@1</th>
<th>CA Acc@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>×</td>
<td>×</td>
<td>0.1003</td>
<td>0.0814</td>
<td>0.0383</td>
</tr>
<tr>
<td>PRME</td>
<td>×</td>
<td>×</td>
<td>0.1159</td>
<td>0.1052</td>
<td>0.0521</td>
</tr>
<tr>
<td>STGCN</td>
<td>×</td>
<td>×</td>
<td>0.1799</td>
<td>0.1716</td>
<td>0.0961</td>
</tr>
<tr>
<td>PLSPL</td>
<td>×</td>
<td>×</td>
<td>0.1917</td>
<td>0.1889</td>
<td>0.1072</td>
</tr>
<tr>
<td>STAN</td>
<td>×</td>
<td>×</td>
<td>0.2231</td>
<td>0.1963</td>
<td>0.1104</td>
</tr>
<tr>
<td>GETNext</td>
<td>✓</td>
<td>✓</td>
<td>0.2435</td>
<td>0.2254</td>
<td>0.1357</td>
</tr>
<tr>
<td>STHGCN</td>
<td>✓</td>
<td>✓</td>
<td>0.2734</td>
<td>0.2950</td>
<td>0.1730</td>
</tr>
<tr>
<td>LLAMA2-7b</td>
<td>×</td>
<td>×</td>
<td>0.2365</td>
<td>0.1517</td>
<td>0.1016</td>
</tr>
<tr>
<td>LLAMA2-7b*</td>
<td>✓</td>
<td>×</td>
<td>0.3171</td>
<td>0.2836</td>
<td>0.1683</td>
</tr>
<tr>
<td>LLAMA2-7b**</td>
<td>✓</td>
<td>✓</td>
<td><strong>0.3372</strong></td>
<td><strong>0.3035</strong></td>
<td><strong>0.2065</strong></td>
</tr>
</tbody>
</table>

and TKY, leading to data scarcity and significantly lower model performance.

5.3 Analysis

5.3.1 User Cold-start Analysis. Our approach incorporates the historical trajectory block and key-query trajectory similarity to tackle the cold-start problem by leveraging knowledge from diverse users. User activity status greatly impacts model performance, with active users providing more historical data and generally easier behavior patterns to learn. To assess our method’s effectiveness with inactive users, we categorize users into inactive, normal, and very active groups based on the number of trajectories in the training set, designating the top 30% users ranked by their number of trajectories as very active and the bottom 30% as inactive.

We compare our model with STHGCN, which is designed to address the cold-start problem and has shown effectiveness with inactive users. The comparison, shown in Table 4, reveals our model significantly improves performance for inactive users, more than doubling the baseline in NYC and increasing by over half in TKY and CA. This improvement underscores our method’s ability to leverage information from similar users effectively, especially for those with limited historical data.

Table 4: User cold-start analysis on the NYC, TKY, and CA datasets.

<table>
<thead>
<tr>
<th>User groups</th>
<th>Model</th>
<th>NYC Acc@1</th>
<th>TKY Acc@1</th>
<th>CA Acc@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inactive</td>
<td>STHGCN</td>
<td>0.1460</td>
<td>0.2164</td>
<td>0.1117</td>
</tr>
<tr>
<td>Normal</td>
<td>STHGCN</td>
<td>0.3050</td>
<td>0.2659</td>
<td>0.1620</td>
</tr>
<tr>
<td>Very active</td>
<td>STHGCN</td>
<td>0.3085</td>
<td>0.3464</td>
<td>0.2040</td>
</tr>
<tr>
<td>Inactive</td>
<td>Ours</td>
<td>0.3417</td>
<td>0.3478</td>
<td>0.2132</td>
</tr>
<tr>
<td>Normal</td>
<td>Ours</td>
<td>0.3841</td>
<td>0.3516</td>
<td>0.2057</td>
</tr>
<tr>
<td>Very active</td>
<td>Ours</td>
<td>0.3088</td>
<td>0.2727</td>
<td>0.1920</td>
</tr>
</tbody>
</table>

Interestingly, our model performs better for inactive users than very active ones, contrasting the baselines’ better performance with very active users. This suggests that the similar trajectories we identify for very active users are often from their own, leading to less diverse behavior patterns and less effective prediction of difficult data points. The less significant improvement in TKY and CA compared to NYC might be due to the higher user count in these datasets, limiting the collaborative information our method can utilize within the model’s context length constraints.

5.3.2 Trajectory Length Analysis. The varying lengths of trajectories in the next POI recommendation task, reflecting different user behaviors, pose another significant challenge. Short trajectories, with their limited spatio-temporal information and non-significant patterns, are particularly challenging, especially those with only one or two check-ins. While long trajectories contain more information, extracting useful patterns from them is also difficult. Our method’s effectiveness varies with the trajectory length due to the context length limit, allowing fewer historical trajectories to be added for long trajectories compared to short ones. To explore the trade-off between long and short trajectories, we rank the lengths of trajectories in the test set, defining the top 30% as long trajectories and the bottom 30% as short trajectories, with the rest classified as middle trajectories.

Comparing our method to STHGCN, Table 5 highlights our substantial improvement for short trajectories in NYC. We achieve an improvement of 24.4% in top-1 accuracy for short trajectories and 31.6% for middle trajectories in NYC, demonstrating our method’s strong capability to integrate historical data for short trajectories. Interestingly, while we perform better for short trajectories in NYC, the opposite is true in TKY and CA. However, our model’s performance does not vary significantly across different trajectory lengths, indicating a balanced trade-off between long and short trajectories.

Table 5: Trajectory length analysis on the NYC, TKY, and CA datasets.

<table>
<thead>
<tr>
<th>Trajectory types</th>
<th>Model</th>
<th>NYC Acc@1</th>
<th>TKY Acc@1</th>
<th>CA Acc@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short</td>
<td>STHGCN</td>
<td>0.2703</td>
<td>0.2787</td>
<td>0.1727</td>
</tr>
<tr>
<td>Middle</td>
<td>STHGCN</td>
<td>0.2545</td>
<td>0.2823</td>
<td>0.1785</td>
</tr>
<tr>
<td>Long</td>
<td>STHGCN</td>
<td>0.3184</td>
<td>0.3116</td>
<td>0.1742</td>
</tr>
<tr>
<td>Short</td>
<td>Ours</td>
<td>0.3364</td>
<td>0.2876</td>
<td>0.1955</td>
</tr>
<tr>
<td>Middle</td>
<td>Ours</td>
<td>0.3350</td>
<td>0.3013</td>
<td>0.1998</td>
</tr>
<tr>
<td>Long</td>
<td>Ours</td>
<td>0.3271</td>
<td>0.3083</td>
<td>0.2037</td>
</tr>
</tbody>
</table>

5.3.3 Number of Historical Data Variants. An important factor of our method is the number of historical trajectories used for the historical trajectory block. Since there is a token limit for the prompt, we cannot use all the historical trajectories but only the ones with the highest similarity to the current trajectory. Because trajectories vary in length, we use the number of check-in records in the historical trajectory block to evaluate the effect of the number of historical trajectories on performance.

We compare our model trained and evaluated with different numbers of historical check-in records. As shown in Table 6, we observe that the model archives the best performance in NYC with 100 historical check-in records and decreases as the number of check-in records grows. On the other hand, the model has the best performance in TKY with 300 historical check-in records, and the performance is positively correlated to the number of historical trajectories.
Figure 5: The proportion of test set prompts where the answer POI IDs are included within the questions, in their respective datasets.

Figure 6: The proportion of test set prompts where the answer POI IDs are included within the questions, in their respective datasets, for the correct predictions made by the models trained on the NYC, TKY, and CA.

check-in records. Note that the performance in TKY only improves by a tiny margin when the number of historical check-in records increases from 200 to 300. The model performance remains closely in CA, with different numbers of different historical check-in records. The results indicate that using more historical data does not necessarily improve the model performance. We can use less historical data to reduce the token size of prompts but still achieve competitive model performance, which also speeds up the training and inference.

Table 6: Analysis on NYC, TKY, and CA dataset for LLAMA2-7b** trained on prompts with different numbers of historical trajectories.

<table>
<thead>
<tr>
<th>Number of historical check-ins</th>
<th>NYC Acc@1</th>
<th>TKY Acc@1</th>
<th>CA Acc@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.3420</td>
<td>0.2166</td>
<td>0.2056</td>
</tr>
<tr>
<td>200</td>
<td>0.3400</td>
<td>0.3023</td>
<td>0.2035</td>
</tr>
<tr>
<td>300</td>
<td>0.3372</td>
<td>0.3035</td>
<td>0.2065</td>
</tr>
</tbody>
</table>

5.3.4 Generalization to Unseen Data Analysis. The fact that our approach does not rely on a linear classifier to output the POI IDs but predicts with purely language modeling allows us to evaluate our models, fine-tuned on one dataset, on unseen data without any further training. We fine-tune our models on one of the NYC, TKY, and CA, and then evaluate them on the rest.

As shown in Table 7, interestingly, the models achieve competitive performance on datasets which they are not fine-tuned on.

Table 7: The models are LLAMA2-7b** trained only on one of the NYC, TKY, and CA datasets and evaluated on the rest.

<table>
<thead>
<tr>
<th>Trained on</th>
<th>NYC</th>
<th>TKY</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc@1</td>
<td>Acc@1</td>
<td>Acc@1</td>
</tr>
<tr>
<td>NY</td>
<td>0.3372</td>
<td>0.2594</td>
<td>0.1885</td>
</tr>
<tr>
<td>TKY</td>
<td>0.3463</td>
<td>0.3035</td>
<td>0.1960</td>
</tr>
<tr>
<td>CA</td>
<td>0.3344</td>
<td>0.2600</td>
<td>0.2065</td>
</tr>
</tbody>
</table>

5.3.5 Contextual Information Analysis. What distinguishes our method from other works is that we use models embedded with commonsense knowledge to exploit contextual information. To evaluate how contextual information helps our model, we replace the POI category names in the prompts with texts of the same lengths with no meaning to mask the contextual information. We analyze the model on the NYC, TKY, and CA datasets and compare the results with prompts with and without contextual information.

Table 8 shows the overall results for the models trained on NYC, TKY, and CA and tested with different prompts. Model performance drops by a small margin when we remove the contextual information from POI category names in NYC. For TKY and CA, the model performance decreases by 6.4% and 6.2%, respectively.

To further investigate the effectiveness of the contextual information, we evaluate the model on different levels of user activity with and without contextual information, similar to Section 5.3.1. From Table 9, we observe a significant drop in performance for inactive and normal users and an increase in performance for active
users in TKY. The performance increases for inactive users and decreases for normal and active users in NYC and CA. The contextual information affects the model performance in two opposite directions for datasets in two different countries. Figure 7 shows the stats for POI categories of NYC, TKY, and CA. We can see that the distributions of POI categories are indeed different between the two countries, where almost half of the POIs in TKY are for travel and transportation. Because POI contextual information differs from two types of datasets, the models behave differently from TKY to NYC and CA. This supports the models’ understanding of the inherent meaning behind POI contextual information for the three datasets.

5.3.6 Effect of Different Components. We consider the performance of our model as the joint effect of (i) the historical trajectory block; (ii) key-query similarity; (iii) contextual information. To investigate the effect of each component, we remove the historical trajectory block in the prompt and only put the current user’s historical trajectories in the historical trajectory block, respectively.

As shown in Table 10, the results suggest that each component contributes to the full model performance. Specifically, the historical trajectory block plays a critical role, where the top-1 accuracy drops as much as 50% in TKY and CA. Because without any historical trajectories, the model suffers from short trajectories, which the datasets mostly consist of. With key-query similarity being removed, the collaborative information from other users is missing from the historical block, which leads to the inability to deal with the cold-start problem. On top of these two components, contextual information provides a further understanding of the data, improving the model’s performance.

6 CONCLUSION AND FUTURE WORK
In this paper, we propose a framework to deploy large language models for the next point-of-interest recommendation task, which is the first to utilize models with commonsense knowledge for the task. We developed trajectory prompting to transform the task into a question-answering. We also introduce key-query similarity to alleviate the cold-start problem.

Our comprehensive experiments conducted on three real-world datasets show that we outperform all baseline models by a large margin. Our analysis supports that our method is able to handle the cold-start problem and various lengths of trajectories. It also shows the effectiveness of contextual information in our model. We have also shown the potential of developing foundation models for the next POI recommendation task, given the ability of large language models to generalize to unseen data.

Because of the nature of large language models, we have limitations with efficiency regarding model training and inference time. Our design of the prompt is also limited by the context length and pretrained corpus of the model, e.g., the deprecation of geocoordinates. For future work, we plan to address the limitations just mentioned. In addition, we will investigate chain-of-thought reasoning for the next point-of-interest recommendation task, to both further boost the performance and provide explanations for the prediction. Another line of future work is to extend our models to scenarios without the extreme focus on a single best item, going beyond a question-answering context that we focused on here.
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